Effective Task Migration to Reduce Execution Time in Mobile Cloud Computing
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Abstract— With the advancements of mobile technologies, different compute-intensive tasks are emerging rapidly. However, due to resource constraints, these tasks are facing challenges to execute on mobile devices. As a solution to this problem, cloud migration has been introduced to execute a task on the cloud and then to return the results to the user mobile device. In this paper, a cloud migration decision making algorithm for compute-intensive tasks has been proposed to determine the feasibility of execution on a cloud server instead of a mobile device. Furthermore, the performances between mobile and cloud executions have been investigated which shows that the task completion time can be minimised by 6-8 times when a cloud server is utilised.
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I. INTRODUCTION

The advancement of mobile computing technologies has paced the usage of mobile devices (smartphones, tablets, wearable devices etc. [1]) that are equipped with various sensors to support versatile compute-intensive tasks in the field of image processing, multimedia, wearable computing, augmented reality, mobile healthcare etc. A recent study shows the number of mobile application downloads all over the world in 2016 was 149.3 billion which is expected to be 352.9 billion in 2021. These applications produced a revenue of $88.3 billion that is estimated to be around $188.9 billion by the end of 2020 [2]. Though mobile devices are equipped with powerful hardware now-a-days, they often cannot cope with some recent applications requiring large amount of processing power and memory.

Fortunately, mobile cloud computing has been introduced to alleviate these constraints and to support the ever increasing computation and storage demand for mobile devices [3]. Mobile cloud computing allows to migrate compute-intensive applications or tasks to a remote cloud server which offers huge amount of resources for computation and storage. Generally, compute-intensive tasks perform a large amount of complex computation on small amount of data on a mobile device and thus consume larger amount of energy [4]. Furthermore, execution of many recent tasks is not feasible on mobile devices as they cannot meet the minimum time requirement. The cloud based execution is beneficial for these tasks since execution time can be reduced vividly compared to the amount of data transfer for the instance. Therefore, migration algorithms for cloud based execution are immersing for such tasks. However, a major challenge in task migration is the accurate prediction of migration feasibility as the task migration incurs additional overhead e.g. time for network communication and data transfer. The main contributions of this paper are summarised as follows.

- A decision making algorithm has been proposed and implemented to determine the feasibility to migrate a task from a mobile device to a cloud server to minimise execution time.
- An experimental testbed with Amazon EC2 cloud server [5] to conduct the experiments.

The rest of the paper is organised as follows. Section II contains a review of related cloud based task migration mechanisms. A detailed description of the proposed task migration decision algorithm is presented in Section III. Section IV presents the implementation details and evaluates the performance of the algorithm from the results obtained. Finally, some conclusions are drawn in Section V.

II. RELATED WORKS

A number of works already have done on task migration technique to reduce execution time of a task. In [6] Chun et al. proposed a flexible task partitioning system to migrate and execute part of a task on a remote server. It used static analysis and dynamic profiling for partitioning tasks to reduce the execution time and energy use. A framework named ThinkAir was proposed by Kosta et al. in [7] for migrating mobile tasks to cloud using a method-level migration and smartphone virtualisation technique. The work employed elastic and scalable Virtual Machine (VM) images to execute tasks in parallel and produced increased overall throughput. In [8], Barbera et al. evaluated performance of an architecture which contained two clone copies of a task namely off-clone and back-clone stored on a cloud server and were used for migration and backup, respectively. A real testbed with 11 smartphones and an Amazon EC2 public cloud instance were used to measure the performance of a system in terms of bandwidth and energy consumption. A summary of the promising computational migration technologies and architectures were summarised by Kumar et al. in [9] where authors focused on different algorithmic approaches to make migration decisions to save energy and to improve performance of the mobile system. Furthermore, recent mobile cloud computing architecture and task models were highlighted by Khan et al. with their pros and cons in [10]. In [11], Cheng et al. proposed a cloud migration architecture and an algorithm to migrate a portion of computation tasks from wearable devices to
local mobile devices or to remote cloud so that heavy computation tasks can be executed.

Task migration requires computation as well as a large amount of data transfer. In general, compute-intensive tasks require a small amount of data transfer compared to huge amount of complex processing. Moreover, the wireless communication technologies also have evolved to support several megabits for cellular networks to several Gigabits for Wi-Fi networks [12], [13], [14]. In a recent work [15] Khoda et al. showed that task migration from a local mobile device to a remote cloud can maximise energy saving while maintaining strict latency requirements of user tasks in 5G systems. Hence, this paper focuses on a migration decision making algorithm which executes a task on the cloud if it is beneficial compared to the execution on the mobile device.

III. THE PROPOSED TASK MIGRATION ALGORITHM

This section describes a mathematical formulation for compute-intensive task execution in cloud platform. The architecture to facilitate the migration from a mobile device to a remote server is presented and an algorithm to decide the feasibility of a migrated execution is proposed.

A. Task Migration Architecture

Compute-intensive tasks require a large amount of CPU cycles which make them hard to execute on mobile devices. This paper considers a two-layer architecture with mobile devices. Tier 1 is responsible to initiate the migration to a remote server, if suitable and tier-two is equipped with higher processing capacity as depicted in Figure 1. Based on the Service Level Agreement (SLA) with mobile device, the cloud server provides a virtual machine instance with specified amount of resources to execute migrated tasks. Whenever a mobile device needs to execute a compute-intensive task, based on the size of the task, it estimates the execution time on the device and the completion time on the cloud that requires cloud execution time and communication delay. The system uses previous connection establishment history between the mobile device and the cloud server to estimate the communication delay. For communication and data transmission, both 3G and Wi-Fi technology has been considered. However, any other network communication technology is applicable. The mobile device migrates a task to the cloud if the estimated cloud completion time is smaller than the mobile device execution time. The cloud server executes the migrated task and sends results back to the mobile device if resources are available. Otherwise the cloud server returns a failure notification to the mobile device and the task is executed on the mobile device. The complete flow chart of the decision making and task execution is shown in Figure 2.

B. Migration Decision Formulation

To execute a task on the remote cloud server, at first the mobile device makes a migration request to the cloud server. The task size estimation considers the number of key instruction $N$ of the task. Let $\beta_{\text{mobile}}$ and $\beta_{\text{cloud}}$ denote the execution time per key instruction on the mobile device and cloud server, respectively which are available to the mobile device before making the request. Therefore, the mobile device estimates the mobile device execution time ($T_{\text{mobile}}$) and cloud computation time ($E_{\text{cloud}}$) using equation (1) and (2).

$$T_{\text{mobile}} = N \times \beta_{\text{mobile}}$$

$$E_{\text{cloud}} = N \times \beta_{\text{cloud}}$$

To execute the task on the cloud server, a communication time ($C_{\text{cloud}}$) is required that includes connection establishment time and input/output data transfer time between the mobile device and the cloud server. Hence, task completion time on the cloud ($T_{\text{cloud}}$) is calculated using equation (3).

$$T_{\text{cloud}} = E_{\text{cloud}} + C_{\text{cloud}}$$

Based on the mobile execution time and the estimated cloud completion time, the mobile device decides that migration is favorable if $T_{\text{cloud}}$ is less than $T_{\text{mobile}}$ and the task is migrated to the cloud server. The sequence of steps for the whole decision making algorithm is summarised in Algorithm 1.

Algorithm 1: Algorithm for compute-intensive task migration decision

INPUT: $N, \beta_{\text{mobile}}, \beta_{\text{cloud}}, C_{\text{cloud}}$

OUTPUT: result or failure notification;
function cloud_migration() {
    T_{mobile} = N \cdot \beta_{mobile};
    E_{cloud} = N \cdot \beta_{cloud};
    T_{cloud} = E_{cloud} + C_{cloud};
    if (T_{cloud} < T_{mobile}) {
        if (VM \neq BUSY)
            result = execute_application();
            return result;
        else
            return resource_not_available;
    } else
        return migration_failure;
}

IV. EXPERIMENTATION SETUP AND RESULTS

This section provides a detailed explanation of the experimental setup and the results.

A. Experimental Testbed

To evaluate the execution time improvement on the cloud, an experimental testbed has been developed based on the proposed algorithm. The Bubble sort algorithm has been used to emulate a compute-intensive task on a mobile device. A number of unsorted array elements are transferred from the mobile device to the cloud server and the sorted array is sent back to the mobile device using the communication network. To provide the cloud server functionality, an Amazon Elastic Compute Cloud (EC2) instance has been utilised. Wi-Fi and 3G communication technologies have been used to migrate compute-intensive tasks to cloud. When tasks are executed on mobile device, only mobile execution time is treated as completion time. On the other hand, cloud completion time includes computation and communication times. To observe the effectiveness of the migration decision making algorithm, the emulation system uses two set of compute-intensive tasks based on small array sizes and large array size. Small array sizes range from 1000 to 6000 (4 KB to 24 KB) and large array sizes range from 10000 to 60000 (40 KB to 240 KB). The experimental results for small array sizes help to identify the cutoff point between mobile execution and cloud migration, whereas large array sizes are used to identify the amount of potential gain in terms of completion time through cloud migration. All the experiments have been conducted for 20 times and the obtained results are averaged. Confidence interval has been introduced in calculation to measure the tendency and timing variation in the task execution. The details of the implementation settings and parameters are given in Table 1.

<table>
<thead>
<tr>
<th>Device</th>
<th>Model</th>
<th>OS Version</th>
<th>RAM (MB)</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart phone</td>
<td>Sony LT18i</td>
<td>Android 4.0.4</td>
<td>1 GB</td>
<td>1.4 GHz Scorpion Number of Core:1</td>
</tr>
<tr>
<td>Cloud Server</td>
<td>Amazon EC2 Instance</td>
<td>Microsoft Windows 2012 R2 Standard Edition (64-bit)</td>
<td>1 GB</td>
<td>Intel(R) Xeon(R) CPU E5-2676 v3 @ 2.40GHz Number of Core:8</td>
</tr>
</tbody>
</table>

B. Impact on the Small Array Sizes

First, the experiments are conducted between cloud completion with Wi-Fi connection and mobile execution to evaluate the performance of the proposed algorithm in section III.B. and the results are shown in Figure 3. It can be noted that the algorithm executes the task on the mobile device for array sizes 1000 and 2000. However, for array size 3000 or larger, it migrates the task to the cloud server.

Figure 3: The performance of the proposed algorithm between cloud with Wi-Fi and mobile execution.

Figure 4 shows the decision making performance of the proposed algorithm between cloud with 3G and mobile execution. It can be noted that the algorithm executes the sorting task on the mobile up to array size 4000 and then migrates the task to the cloud for larger array sizes.

Figure 4: The performance of the proposed algorithm between cloud with 3G and mobile execution.

To understand the decision making performance of the proposed algorithm, all the required times for cloud with
Wi-Fi and 3G and mobile execution are plotted in Figure 5. It shows that the task completion time increases linearly as the array size increases. In case of the array sizes up to 2000, mobile execution outperforms cloud based execution irrespective of communication technologies. It can be noted that the preference of mobile execution can be extended to array sizes up to 4000 for 3G networks. However, for array sizes of 5000 and onwards, the system always produces result in favor of the cloud migration.

Figure 5: Task completion time for small array sizes.

The impact of communication technologies (3G and Wi-Fi) during migration is shown in Figure 6. The result shows linear increase in communication time with the increase of the array size for both Wi-Fi and 3G. However, Wi-Fi is always better than 3G which is also expected theoretically. It has been observed that with the increasing array size, communication time increases due to higher amount of data transfer. Moreover, the 3G communication latency shows higher variance than Wi-Fi.

Figure 6: Communication time required for small array sizes

Figure 7 shows that the cloud computation time is several times lower than the mobile execution due to more powerful computation resources on the cloud server. Although cloud execution provides much better result, mobile device execution is still beneficial before cutoff point i.e. array size of 2000 to 4000 as shown in Figure 3. This is due to large amount of communication overhead which suppresses the gain in migrated computation on the cloud server. However, after the cutoff point, cloud migration is always beneficial as cloud completion time alleviate the communication overhead with faster execution capability compare to mobile device execution.

Figure 7: Computation time required for small array sizes

Figure 8 shows that the completion time with various array sizes. In case of cloud, the completion time increases slightly with the array size whereas completion time increases rapidly for the mobile execution. It has been noted that that mobile device fails to execute the task of Bubble sort for array size 60000 or larger and hence does not show any output in the graph. Cloud execution exhibits very similar results for Wi-Fi and 3G.

C. Impact on the Large Array Sizes

Figure 8 shows that the completion time with various array sizes. In case of cloud, the completion time increases slightly with the array size whereas completion time increases rapidly for the mobile execution. It has been noted that that mobile device fails to execute the task of Bubble sort for array size 60000 or larger and hence does not show any output in the graph. Cloud execution exhibits very similar results for Wi-Fi and 3G.

To provide a deeper insight on how cloud computing outperform the mobile device, communication and computation time are extracted from the results. The communication graph, Figure 9, shows that as the array size increases, communication time grows as expected. It has been noted that the majority portion of the communication time is spent on data transfer rather than connection establishment.

In case of cloud execution, due to the availability of more powerful resources, computation time can be reduced by 6-8 times compared to mobile based execution which is shown in Figure 10. Hence, with the increasing array size, the communication time does not have significant impact on the overall performance gain for
migration and remains several times higher than the mobile device execution.

Figure 9: Communication time required for large array sizes

Figure 10: Computation time required for large array sizes

V. CONCLUSION

In this paper, a decision making algorithm to determine the feasibility to migrate a task to a cloud server for compute-intensive tasks has been proposed and implemented. The results show that for tasks with high computation and small amount of data transfer the cloud outperforms mobile device regardless of network communication technologies. As the future works, an extension of the algorithm to work with multiple virtual machines and parallel execution of task modules to further reduce the execution time of different tasks, various types of tasks are being considered by the authors.
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