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Abstract

The need for proper and acceptable video forensics process is necessary due to the proliferation and advancement of video technologies in all aspects of our life, hence the legal system has heavily invested in this area. Also, the classification of the movements of objects detected from a video feed is an essential module to automate the forensic video process. Recently, new bio-inspired machine learning techniques have been proposed in the attempt of mimicking the function of the human brain. Hierarchical Temporal Memory (HTM) theory has proposed new computational learning models, Cortical Learning Algorithms (CLA), inspired from the neocortex, which offer a better understanding of how our brains function.

This research aims to study the requirements of video forensic investigation and Police procedures to propose a new semi-automated post-incident analysis framework and to investigate the application of the CLA to movement classification towards an automated video forensics process.

This research starts by reviewing the research related to police practices for video forensics as well as various proposed video forensic frameworks. Then a Questionnaire targeting CCTV/Video Forensics practitioners has been developed to capture the requirements for automating the video forensics process, this has been followed by proposing a new post-incident analysis framework. Then, a literature review covering state-of-the-art movement classification algorithms has been carried out. Finally, a novel CLA-based movement classification algorithm has been proposed and devised to classify the movements of moving objects in realistic video surveillance scenarios, and the test results have been evaluated.

Tests applied on twenty-three videos have been conducted to detect movement anomalies in different scenarios. Additionally, in this study, the proposed algorithm has been evaluated and compared against several state-of-the-art anomaly detection algorithms. The proposed algorithm has achieved 66.29% average F-measure, with an improvement of 15.5% compared to the k-Nearest Neighbour Global Anomaly Score (kNN-GAS) algorithm. The Independent Component Analysis-Local Outlier Probability (ICA-LoOP) scored 42.75%, the Singular Value Decomposition Influence Outlier (SVD-IO) achieved 34.82%, whilst the Connectivity Based Factor algorithm (CBOF) scored 8.72%. The proposed models, which are based on HTM, have empirically portrayed positive potential and had exceeded in performance when compared to state-of-the-art algorithms.
This research activity has led to several publications in international journals. These are summarized below:

First of all, I would like to thank God Almighty for reconciling me in my whole life. Then I would like to express my thanks to the honourable man who is made of great knowledge and ethics, my supervisor Dr Mohamed Sedky. He has made great contributions to this research project since it was only an idea until it developed and became what it is now. I would also like to thank the great University of Staffordshire and the great professors for their great role in supporting research and researchers for the advancement of science not only in the UK but throughout the world, also to my wonderful mother and father who blessed me every step of my life. My precious wife and beloved children who accompanied me throughout the course of my life. I would also like to thank all the officials responsible for the university library that provided me the material necessary for this research thesis. I thank all those who stood beside me.
List of Contents

Declaration.................................................................i
Abstract...........................................................................iii
List of Publications...........................................................iv
Acknowledgements...........................................................v
List of Contents ................................................................vi
List of Figures ....................................................................x
List of Tables ......................................................................xii
Abbreviations.................................................................xiii

Chapter 1 ........................................................................1

Introduction ......................................................................1

  1.1 Context..........................................................................1
  1.2 Project Aim .....................................................................3
  1.3 Objectives ......................................................................3
  1.4 Scope of the Investigation .................................................4
  1.5 Research Approach........................................................6
      1.5.1 Evaluation of the proposed post-incident analysis framework .....................................9
      1.5.2 Evaluation of the proposed movement classification technique .....................................9
  1.6 Research questions........................................................10
  1.7 Contribution to knowledge ..............................................10
  1.8 Thesis structure ..........................................................11

Chapter 2 .........................................................................14

Video Forensic ..................................................................14

  2.1 Introduction ...................................................................14
  2.2 Background ...................................................................14
  2.3 Digital Forensic ............................................................16
      2.3.1 Digital Evidence ..................................................20
      2.3.2 Characteristics of Digital Evidence .............................................20
      2.3.3 Role of Digital Evidence .................................................21
      2.3.4 Legal Requirements .....................................................22
      2.3.5 Legal Evidence ........................................................24
  2.4 The Forensic Models.....................................................25
      2.4.1 DFRWS Investigative Model ........................................29
      2.4.2 Computer Forensics Investigation Process .............................................30
      2.4.3 The Scientific Crime Scene Investigation Process Model ........................................30
      2.4.4 Integrated Digital Investigation Process (IDIP) Model ........................................31
      2.4.5 Abstract Digital Forensic Model ........................................31
  2.5 Video forensic process ................................................34
2.5.1 Police Forces practice ..........................................................37
2.6 Development in Video Forensics .............................................39
2.7 Conclusion .............................................................................40

Chapter 3 ......................................................................................42

A Semi-Automated Video Forensic Framework....................................42
3.1 Introduction .............................................................................42
3.2 Video and digital forensic frameworks - review ..........................42
3.3 Police forces investigation - Questionnaire ................................48
  3.3.1 Video forensics practice – questionnaire .................................49
  3.3.2 Analysis of the results of Questionnaire CCTV/Video Forensics Evidence ........................................53
3.4 Proposed framework ...............................................................65
  3.4.1 Evidence collection .............................................................68
  3.4.2 Hard Disk Drive (HDD) cloning ..........................................68
  3.4.3 Video extraction .................................................................69
  3.4.4 Video conversion .................................................................69
  3.4.5 Requirements capturing .......................................................70
  3.4.6 Automated video analysis ....................................................70
  3.4.7 Report Generation .............................................................70
  3.4.8 Manual verification .............................................................71
  3.4.9 Building a storyboard .........................................................71
  3.4.10 Report generation ..............................................................71
  3.4.11 DVD Creation .................................................................72
  3.4.12 Court presentation ............................................................72
3.3 The very clever quality of the proposed framework ..................72
  Why should new framework be S (Simple)? ................................72
  Why should new framework be M (Meaningful)? .........................72
  Why should new framework be A (Accurate)? ...............................73
  .....................................................................................................75
  Why should new framework be R (Reliable)? .................................76
  Why should new framework be T (Tenacious)? ...............................76
3.5 Conclusions ...........................................................................76

Chapter 4 ......................................................................................78

Movement Classification-Overview ....................................................78
4.1 Introduction .............................................................................78
4.2 Video analytic for post-incident analysis ..................................82
4.3 Movement classification - Problem definition .........................90
  4.3.1 Object Tracking and Detection ........................................90
  4.3.2 Object Classification .........................................................92
  4.3.3 Movement classification challenges for outdoor surveillance 93
  4.3.4 Camera Handoff ...............................................................95
  4.3.5 Efficiency .........................................................................96
  4.3.6 Mining of Surveillance Videos ............................................97
4.4 Related Literature of Movement Classification Techniques ..........98
  4.4.1 Artificial Intelligence .........................................................99
  4.4.2 Neural Networks ...............................................................102
  4.4.3 Cortical Learning Algorithms ............................................105
4.5 Analysis ..................................................................................107
4.6 Conclusion .............................................................................110
Chapter 5 .......................................................... 112

Application of Cortical Learning Algorithms to Movement Classification .................................. 112

5.1 Introduction ............................................................................................................................... 113
5.2 Challenges and Requirements of Movement Classification ...................................................... 116
5.3 The rationale for The Proposed Algorithm ............................................................................... 117
5.4 Hierarchical Temporal Memory .............................................................................................. 117
5.5 Cortical Learning Algorithms (CLA) and its Components ......................................................... 120
5.5.1 CLA Components ............................................................................................................... 121
5.6 The Choice of CLA .................................................................................................................... 127
5.7 Proposed Novel Movement Classification Technique ............................................................... 128
5.7.1 Requirements .................................................................................................................... 129
5.8 Implementation ........................................................................................................................ 129
5.9 Spatial Pooler Pseudocode ...................................................................................................... 131
5.10 Temporal Pooler Pseudocode .................................................................................................. 134
5.11 Conclusion ............................................................................................................................... 138

Chapter 6 ................................................................................................................................. 140

Test and Evaluation ..................................................................................................................... 140

6.1 Introduction ............................................................................................................................... 140
6.2 Evaluation Methodologies ......................................................................................................... 141
6.2.1 VIRAT Video Dataset ......................................................................................................... 141
6.2.2 The identification model ..................................................................................................... 144
6.2.3 Annotation Standard ........................................................................................................... 144
6.3 Experiments setup ..................................................................................................................... 146
6.3.1 Data preparation .................................................................................................................. 146
6.3.2 Evaluation ........................................................................................................................... 146
6.3.3 Test Results ......................................................................................................................... 148
6.4 Evaluation .................................................................................................................................. 148
6.4.1 k-Nearest Neighbour Global Anomaly Score (kNN-GAS): ................................................. 149
6.4.2 Connectivity-Based Outlier Factor .................................................................................... 151
6.4.3 Singular Value Decomposition Influence Outlier (SVD-IO): ............................................. 153
6.4.5 Proposed Algorithm ........................................................................................................... 156
6.2 Objective Evaluation .............................................................................................................. 157
6.4 Conclusions .............................................................................................................................. 159

Chapter 7 ................................................................................................................................. 160

Summary, Conclusion, Limitations and Future Work ...................................................................... 160

7.1 Summary ................................................................................................................................. 160
7.1.1 Video Forensic ................................................................................................................... 162
7.1.2 Proposed Semi-Automated Video Forensic Framework ..................................................... 163
7.1.1 Movement Classification .................................................................................................... 168
7.1.3 Application of Cortical Learning Algorithms in Movement Classification ....................... 170
7.2 Conclusion ............................................................................................................................... 172
7.3 Research Contributions .......................................................................................................... 176
7.4 Limitations ................................................................................................................................. 177
7.5 Recommendations for Future Work .......................................................................................... 179

Appendix A Evaluation Models ....................................................................................................... 181
Appendix B Results - Optimum Threshold Selection Experiments .................................................. 184
Appendix C Results – Data Distribution ........................................................................................ 194
References ....................................................................................................................................... 199
List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>Scope of this investigation</td>
<td>5</td>
</tr>
<tr>
<td>1-2</td>
<td>The research onion model (Saunders, Lewis and Thornhill 2007)</td>
<td>6</td>
</tr>
<tr>
<td>1-3</td>
<td>Structure of the thesis</td>
<td>12</td>
</tr>
<tr>
<td>2-1</td>
<td>IDIP process Model (Brian C &amp; Eugene, 2003)</td>
<td>18</td>
</tr>
<tr>
<td>2-2</td>
<td>Enhanced Digital Investigation model EIDIP (DFRWS, 2001)</td>
<td>19</td>
</tr>
<tr>
<td>2-3</td>
<td>The Video Forensic Process (Bird 2012)</td>
<td>35</td>
</tr>
<tr>
<td>2-4</td>
<td>Visual Design Approach. (Sternberg et al., 2001)</td>
<td>38</td>
</tr>
<tr>
<td>3-1</td>
<td>Digital forensic investigation Model (Ademu et al., 2012)</td>
<td>44</td>
</tr>
<tr>
<td>3-2</td>
<td>Video forensic framework</td>
<td>66</td>
</tr>
<tr>
<td>3-3</td>
<td>Summary for Forensic Flowchart</td>
<td>67</td>
</tr>
<tr>
<td>3-4(a)</td>
<td>Detailed Workflow for the Proposed Framework</td>
<td>75</td>
</tr>
<tr>
<td>3-5(b)</td>
<td>Detailed Workflow for the Proposed Framework</td>
<td>75</td>
</tr>
<tr>
<td>4-1</td>
<td>The internal structure of smart video surveillance serves (Sedky et al., 2005)</td>
<td>83</td>
</tr>
<tr>
<td>5-1</td>
<td>A novel movement classification technique based on HTM</td>
<td>119</td>
</tr>
<tr>
<td>5-2</td>
<td>A Process Flow (Balasubramaniam, Krishnava, and Zhu, 2015)</td>
<td>122</td>
</tr>
<tr>
<td>6-1</td>
<td>Snapshots from VIRAT video dataset</td>
<td>142</td>
</tr>
<tr>
<td>6-2</td>
<td>Identification model for a car</td>
<td>144</td>
</tr>
<tr>
<td>6-3</td>
<td>A sample result for the k-NN algorithm for event 0</td>
<td>150</td>
</tr>
<tr>
<td>6-4</td>
<td>Average F-measure for the k-NN algorithm</td>
<td>150</td>
</tr>
<tr>
<td>6-5</td>
<td>A sample result for the CBOF algorithm for event 0</td>
<td>152</td>
</tr>
<tr>
<td>6-6</td>
<td>Average F-measure for the CBOF algorithm</td>
<td>152</td>
</tr>
<tr>
<td>6-7</td>
<td>A sample result for the SVD-IO algorithm for event 0</td>
<td>153</td>
</tr>
<tr>
<td>6-8</td>
<td>F-measure for the SVD-IO algorithm</td>
<td>154</td>
</tr>
<tr>
<td>6-9</td>
<td>A sample result for the ICA-LoOP algorithm for event 0</td>
<td>155</td>
</tr>
<tr>
<td>6-10</td>
<td>Average F-measure for the ICA-LoOP algorithm</td>
<td>155</td>
</tr>
<tr>
<td>6-11</td>
<td>A sample result for the proposed algorithm for event 0</td>
<td>156</td>
</tr>
<tr>
<td>6-12</td>
<td>Average F-measure for the proposed algorithm</td>
<td>157</td>
</tr>
<tr>
<td>6-13</td>
<td>Comparisons performance accuracy, precision, recall, F-measure</td>
<td>158</td>
</tr>
<tr>
<td>7-1</td>
<td>Sequence of the existing digital forensic investigating framework (Source Carrier and Spafford, 2004: 6)</td>
<td>174</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>Rapidminer validation block diagram</td>
<td>181</td>
</tr>
<tr>
<td>A-2</td>
<td>Thresholding</td>
<td>182</td>
</tr>
<tr>
<td>A-3</td>
<td>Rapidminer training and testing block diagram - ICA Local Outlier Probability</td>
<td>182</td>
</tr>
<tr>
<td>A-4</td>
<td>Rapidminer training and testing block diagram - SVD Influenced Outlierness</td>
<td>183</td>
</tr>
<tr>
<td>A-5</td>
<td>Rapidminer training and testing block diagram – k-NN Global Anomaly Score</td>
<td>183</td>
</tr>
<tr>
<td>A-6</td>
<td>Rapidminer training and testing block diagram – Connectivity-Based Outlier Factor</td>
<td>183</td>
</tr>
<tr>
<td>B-1</td>
<td>Optimum threshold selection – Proposed algorithm</td>
<td>185</td>
</tr>
<tr>
<td>B-2</td>
<td>Optimum threshold selection – k-NN Global Anomaly Score</td>
<td>187</td>
</tr>
<tr>
<td>B-3</td>
<td>Optimum threshold selection – SVD Influence Outlier</td>
<td>189</td>
</tr>
<tr>
<td>B-4</td>
<td>Optimum threshold selection – ICA – Local Outlier Probability</td>
<td>191</td>
</tr>
</tbody>
</table>
Figure B-5: Optimum threshold selection – Connectivity-Based Outlier Factor ........193
Figure C-1: Scatter diagram – Proposed algorithm ........................................194
Figure C-2: Scatter diagram – k-NN Global Anomaly Score .............................195
Figure C-3: Scatter diagram – SVD Influence Outlier ....................................196
Figure C-4: Scatter diagram – ICA – Local Outlier Probability .........................197
Figure C-5: Scatter diagram – Connectivity-Based Outlier Factor .....................198
List of Tables

Table 3-1: Questionnaire’s questions..........................49
Table 4-1: Video Analytic and Post Incidence Solution Development ..........85
Table 6-1: Sample of VIRAT training dataset event annotation file ..............145
Table 6-2: Sample of VIRAT training dataset object annotation file .............145
Table 6-3: Sample of the generated data file .....................................147
Table 6-6-4: The hidden numbers of events ..................................148
Table 6-5 Performance metrics for the k-NN algorithm ..........................149
Table 6-6 Performance metrics for the CBOF algorithm ..........................151
Table 6-7 Performance metrics for the SVD-IO algorithm .....................153
Table 6-8 Performance metrics for the ICA-LoOP algorithm ....................154
Table 6-9 Performance metrics for the proposed algorithm .....................156
Table 6-10 Performance metrics for all algorithms ................................158
Table 6-11: Comparisons of performance accuracy, precision, recall, F-measure ....158
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>ACPO</td>
<td>Association of Chief Police Officers</td>
</tr>
<tr>
<td>BPNN</td>
<td>Back Propagation Neural Network</td>
</tr>
<tr>
<td>CART</td>
<td>Computer Analysis and Response Team</td>
</tr>
<tr>
<td>CCTV</td>
<td>Closed Circuit Television</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Networks</td>
</tr>
<tr>
<td>CLA</td>
<td>Cortical Learning Algorithm</td>
</tr>
<tr>
<td>DFF</td>
<td>Digital Forensics Framework</td>
</tr>
<tr>
<td>DFRWS</td>
<td>Digital Forensic Research Workshop</td>
</tr>
<tr>
<td>DTI</td>
<td>Digital Technology International</td>
</tr>
<tr>
<td>DVRs</td>
<td>Digital Video Recorders</td>
</tr>
<tr>
<td>FBI</td>
<td>The Federal Bureau of Investigation</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of View</td>
</tr>
<tr>
<td>HDD</td>
<td>Hard Disk Drive</td>
</tr>
<tr>
<td>HTM</td>
<td>Hierarchical Temporal Memory</td>
</tr>
<tr>
<td>IDI</td>
<td>Integrated Digital Investigation</td>
</tr>
<tr>
<td>IDIP</td>
<td>Integrated Digital Investigation Process</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>LDA</td>
<td>Linear Discriminant Analysis</td>
</tr>
<tr>
<td>NIJ</td>
<td>National Institute of Justice</td>
</tr>
<tr>
<td>NuPIC</td>
<td>Numenta Platform for Intelligent Computing</td>
</tr>
<tr>
<td>NN</td>
<td>Neuron Networks</td>
</tr>
<tr>
<td>NVRs</td>
<td>Network Video Recorders</td>
</tr>
<tr>
<td>OCFA</td>
<td>Open Computer Forensic Architecture</td>
</tr>
<tr>
<td>PRNU</td>
<td>Photo Response Non-Uniformity</td>
</tr>
<tr>
<td>RDS</td>
<td>Reference Data Set</td>
</tr>
<tr>
<td>RMIs</td>
<td>Recurrent Motion Images</td>
</tr>
<tr>
<td>SDR</td>
<td>Sparse Distributed Representations</td>
</tr>
<tr>
<td>SSA</td>
<td>Smart Surveillance Analysis</td>
</tr>
<tr>
<td>SSF</td>
<td>Smart Surveillance Framework</td>
</tr>
<tr>
<td>SP</td>
<td>Spatial Pooler</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>SWGDE</td>
<td>Scientific Working Group on Digital Evidence</td>
</tr>
<tr>
<td>TWGDE</td>
<td>Technical Working Group on Digital Evidence</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Context

The amount of data captured from Closed Circuit Television (CCTV) cameras in the UK every day is more than what resides on the entire Internet (Draper, 2018). Nevertheless, this is only one type of digital evidence that includes covert video, photography and audio (Draper, 2018). The task of retrieving, analysing and storing this information is becoming a major challenge (Dee and Velastin, 2008).

According to the UK Home Office and the Association of Chief Police Officers (ACPO) National CCTV Strategy Document, CCTV should have the same performance standards as other crime scene evidence (Draper, 2018; Popoola and Wang, 2012). Police services require an effective and efficient means to recover and analyse large quantities of CCTV footage.

The use of CCTV cameras in the UK is rapidly increasing. According to Draper (2018), the number of CCTV cameras in London increased by 72% between 2012 and 2015, making Londoners one of the most meticulously monitored city occupants in the world. The Digital Technology International (DTI) group indicates that despite the growing investment in CCTV surveillance systems, today more than 98% of footages go unseen due to the high cost of skilled monitored staff (Creative, 2017; iCetana, 2017). Even when a video is monitored, there might be operator fatigue, which might lead to important security events being overlooked (Draper, 2018; iCetana, 2017). The lack of efficient monitoring often leads to a poor return on investment and sub-optimal security outcomes (Creative, 2017).

According to gov.uk (2017), in today’s legal system, computer evidence is continuously being used. Over half of the cases in courts today rely on computer evidence.
However, a startling fact is that circa 85% of these cases make up the caseloads – cases awaiting to be heard and determined (ncsc.gov.uk, 2018) Another more shocking fact is that out of these cases, only 2% will be rightfully determined (gov.uk, 2017) wrongful conviction is dominant in the majority of the cases involving computer evidence, an aspect attributed to the analysts limited ability to review and analyse the videos and the lack of a standard framework for video classification, asncsc.gov.uk posits (2018). This, therefore, calls for the development of a standard video analysis framework that utilizes advanced analytic tools (Council of the Inspectors General on Integrity and Efficiency, 2012). The use of video analysis tools for post-incident analysis dictates the application of well-established digital forensics rules into the new video forensic framework. Steps of forensics include: Preparation, Collection, Examination, Analysis, and Reporting.

A video analytic system consists of many modules like motion detection, object classification, object tracking, and movement classification. One key module is the movement classification module. In this module, the movements of detected objects are recorded and compared to differentiate between normal and abnormal movements i.e. to infer anomalies (AlShaikh and Sedky, 2016). State-of-the-art movement classification techniques rely mainly on rule-based classification techniques, where the abnormalities in the video are traced and reported to the user (iCetana, 2017; FutureTech (Conference) and Park, 2012). Recently, machine learning techniques have been introduced to learn normal movements and hence to identify abnormal movements.

Artificial Intelligence (AI) and Neuron Networks (NN) have been heavily used to solve the problem of movement classification (AlShaikh and Sedky, 2016). However, they still suffer from various limitations such as their limited scope of operations (Council of the Inspectors General on Integrity and Efficiency, 2012). In the attempt of mimicking the function of a human brain, learning models inspired from the neocortex have been proposed, which offer a
better understanding of how our brains function (AlShaikh and Sedky, 2016; Creative, 2017; iCetana, 2017). Recently, new bio-inspired learning techniques have been proposed and have shown evidence of superior performance over traditional methods (Li, C.-T and IGI Global, 2013; AlShaikh and Sedky, 2016). In this regard, the Cortical Learning Algorithms (CLA) inspired from the neocortex are more favored.

1.2 Project Aim

The aim of this research is to study the requirements of video forensic investigation and police procedures to propose a new semi-automated post-incident analysis framework and to investigate the application of the cortical learning algorithms for movement classification towards automated video forensics.

1.3 Objectives

In order to fulfil the aim of this research, the objectives of this investigation are to:

1. Critically review research relating to police practices for video forensics. Through a secondary research, this information will be acquired from already gathered data relating to Police practices for video forensics.

2. Carry out a literature review covering existing video forensics frameworks. This will be achieved through both primary and secondary researches.


5. Devise a novel movement classification algorithm based on neocortex inspired learning techniques e.g. CLA.

6. Conduct experiments to test the devised movement classification algorithm,

7. Evaluate the test results.
1.4 Scope of the Investigation

In digital forensic, there are a series of data sources to be considered such as text, video, image and audio files, as Figure 1-1 shows. Following methodical tactic in pinpointing possible evidence from the data collected, which is known as the examination steps, that are carried out in order for the significance of evidence to be determined and conclusions to be drawn in the analysis steps. This study primarily focuses on video forensics. It will mostly concentrate on video evidence collection, cloning, extraction, conversion, and analysis before generating the report.

The video analysis will involve tracking the object, detecting changes, detecting the event and visualising it, to help in movement classification. Movement classification will be accomplished via the use of cutting-edge machine learning algorithms, like the Neural Networks and Artificial Intelligence (AlShaikh and Sedky, 2016; FutureTech (Conference) and Park, 2012). Rule-based methods or model-based methods will further be used to analyse the trajectory of moving objects and determine whether the movements are normal or abnormal.

This study focuses on the application of new bio-inspired machine learning algorithms in detecting abnormalities in objects’ movements in the context of video forensic. Noteworthy, the study is limited to video forensics. Computer generated evidence, images, and mobile phone-based evidence are beyond its scope.
Figure 1-1: Scope of this investigation
1.5 Research Approach

The methods of conducting investigation in this research are obtained from using a standardized research method model. The research onion model has been considered, according to Saunders, Lewis, and Thorn hill (2007) who proposed the model as the illustration of research project stages in association with the research philosophy, data collection and strategies involved. This is further supported by Saunders, Lewis, and Thorn hill (2007), who indicate that having a clear research model streamlines the research process as it provides the research with clear guidelines on what to do. The research onion model has been applied as the method of investigation in this study.

Figure 1-2: The research onion model (Saunders, Lewis and Thorn hill 2007)

In Figure 1-2, the study focuses on techniques and procedures, which are directly related to data collection and data analysis in the innermost layer of the onion model. In a research project, the choice of data types can be classified into qualitative, quantitative or both in some cases. The quantitative research method, according to (May, 2011), is
about large number datasets that can be measured and analysed through statistical means. The qualitative research method focuses on interpreting the reality, which is associated with the inductive approach from the onion model in Figure 1-2. According to Robson (2002), adopting an inductive approach allows the researcher to develop theory from an analysis of the existing data. Through the analysis of existing video forensics, allows the researcher to make solid conclusions regarding movement classifications and the efficiency of applying machine learning to forensic evidence analysis (Bryman and Bell, 2007; Perumal, Norwawi and Raman, 2015). In this study, research data were collected by quantitative means through the interview, and large collection of datasets were obtained to test and evaluate the proposed technique.

The study will also utilize both primary and secondary data collection methods. Before collecting primary data, the researcher will first collect secondary data by undertaking an extensive review of relevant literature about the subject of the application of Cortical Learning Algorithm (CLA) to movement classification towards automated video forensics as suggested by Perumal, Norwawi, and Raman (2015). Search terms and phrases to be used will include “video forensics”, “digital forensics”, “video forensic frameworks”, “semi-automated video forensic framework”, “cortical learning algorithms”, and “post-event forensic analysis” (Hargreaves and Patterson, 2012). This review will help in learning different forensic models and related algorithms and their implementation as well as capabilities in video forensic investigation (Li, C.-T and IGI Global, 2013). As such, the review of existing relevant literature will help to provide a framework on which the semi-automated post-incident analysis framework to be proposed will be anchored on.

For primary data, interviews, questionnaires, and experimentation will be utilized. The interview will involve cross-examining about 30 people comprising of forensic video
users, law enforcement agents, and experts such as forensic analysts to determine what is lacking and the need for new measures. The interview will be structured implying that it will be methodical, and a set of pre-determined questions will be used during interview sessions that will be expected to last for about 20 minutes per group – the main groups are forensic evidence users, forensic analysts, and law enforcement agents (Chris and David, 2012). AlShaikh and Sedky (2016) emphasizes that for interviews in video forensic research to provide information that is reliable and informative, the research should use unrestricted prompts. As such, the interviews for this project will use open-ended prompts like “tell me more about that” as well as “tell me, what happened?” to stimulate the interviewees to reveal more about the problems associated with the existing post-incident analysis frameworks and, thus, help in highlighting loopholes that will be addressed by the post-incident analysis framework that will be proposed (AlShaikh and Sedky, 2016: 39).

Similarly, a self-administered questioner containing questions relating to the need to automate post event analysis will be prepared and dispatched to Police officers, CCTV investigators, technicians, engineers and civilians in the Kingdom of Saudi Arabia. Through the questionnaires, the researcher will be able to identify more weaknesses of the existing video forensic frameworks and develop an innovative movement classification technique, and the semi-automated video forensic framework that will be specially designed to be used in criminal investigations (DFRWS, 2001).

An experiment will also be conducted to test and compare the effectiveness of the proposed framework as advised by Hargreaves and Patterson (2012). The selected dataset is VIRAT DATASET RELEASE 2.0, which will be used to evaluate, analyse and validate the proposed technique. This will be done with the primary objective of determining the HTM algorithm’s ability to capture evidence, when objects are moving
like this - HTM algorithm - is an important aspect on which the framework to be proposed will be centered on.

1.5.1 Evaluation of the proposed post-incident analysis framework

The evaluation of the proposed post-incident analysis framework will be carried out through a questionnaire to evaluate its validity. The questionnaire will target experts from police forces and practitioners as advised by AlShaikh and Sedky (2016) and the Council of the Inspectors General on Integrity and Efficiency report (2012). This is carried out to appraise the proposed framework and to assess its fitness for purpose amongst experts and professionals (Creswell, 2003; Newman, 2003). The questionnaire is designed with practical knowledge of forensic investigation practices in mind, and in conformity with the research aim and objectives.

1.5.2 Evaluation of the proposed movement classification technique

Considering the need for improved video analytic systems for the detection and classification of events in video feeds, various benchmark datasets are available in public domain (Li, C.-T and IGI Global, 2013; Chris and David, 2012). For example, the i-Lids, Imagery Library for Intelligent Detection Systems, datasets developed by the UK Home Office (i-Lids, 2013) and VIRAT dataset, a large-scale benchmark dataset for event recognition in surveillance video, developed by DARPA, Defence Advanced Research projects agency (Oh et al., 2011). These datasets are captured from realistic surveillance scenarios. This project will use some real datasets to test and evaluate the effectiveness of the devised algorithm.

The performance evaluation of how well the developed algorithm can differentiate between an unusual movement and a normal movement will be based on the ground truth provided by the used dataset (Creswell, 2003; DFRWS, 2001; Newman, 2003).
Objective evaluation will be adopted, in this project, which is targeted at comparing the output of the proposed algorithm to that of the ground truth and then measure how well it is able to determine such unusual movements accurately.

1.6 Research questions

The primary research gap that this thesis expects to fill is the lack of a standard framework for video forensics. The gap remains even though the current legal system profoundly relies on automated video forensics (Council of the Inspectors General on Integrity and Efficiency, 2012). Due to the existence of this gap, many crime culprits continue to walk scot-free after committing severe crimes, while some other people are erroneously convicted based on poor video evidence (AlShaikh and Sedky, 2016). Apart from wrongful conviction – that means justice is not served, the millions of pounds that governments have invested in digital forensics continue going to waste as a result of lack of a standard framework for video forensic (Council of the Inspectors General on Integrity and Efficiency, 2012). Similarly, despite the continued existence of advanced machine learning algorithms, movement classification remains a significant problem in video forensic (Future Tech (Conference) and Park, 2012).

Taking this into perspective, this research strives to answer the following research questions:

What are the main features of a semi-automated post-incident analysis framework for video forensic?

Can the CLAs contribute to a solution for the movement classification problem?

1.7 Contribution to knowledge

The research presented in this project has produced a novel bio-inspired movement classification technique based on HTM theory. This work has further contributed to the
field of video forensic by proposing a new post-incident analysis framework linking critical literature reviews relating to Police practices for video forensics, existing video forensics frameworks and state-of-the-art video analytic technologies.

Currently, the information regarding current standards for video forensics in the UK and Saudi Arabia is limited. This study adds to the current standards by showing how best to analyse forensic evidence, captured from a CCTV source, and how to classify targets’ movements. Similarly, in video forensic and crime investigation practices, this study provides a well-organised basis through the proposed semi-automated post-incident analysis framework. In academia, the outcome of this study is expected to offer insight and a new direction for further research in the field of forensic investigation.

1.8 **Thesis structure**

The structure of the thesis shown in Figure 1-3 is as follows:

Chapter 1: gives an introduction that covers the context, aims, objectives, and scope of the investigation, research approach, and contributions to knowledge, research questions and the structure of the thesis.

Chapter 2: presents a literature review that covers the area or video forensic, covering post-incident analysis application, forensic video process, Police forces practice, legal requirements in video forensic and video forensic development.

Chapter 3: focuses on the proposed semi-automated video forensic framework, including some discussion about other video forensic frameworks. It presents a questionnaire for the video forensic practice, which serves as the basis for the proposed framework. The analysis of the results of the questionnaire is presented as a detailed workflow.
Chapter 4: presents an overview of the movement classification within the video analytic and post-incident analysis arenas. In this chapter, problem definition, challenges for outdoor surveillance as well as related literature for movement classification techniques
are discussed. The discussion is extended to artificial intelligence, neural networks and CLA.

Chapter 5: devises the application of cortical learning algorithms to movement classification. It introduces the HTM theory; it progresses with the discussion of CLA, its components and the choice of CLA. In this Chapter, the requirements, implementation of the devised movement classification technique is presented.

Chapter 6: tests and evaluates the devised movement classification algorithm. The Chapter starts by discussing the evaluation methodologies. VIRAT video dataset is presented including the experiments setup, data preparation, evaluation and test results.

Chapter 7: presents the summary and conclusion, which concludes the thesis and highlights future work. It summaries the proposed semi-automated video forensic framework, the devised movement classification algorithm and the application of CLA in movement classification.
Chapter 2

Video Forensic

2.1 Introduction

This Chapter presents the review of related literature within the scope of the research investigation. Forensics as the main subject, movement classification for video analytic, and the HTM are the focus of this review. It also includes the critiques of the various existing digital forensic models and highlights the significant positioning of the current research.

The use of video forensic has become an important mean of crime investigation. In Police departments, various devices have been adopted for video forensic purposes. Recently, there has been a significant increase in the use of CCTV cameras, mobile phones and portable cameras to capture activities that might be very useful in detecting, investigating and bringing criminal acts to justice using video forensic evidence, by Police. Consequently, the analysis and investigation of these video feeds require a systematic approach or framework to make the captured forensic information adequately fit for its purpose and to ensure that criminal acts do not go unpunished. This can be achieved using a standardised approach to ensure accurate analysis and interpretation of the video feeds. In the literature, different proposed frameworks are discussed.

2.2 Background

Forensic is the term given to an investigation of a crime using scientific means. It is also used as the name of the application of scientific knowledge to legal matters (Knowles et al. 2015). However, recently, forensic science is used to investigate nearly all crime
scenes. With the advancement of science, most forensic science techniques are standard, this is a necessary part of criminal investigation.

The Criminal Justice System (CJS) is focusing on presenting evidence in the courtroom with a video linking technology. In this sense, the magistrate needs no paper documents as a form of evidence in the courtroom. Video evidence can be presented on a display screen: - presenters can present their evidence using their own devices; advocates can also display their evidence on their screens (Rowland 2014). Champion and Edgar (2013) noted that the prison reforms trust and prisoners’ education trust are using computers, telephones, video conferencing tools, wing-based PC terminals, e-readers, and Internet technologies to transform rehabilitation in this sector.

The importance of technology improvement is taken as serious issues as can be seen that, the Ministry of Justice is investing up to £375m in court and tribunal technology reform. The Treasury has agreed on a one-off package of investment averaging up to £75m per annum over the five years from 2015/2020, which is currently used to deliver more efficient and effective courts and tribunal administration for all users and deliver significant savings (Ahamad and Hawkins 2016). The Home Office is also investing £2m as part of the Police Innovation Fund. To move towards paperless evidence reporting, the CJS is investing £160m in the future of the digital courtroom, moving away from the paper-based systems.

The digital video refers to the capturing, manipulating and storage of moving images that can be displayed on a computer screen (Buch et al. 2011). The word digital refers to a system based on discontinuous events as opposed to analogue. Before the digital era, to display, analogue video images on a computer, the video signal had first to be converted from analogue to digital (Vaughan, 1998). Hence, a camera and a microphone capture the picture and sound of a video session and send analogue signals to a video
capture adapter board. The board only captures half of the number of frames per second that movies use to reduce the amount of data to be processed. Second, there is an analogue-to-digital converter chip on the video capture adapter card, and it converts the analogue signals (waves) to digital patterns (0s and 1s). Third, a compression/decompression chip or software reduces the data to a minimum necessary for recreating the video signals (White, 1999).

Video Forensic tools are usually used to respond to an incident in cases of criminal investigations. Most cases, when crimes are committed, surveillance cameras or even individuals at such scenes may record such a crime. As a forensic investigator, such evidence is handed over for investigation, there must be a careful examination of the video evidence first to justify the integrity of the video and also to extract useful information that will aid in responding to such incidence. With this development, the need for digital video forensic as legal evidence as well as detection of forgery is necessary and vital.

The legal system is working hard to capture video evidence which can be admissible in the court of law; hence there exists every need to develop research methods that handle video evidence and their admissibility in the court of Law. Therefore, in addition to the already stated composition of this Chapter, Section 2.3 below includes a review on the video forensics literature, covering digital forensic, forensic video process, post-incident analysis application, Police forces practice and the legal requirements of video forensic.

2.3 Digital Forensic

Traditionally, the digital forensic process begins with the collection, duplication, and authentication of every piece of digital media before examination; these first three phases of the digital forensic process are by far the costliest (Cantrell et al., 2012).
Computer evidence is becoming a routine part of criminal cases with nearly 85% of current caseloads involving digital evidence (Meadaris, 2006). Computer crimes are on the rise, and unfortunately, less than two percentage of the reported cases result in a conviction (Baryamureeba and Tushabe 2004).

Computer forensics can be traced back to as early as 1984, when The Federal Bureau of Investigation (FBI) laboratory and other law enforcement agencies begun developing programs to examine computer evidence. Research groups, like the Computer Analysis and Response Team (CART), the Scientific Working Group on Digital Evidence (SWGDE), the Technical Working Group on Digital Evidence (TWGDE), and the National Institute of Justice (NIJ), have since been formed in order to discuss the computer forensic science as a discipline, including the need for a standardised approach to examinations. Some previous work in the literature concludes that computer and network forensics frameworks consist of three basic components that Kruse et al. (2002) refer to as the basic building blocks in computer forensic investigations. These are: acquiring the evidence, while ensuring that the integrity is preserved; authenticating the validity of the extracted data, which involves making sure that it is as valid as the original and analysing the data, while keeping its integrity. Some process models that put the three factors into consideration include the Forensics Process Model (Kohn 2013).
The Abstract Digital and the Integrated Digital Investigation Process IDIP proposed in (Carrier 2003) organised the process into five phases: Readiness, Deployment, Physical Crime Scene Investigation, Digital Crime Scene Investigation and the Review phase. All these phases have specific roles to play in ensuring reliable digital data forensic evidence (Carrier and Spafford 2004).

The objective of the Readiness phase is to ensure operations and infrastructure that can fully support an investigation, while the Deployment phase is to provide a mechanism for an incident to be detected and confirmed. The main objective of Physical Crime Scene Investigation phase is to collect and analyse the physical evidence and reconstruct the actions that took place during the incident.

The goal of the Digital Crime Scene Investigation phase is to collect and analyse the digital evidence that was obtained from the physical investigation phase and or through any other future way round, and finally, the Review phase reviews the whole investigation and identifies areas for improvement if necessary. This proposal was later enhanced and came up with Enhanced Digital Investigation Process (EDIP), presented in (DFRWS, 2001), which separates the investigations at the primary and secondary crime scenes, while depicting the phases as iterative instead of linear. The EDIP model is based on the IDIP model and expands the deployment phase in the IDIP model to include the physical and digital crime investigations, while introducing a new phase dedicated to tracing back to the computer (the primary crime scene) that was used as a tool to commit the offence. In the dynamite phase, the investigation is conducted at the primary crime scene, with the purpose of identifying the potential culprits. The phase comprises of 4 sub-phases, namely, Physical Crime Scene Investigation, Digital Crime Scene Investigation, Reconstruction and Communication (Yusoff et al. 2011).
Proliferation and advancement of high Digital technology in all aspects of our life and desire of needs for optimising time and cost of doing things has pushed humans to deeply depend on digital data for decision making. The need for proper and acceptable forensic process is necessary. However, the computer crime culprit may walk Scot-free, or an innocent suspect may suffer negative consequences (both monetary and otherwise) (Bobick and Davis 2001) simply on accounting of a forensic process or investigation that was inadequate or improperly conducted (Baryamureeba and Tushabe 2004). Computer-related crime is on the rise and skipping one aspect of the forensic process or step may result in an incomplete or inconclusive result of an investigation that may affect interpretations and conclusions in a court of law.
In today information world, digital evidence has become a popular aspect of the forensic process. In the next sections, digital evidence definition, characteristics and roles are discussed.

2.3.1 Digital Evidence

There are many definitions explaining what is meant by digital evidence. In Cole et al., (2007), digital evidence is defined as the evidence in the form of information provided to the court of law with the aim of attesting that a crime has been committed. Unlike Cole et al., (2007), Carrier and Spafford (2004) argued that digital evidence represents digital data that sustenance or contest a digital events proposition or the existence of digital data. In this definition, the compositions of an evidence that is not only capable of being presented in a court of law but may also possess investigative value. Evidence can be collected from vandalising or stealing of intellectual property, scam or related vices associated with digital gadgets. In their report, Perea et al. (2009) presented digital evidence as any data that can offer a substantial connection between the crime victim and the cause of that crime. However, the current study defines digital evidence as digital information or data packet conveyed or stored through a digital device that back or disprove a statement about the digitally related occurrence or happening that offers a connection between the crime victim and the cause of a crime event.

2.3.2 Characteristics of Digital Evidence

Digital evidence is delicate by nature. It can be destroyed, damaged or changed due to inappropriate management or investigation. It is easily copied and modified, and not easily kept in its original state. Precautions should be taken to document, collect, preserve and examine digital evidence (Carrier, 2003). Buttressing this point is research
carried out by Summer (2009) which argued that data from computers can be accurately preserved and presented and, like all other evidence, digital evidence must be admissible, authentic, accurate, complete and convincing. Digital evidence is different from all other evidence in that it can change from moment to moment within a computer and along the transmission line, digital evidence can easily be altered without a trace and can be changed during evidence collection (Ademu et al. 2012). The main problem is to determine how an expert can measure the reliability of digital evidence. Digital evidence is data of investigative value that are stored on or transmitted by a digital device. Therefore, digital evidence is “hidden” evidence in the same way that deoxyribonucleic acid (DNA) or fingerprint evidence is hidden. In its natural state, digital evidence cannot be known by the content in the physical object that holds such evidence. Investigative reports may be required to explain the examination process and any limitations (Pollitt, 2007).

The digital devices such as those shown in Figure 2-2 may contain potential evidence that relates to criminal activity. The majority of digital devices contain data that could be lost if not handled properly. Examples of other digital devices are audio recorders, answering machines, cables, GPS devices, telephones, pagers, chips, digital organisers, copy machines, scanners, dongles, wireless access points and fax machines. Potential evidence can also be found on multiple computers connected to each other or the central server in a computer network.

2.3.3 Role of Digital Evidence

The major goal in an investigation is to relate the crime to its executor by uncovering compelling links between the offender, victim and crime scene. If the evidence suggests that the suspect committed a crime or violated an organization’s policy, the investigator begins a case, which is a collection of evidence that can be presented in the court or to
interested parties, and for an internal hearing in an organisation (Ademu, Imafidon, and Preston 2012). A witness may identify a suspect, but evidence of a person’s involvement is usually more compelling and reliable. Previous scholars argue that anyone or anything penetrating a crime scene takes something of the scene with them and leaves something or a trace behind. In the physical world, a criminal might unconsciously leave fingerprints or hair at the scene and take fibre from the scene. Similar to categories of evidence in the traditional forensic sense, digital equipment and their attributes can be grouped into classes and individual groups. Printers, fax machines, scanners and all-in-one office devices may leave discernible artefacts that lead to common class characteristics allowing the identification of a particular device, e.g. Canon, Epson, etc. Even though individual characteristics could be sometimes rare, it should be possible to identify through detailed analysis (Ademu, Imafidon, and Preston 2012). The investigator must evaluate the evidence thoroughly and document the chain of evidence, or chain of custody, which is the route the evidence took from the time evidence was found until the case is presented.

2.3.4 Legal Requirements

Digital forensic as a discipline comprises information assurance and is perhaps one most closely defined by legal requirements and one whose growth and evolution are informed and guided by case law, regulatory changes, and the ability of cyber lawyers and digital forensics experts to take the products of forensic tools and processes to court. The tension between privacy rights and law enforcement need to search and seize digital evidence sometimes mirrors, and frequently extends, the extent of tensions inherent in the rules of evidence. Technology is present in every aspect of modern life. At one time, a single computer filled an entire room. Today, a computer can fit in the palm of our
hand. Criminals are exploiting the same technological advances which are driving forward the evolution of society. Today, virtually every business and personal document is prepared on a computer and mobile, hand-held devices. It is the use of specialised techniques for recovery, authentication and analysis of electronic data when a case involves issues relating to reconstruction of computer usage, examination of residual data, and authentication of data by technical analysis or explanation of technical features of data and computer usage.

Computer and digital forensics are useful for the detection and investigation of a crime committed on computers, computer networks, the Internet and other digital devices with the intent of giving digital evidence in law courts and tribunals (NITDA, 2014). It is also the professional extraction and handling of potential electronic evidence from any digital device or digital storage media to assist investigators, prosecutors, and the trier of fact (Judges, magistrates and members of tribunals) in a criminal justice system in arriving at the right judgment in litigation. In July 2011, Nigeria as an African Country, signed into law her Evidence Act, 2011, which recognises electronic, digital and computer-generated evidence.

No doubt that this singular act can transform our legal and judicial systems. As electronic evidence grows in both volume and importance in criminal and civil courts, judges and magistrates need to fairly and justly evaluate the merits of the offered evidence. To do so, prosecutors, investigators, judges and magistrates need a general understanding of the underlying technologies and applications from which forensic evidence is derived and the appropriate standards that must be met.

There is a need for standard documents aimed principally for the police officers, law-enforcement and security agents, military officers, prosecutors, anti-corruption agencies, regulatory agencies, other public-sector investigators and private sector investigators
working for their organisation and those working in conjunction with law enforcement. However, some work in the literature indicates that every investigative process that reaches the point where specific competency questions are answered, digital evidence must survive the threshold test posed by the Scottish Executive (2003) of its competency as a class of evidence. The Court further clarified that the admissibility inquiry must focus "solely" on the expert's "principles and methodology," and "not on the conclusions that they generate. So, digital forensic evidence proposed for admission in court must satisfy two conditions: it must be (1) relevant, arguably a very weak requirement, and (2) it must be "derived by the scientific method" and "supported by appropriate validation. Digital forensic is, of course, highly technical, and therefore grounded in science, computer science, mathematics, physics, and so forth. It is also a discipline that requires knowledge of engineering, particularly electrical, mechanical and systems engineering. Moreover, applying the science and engineering in specific investigations is a complex process that requires the professional judgment that is sometimes more art than science.

2.3.5 Legal Evidence

As technology advances, the need for dealing with digital evidence increases, to achieve general forensic process and procedural principles applied to actions taken, Investigators examining digital evidence and activity relating to the seizure, examination, storage, or transfer of digital evidence should be documented, preserved, and available for review. The digital forensic process is a recognised scientific and forensic process used in digital forensics investigations (Kohn 2013). Digital forensics process is defined as some steps from the original incident alert through to reporting of findings. The process is
predominantly used in computer and mobile forensic investigation and consists of three steps: acquisition, analysis and reporting.

Digital media seized for investigations usually referred to as an "exhibit" in legal terminology. Investigators employ the scientific method to recover digital evidence to support or disprove a hypothesis, either for a court of law or in civil proceedings. Various types of techniques are used to recover evidence, usually involving some form of keyword searching within the acquired image file; either to identify matches to relevant phrases or to parse out known file types. Individual files e.g. graphic images have a specific set of bytes which identify the start and end of a file if identified a deleted file can be reconstructed. Many forensic tools use hash signatures to identify notable files or to exclude known (benign) ones; acquired data is hashed and compared to pre-compiled lists such as the Reference Data Set (RDS) from the National Software Reference Library. On most media types including standard magnetic hard disks, once data has been securely deleted it can never be recovered. Solid State Disk (SSD) Drives are specifically of interest from a forensic viewpoint because even after a secure erase operation some of the data that was intended to be secure-erased persists on the drive. Once evidence is recovered, the information is analysed to reconstruct events or actions and to reach conclusions, work that can often be performed by less specialist staff (Reith et al., 2002).

2.4 The Forensic Models

In the past, different researchers in this field of study have introduced various digital forensic models. The details of these have been equally reported in the literature. Valjarevic and Venter (2012) reported on the first digital forensic model initiated by Ashcroft while working with the United States National Institute of Justice. The idea behind the initiation was based on the crime scene investigation process related to the
electric field which eventually became a guideline for the responders who does not know the development. Over a period, the model has been adopted by the law enforcement agencies for the digital evidence identification and protection. The model has three phases comprised of evidence collection, examination and analysis. The evidence collection phase starts by performing a thorough search around the crime scene. The process of examination put together the evidence collected from the previous phase as transparent and identifies its source as well. The outcome of the examination phase is then analysed in the analysis phase, which reports and draws outcomes of all previous phases and the information that was collected in the entire process. However, the only constraint of this model is that it remains unclear and is not explained properly.

Reith, Carr and Gunsch (2002) expanded the Ashcroft (2001) model, clarifying the digital forensic investigation model by adding some phases to the process. They incorporated the traditional approach of accumulating the evidence to simplify the model. The first phase of this model is to identify the occurred incident and its type and provide all the assistance to achieve the goal of this phase. The second phase prepares procedures and methods that would be applied in other forensic model phases. Likewise, the second phase serves as preparatory guides for any needed search warrants to gather the evidence (Mushtaque et al. 2015). The third phase is to devise appropriate approaches and processes which will be adopted in the fifth phase of evidence gathering. The fourth phase of preservation is to preserve all the components and devices potentially containing the relevant evidence. After securing the evidence containing devices and components, the fifth phase of the collection is used to unify the procedures to record the physical scene. The sixth phase is to examine, which treats with the finding of the relevant suspect of the crime that was committed. The seventh phase is to analyse the importance of items on which the inspection has been performed. Presentation of all
phases associated with this model is the one that comes at the end of analysis while the concluding phase is involved with the returning process for the sources and devices of digital evidence to the real owner after the accomplishment of the task of forensic investigation (Mushtaque et al. 2015). However, the only setback in this new phase is the similarity between the second and the third phase of the model.

In 2003, Carrier and Spafford developed another model of digital forensic investigation. They named the model Integrated Digital Investigation Process (IDIP) and it was adopted as another guideline for the forensic examiners to perform a digital forensic investigation and gather the evidence. This model was also organised into five phases.

The objective of the readiness phase, which is the first phase, was to ascertain the actions and the given procedures of actions are adequate to help and support the process of investigation. For this reason, the first phase is basically used to prepare for the rest of the phases of the investigation process (Mushtaque et al. 2015). The second phase is the deployment phase: it supplies a system to the forensic examiners through which they could become capable of detecting an incident and then certify it.

The third phase is about the gathering and examining the physical evidence from the crime scene and go through the keen observation of the acts that were associated with the incident. The fourth phase is a sequel to the third phase but it deals with the examining and gathering of digital evidence which was obtained by the physical crime scene investigation phase. The remaining process used in phase four is similar to the third phase of this model. The fifth and final phase is to review the entire analysis that was performed during previous phases of the digital forensic investigation process and then underlined those areas where the room for improvement exists.
However, this model was found to be not appropriate as the deployment phase only handles the certification of the event, and also makes it difficult to swiftly validate the digital crime before proper investigation is being conducted (Mushtaque et al. 2015). Khan, Kock and Memon (2010) reported the model proposed by Ciardhuain (2004) for digital forensic investigation. The model, however, does not have detailed phases as well as proper guidelines, and so it has not widely been used and sees no limelight compared to the previously developed forensic models. In the same vein, the model proposed by Perumal et al. (2009); Ruibin, Yun and Gaertner (2005) for the investigation and evidence collection could not be widely recognised. This is because they lack an unclear and detailed explanation of their process. Also, the model has not been categorised into separate phases.

According to Ruibin, Yun and Gaertner (2005) the model for investigation process proposed by Ademu Imafidon and Preston (2012) are regarded as the most recent guideline with a significant comprehensive report of phases and the dissemination of the whole investigation process into individual phases. According to Mushtaque et al. (2015), the model tagged the Systematic Digital Forensic Investigation Model (SRDHM) containing 11 phases to perform investigation. The details of the 11 phases are recorded in Mushtaque, Paquistao and Umer (2015). The findings of the model revealed that even though there is room for improvement, the lesson learned can be incorporated into forensic investigations as a result of all the phases’ review and analysis.

More definitively, the following sections discuss the existing digital forensic frameworks and models in details.
2.4.1 DFRWS Investigative Model

Palmer (2001) discussed that the first Digital Forensic Research Workshop proposed a general-purpose digital forensic investigation model. The workshop aimed to allow means for knowledge sharing among professionals and academia based on digital forensic science. This collection of people consists of individuals from groups such as civilian, law enforcement agents as well as military personnel whose work is related to the use of forensic methods and procedures to discover criminal evidence through digital means (Aremu, Imafidon and Preston 2012).

The group created a consensus document that drew out the state of digital forensics at that time. Among the group’s conclusions was that digital forensics a process with some agreed steps. The framework introduces digital investigation phases. The phases defined by the framework serve to categorise the activities of an investigation into groups along which a list of techniques where provided. They outlined phases such as identification, preservation, collection, examination, analysis, presentation and decision (Palmer 2001).

As shown in Figure 2-3, the framework is represented as a table, the grey boxes at the top of their matrix, which is the column, is identified by the group as fundamental phases, and each row contains techniques although many will debate the forensic nature of each step of the process. This can be called an enhanced model of the DOJ model since it includes stages that were absent in the existing model, like the presentation stage. The overall benefit of DFRWS is that it is the first large-scale organisation that is anchored by academia instead of law enforcement; this is welcoming development because it defines and helps concentrate on the right path of the scientific community concerning the challenge of digital forensics, but the DFRWS model is just a foundation for further research (Aremu, Imafidon and Preston 2012).
2.4.2 Computer Forensics Investigation Process

Pollitt (2007) proposed an approach where digital evidence can be investigated in a manner that the result will be scientifically reliable and legally acceptable. The author compared and mapped the computer forensic process to the admission of documentary evidence in a court of law. Four different steps are identified as a guide to the admission of any evidence into court.

2.4.3 The Scientific Crime Scene Investigation Process Model

According to Ashcroft (2001), the US National Institute of Justice (NIJ) published a process model. The Technical Working Group for Scientific Crime Scene Investigation is completely designed as a procedure for improving the collection process. The first responder uses the document as a guide, and it is expected to be used by law enforcement and other responders with duty of guarding an electronic crime scene (Aremu, Imafidon and Preston 2012). The procedures involve recognition, collection, preservation, transportation and storage of digital evidence. The model consists of four phases, and starts with the Collection phase, which comprises the following: to search, recognise, collect, and document electronic evidence. The process proceeds with the Examination phase that assists in making the evidence detectable and clarifies its source and importance. It involves showing concealed and hidden information and the appropriate documentation (Aremu, Imafidon and Preston 2012). This is followed by the Analysis, which involves studying the product of the examination for its importance and probative value of the case. Then finally, reporting which involves writing a report, outlining the examination process and information obtained from the whole investigation.
2.4.4 Integrated Digital Investigation Process (IDIP) Model

Carrier and Spafford (2004) proposed a model, which is based on previous work with the purpose of combining the different available investigative processes into one integrated model. They introduce the idea of the digital crime scene which refers to the virtual environment developed by software and hardware where digital evidence of a crime or incident exits. The process started with readiness phases that require the physical and operational infrastructure to be ready to support any future investigation. The phase is an ongoing phase of the entire life-cycle of an organisation. After the Readiness phase is Deployment phase, which provides a mechanism for an incident to be detected and confirmed. The other phases introduced are Physical Crime Scene Investigation, Digital Crime Scene Investigation and finally, Review Phase where the whole investigation processes are reviewed to identify areas of improvement that may result in new procedures or training requirement (Carrier and Spafford, 2004).

2.4.5 Abstract Digital Forensic Model

Reith et al. (2002) proposed a model, known as the Abstract Digital Forensic model. The foundation of this model is using the ideas from traditional forensic evidence collection approach as practised by law enforcement (e.g. FBI). The authors argued that the suggested model could be dubbed as an enhancement of the DFRWS model because it is motivated inspired by it. The model includes provisions for tool preparation and the dynamic formulation of investigative methods (Aremu, Imafidon and Preston 2012). The model comprises nine components as follows:

- Identification – This recognises an incident from indicators and determines its type. This component is important because it has an impact on other steps, but it is not explicit within the field of forensics.
• Preparation – This involves the preparation of tools, techniques, search warrants and monitoring authorisation and management support.

• Approach strategy – This is formulating procedures and approach to use to maximise the collection of untainted evidence while minimising the impact on the victim.

• Examination – is a detailed, organised search of evidence concerning to the alleged crime. This emphasis on the finding and locating likely evidence.

• Analysis – This defines importance and probative value to the case of the examined product.

• Presentation - This concludes the summary and explanation.

• Returning Evidence – Physical and digital property returned to the proper owner

• Preservation – This involves the isolation, securing and preservation of the state of the physical and digital evidence.

• Collection – This is where the physical scene is recorded and duplicated digital evidence using standardised and recognised measures (Aremu, Imafidon and Preston 2012).

The three important phases introduced in this model were Preparation, Approach Strategy and Returning of Evidence. In Preparation, phase activities such as preparing tools, identifying techniques and getting management support were carried out. Approach Strategy was introduced with the objective to maximise the acquisition of unaltered evidence. In ensuring that evidence is securely reverted to the rightful owner or property disposed, the Returning Evidence phase was introduced. The future technologies and the technical details required to analyse them forensically can be
instantiated to provide a standard methodology for providing electronic evidence (Reith et al. 2002). This will improve the science of forensics because it consists of the basis for examining new digital technology while simultaneously providing a common framework for law enforcement and the judicial system to work practically within a court of law (Aremu, Imafidon and Preston 2012).

**Case-Relevance Information Investigation**

Rubin et al. (2005) recognised the necessity for computer intelligence technology in the existing computer forensic framework. It proposes an automatic and efficient framework to provide the case-relevance information by joining the existing computer forensic to the computer intelligence technology. The researcher clarified that for computer intelligence professional to provide more support in the investigation procedures and better knowledge reuse within multiple cases and sharing in computer forensics. The initial idea that the authors present is the view of 'Seek Knowledge', and this is the investigative evidence that determine the data analysis. Another perception defined by the researchers is the idea of Case-Relevance. They used this notion to describe the differences between forensics and computer security, likewise defining degrees of case relevance (Aremu, Imafidon and Preston 2012).

The authors argued that the major problem faced in the deployment of computer intelligence in digital forensics is the lack of Standard Test Dataset and Evaluation Criteria. Some ideas have been given to the formalization of the test and evaluation activities of a different product. It is very urgent to establish a formal and repeatable test dataset and evaluation environment for the data analysis phase. The authors emphasize that computer intelligence is extremely computational intensive and need large volume of data for training and testing.
2.5 Video forensic process

Videos forensic are becoming more popular and accessible through the various media technology advances which enable users to capture, manipulate and store video data in efficient and inexpensive ways. With the increasingly efficient compression formats and easiness of integrating videos in web pages, more people can enjoy producing and publishing videos in the digital world (Fisher and Schroeder, 1999).

Video forensic is a video recorded as digital data which can be stored, manipulated and edited on a computer. Video forensic differs from analogue video in some important ways: Video cameras are smaller and lighter than VHS camcorders and have higher picture quality. The key difference, however, is the ease with which digital video can be edited. This enables users to produce a video of a higher standard in a shorter time (Geradts et al. 2000). The video is also easier to share via the Internet and integrate with other ICT applications, such as presentation software. With this development, the need for digital or analogue video forensic as legal evidence as well as detection of forgery is necessary and important. This study thus aims to propose a post-incident analysis framework that can be used for video forensic investigation. Video forensics is considered as a process, and the steps or phases of this process consist of:

**Preservation**: This means ensuring the evidence being gathered does not and cannot change. Essentially, this can be considered as maintaining the 'integrity' of the evidence. It also means making sure that proper process is followed throughout.

**Identification**: This is the process of identifying which particular artefacts will be acquired during the evidence collection activities.

**Extraction**: This is the process of removing the evidence components that you will further analyse. This may be analysing a single file or files or could be an entire volume.
**Documentation**: This is making sure that the entire process is documented chronologically so that a third party could analyse the steps and following the same processes would yield identical findings. However, depending on whether the forensic examiner is working for the prosecution or defence, may conclude something different from these findings (Bird 2012).

According to Bird (2012), the forensic process can also be considered to include Preparation, Collection, Examination, Analysis, and Reporting. In this classification the preparation phase is included as illustrated in the Figure 2-3:

![Figure 2-3. The Video Forensic Process (Bird 2012)](image)

An explanation of the forensic process as presented by Bird (2012) can be seen below:

- **Preparation**: Proper preparation should be done on a particular investigation before such an investigation can be carried out.
• **Collection:** Data should be identified and acquired from all the relevant sources. This procedure should always preserve the integrity of the data. The data (evidence) collection should be carried out in an acceptable format.

• **Examination:** Automated and manual methods should be used to examine the collected data to assess and extract data of particular interest for that particular situation. In all of this process, the integrity of the data should always be maintained.

• **Analysis:** After examination, the results should be properly analysed by using well-documented techniques and methods to get the information that is useful in addressing the questions that were the main reason for the collection and examination.

• **Reporting:** A report of the results of the analysis should be written down. This report should include issues like actions that have been taken, why such actions were taken, findings made from the actions taken and recommendations for improvements to policies, guidelines and other aspects of forensic process amongst other issues (ACPO 2012).

There is another important framework which is targeted at powers bestowed on a police officer, which is referred to as Police and Criminal Evidence Act 1984 (PACE). Of importance to this research is the PACE Code F which deals with visual recordings with sounds of interviews with suspects (PACE 1984). These recordings could cover videos which could be used as evidence in the court of law. Video footages are admissible as evidence in the UK, USA and most European countries, when not tampered with. Hence, when using videos as evidence, this should be done under some guidance. Thus, the need for including the guidance mentioned above to be followed when carrying out
research relating to video analysis. To analysis a video for forensic purposes, the above-described forensic steps and PACE Code F must be properly taken into consideration.

Video content analysis is targeted at carrying out forensics in a video scenario where investigators aim at knowing what went wrong? Who committed such a crime? Etc. Hence, video analytics is a key tool for video forensics.

2.5.1 Police Forces practice

Video forensics as a discipline demands specially trained personnel, support from management, and the necessary funding to keep a unit operating, and this can only be attained by constructing a comprehensive training program for examiners, which is mostly police personnel by providing sound digital video evidence recovery techniques, and a commitment to keep any developed unit operating at maximum efficiency (Dee and Velastin, 2008). The ability of Police personnel to follow the standard approach to video classification involves three major stages (Dee and Velastin, 2008): Participation in the legal system and testifying in court is associated with poorer mental health outcomes, especially when the experiences are particularly stressful for the individuals concerned (Quas et al., 2005).

It is difficult to estimate the time required to complete a full investigation. Information gained during investigative interviews thus plays a crucial role in the investigation of a crime. Fortunately, more than 30 years of research on crime, interviewing shows how investigative interviews should, and should not, be conducted (Quas et al., 2005). The most reliable information is obtained when interviewers use open-ended prompts for information such as “tell me what happened?” and “tell me more about that;” such prompts also yield information that is most likely to be accurate.
Professionals have also translated research findings into guidelines for interviewers such as the Memorandum of Good Practice, Achieving Best Evidence, the NICHD Protocol and the Guidance for Interviewing Child Witnesses and Victims in Scotland. The survey yielded further support for suggestions that investigative interviews with children should be electronically recorded (Costello and Wang 2005). Furthermore, the quality of interviews must be independent and regularly checked to ensure that standards are achieved and maintained. Make an initial assessment of the type of case being investigated. The interviewer or investigator should systematically follow the following (Sternberg et al., 2001).

1. Determine a preliminary design or approach to the case.
2. Create a detailed design.
3. Determine the resources you need.
4. Obtain and copy evidence.
5. Disk drive.
6. Identify the risks.
7. Mitigate or minimise the risks.
8. Test the design.
9. Analyse and recover the digital evidence.
10. Investigate the data you recovered.
11. Complete the case report.
12. Critique the case

2.6 Development in Video Forensics

Several methods such as camera-based, coding-based, and geometrical/physical inconsistencies methods are used to assist in video forensics. With consideration of camera-based video forensics, some artifacts left behind are exploited for both camera identification and tampering detection (Wang and Farid 2007). Photo Response Non-Uniformity (PRNU) fingerprint technique was proposed by Mondaini (2007) which aids in detecting a different kind of attacks. Other works in this area include the use of the noise acquisition device to detect tampered regions in static scenes carried out by Kobayashi et al. (2010).

Even though there are several types of research in this area generally, the method suggested in this research works better when the video under consideration is uncompressed. Practically, most videos recovered from recording devices are usually compressed, and as such, this method may not be effective and applicable to compress video. Considering coding-based video forensics, forensic experts exploit the presence or irregularities in coding artefacts to assist in detecting tampering in videos. Research
done by Wang & Farid (2009) exploited tampering detection, focusing on the
assumption of double and single compression of videos. Several other works are done in
this area, but it should be noted that most of the assumptions carried out by researchers
do not apply in real life situations and up till now, there is no clear standard as to what
extent using coding-based techniques could assist in presenting evidence in the
courtroom.

For detection, considering geometry or physical lighting properties of a crime scene, it is
very difficult to justify as whether such a scene is consistent or not. Several algorithms
have been developed over the years considering this method including (Su, Zhang, and
Lui 2009), which considers "ghost shadows" and Conotter et al. (2011) who is
cerned with three-dimensional parabolic trajectory with considering of objects in a
video. The methods mentioned above are useful in handling particular tasks. However,
there are no defined patterns as to how these methods may assist in presenting the
evidence recovered from such videos in the court of law. This project proposes a video
analytics-based video forensic framework showing how the evidence could be analysed
in order to be acceptable in the court of law.

2.7 Conclusion

Digital evidence must be properly admissible, precise, authenticated and accurate to be
accepted in the court of law. Because of the fragile nature of digital evidence, the
process must be handled properly and carefully.

The Enhanced Integrated Digital Investigation Process is capable of describing the
development right from the point when the initial infrastructure is put in place, to
investigate when an incident is reported through what it called trace back phase. A
detailed digital forensic process provides important assistance to forensic investigators in gathering evidence admissible in the court of law. In the current study, it is concluded further that, there is a need to have a standard guideline for investigators when it comes to video forensic.

The video forensic community needs a structured framework for rapid development of standard operational procedures that can be tested effectively and validated quickly. This is because speed and accuracy are significant to both development and the outcome of a video or digital forensic examination. Digital forensic practitioners can benefit from the iterative structure proposed in this research to build a forensically sound case and for the development of consistent and simplified forensic guides on a digital forensic investigation that can be a guideline for a standard operational procedure and a model for developing future technology in the digital forensic investigation. Furthermore, video forensics such as imagery analysis, facial mapping and vehicle comparison, etc. are among the various video forensic services. Looking at the imagery analysis where a recovered image from different sources including CCTV, mobile phones, and the likes are analysed need also to be included for easy access and analysis of the recorded data.

In the next chapter, a semi-automated video forensic framework proposed in this study is presented. This is in response to the outcome of selected research questionnaire results and analysis. A review of the video forensic framework is also presented while a comprehension discussion of the proposed framework is given.
Chapter 3
A Semi-Automated Video Forensic Framework

3.1 Introduction
This chapter is an attempt to relate video forensics for evidence analysis and presentation in the court of law. The concept of video analytic is of significance due to the increased number of devices that are capable of recording and producing videos, increasing the probability of video evidence that can be used for a trial.

Previously, video analytic was subject to investigator viewing, but this is subject to human error. The majority of video forensic solutions are implemented in forensic practice, often for academic and law enforcement purposes. However, there are several challenges that this field faces, such as not following the right approach in carrying out video forensic activities and as such, making the evidence not admissible in the court of law.

This Chapter aims to describe the field of video forensics and point its benefits to the law enforcement agencies e.g., Police. A new semi-automated evidence analysis framework is proposed and if followed it could assist the courtroom to accept evidence from videos more easily.

3.2 Video and digital forensic frameworks - review
The previous Chapter presented a number of published models and frameworks around video, and digital forensic, many of the research outputs fundamentally use the concept or ideas derived from traditional methodologies, known as a physical forensic evidence collection of digital evidence strategy as practiced by police or any law enforcement agents. Such frameworks have previously been examined by Reith et al. (2002) for digital forensics. The authors argued that the proposed model can be termed as an
enhancement of the Digital Forensic Research Workshops (DFRWS) 2001. Therefore, their model involves nine components such as:

**Identification** – it recognises an incident from indicators and determines its type. This component is important because it impacts other steps, but it is not explicit within the field of forensic.

**Preparation** – it involves the preparation of tools, techniques, search warrants and monitoring authorization and management support.

**Approach strategy** – formulating procedures and an approach to use to maximise the collection of untainted evidence while minimising its impact on the victim.

**Preservation** – it involves the isolation, securing and preserving the state of the physical and digital evidence.

**Collection** – This is to record the physical scene and duplicate digital evidence using standardised and accepted procedures.

**Examination** – An in-depth systematic search of evidence relating to the suspected crime. This focuses on identifying and locating potential evidence.

**Analysis** – This determines the importance and probative value in the case of the examined product.

**Presentation** - Summary and explanation of conclusions. Returning Evidence – Physical and digital property returned to the proper owner.
Other digital forensic frameworks have been proposed by researchers in the past, in some of these related works, frameworks such as Open Computer Forensic Architecture.
(OCFA), Smart Surveillance Analysis (SSA), and Digital Forensics Framework (DFF) have been proposed, which will be discussed further in the next sections.

The Open Computer Forensics Architecture (OCFA), according to Schatz, Bradley and Clark (2006), is a very popular distributed open-source Cyber forensic framework. It builds on Linux platform and makes use of PostgreSQL database for record storage purpose. It was developed for automating virtual forensics manner by the Dutch National Police business enterprise (Prasanthi 2016). The OCFA is also referred to by Raghavan (2013), as an integrated forensic architecture that can only integrate forensic image formats in the form of EnCase, RAW, and EWF for file system investigation.

Smart surveillance technology has become a critical component in security infrastructure (Wang and Farid 2006). It is used in pattern recognition and computer vision for information analysis of situated sensors (Collins et al. 2002; Bobick and Davis 2001; Bosch et al. 2008). Bosch et al. (2008) grouped smart surveillance into three broad categories such as; real-time alerts, automatic forensic video retrieval, and situation awareness. The real-time alerts category has two types of alerts, which are classified as user-defined and automatic unusual activity alerts. Smart Surveillance Analysis (SSA) is a framework that helps in the analysis sensor data which generate events of interest in the investigation environment. Wang and Farid (2006) applied the use of SSA to analyse the security requirements of an airport, by beginning with threat models. The SSA has been identified as isolated application that offer certain set of functionalities. However, even though it delivers some degree of value to forensic investigators, it fails to address the comprehensive security requirements. Nazare et al. (2014) proposed a version of smart surveillance technology, called Smart Surveillance Framework (SSF). The significant contribution of this framework is its consideration for problem-solving in a sequence rather than individually. The framework was therefore delivered to allow for
implementing the results to the identified problem as a sequence of processing modules that communicate through shared memory (Nazare et al. 2014).

Digital forensics frameworks has been an important subject of study in academia within a relatively short period (Pollitt 2007). It is one of the fundamental way in which researchers try to understand the science behind forensic and to develop models, which reflect observation for forensic analysis. Reith, Carr and Gunsch (2002) considered a number of published Digital For Fun (DFF), and proposed a framework, which includes Identification, Preparation, Approach Strategy, Preservation, Collection, Examination, Analysis, Presentation, and Returning Evidence. The purpose of their proposed framework was to track the traditional forensic evidence collection techniques as practised by law enforcement. The physical investigation process was mapped with digital investigation process by Carrier and Spafford (2003) in their review of related digital forensic frameworks. They proposed a framework, called the Integrated Digital Investigation Process (IDIP), which comprises of 17 phases categorised into five different groups: Readiness, Deployment, Physical Crime Scene Investigation, Digital Crime Scene Investigation and Review Phases. Stephenson (2003), the Digital Forensic Research Workshop (DFRW) framework processes were considered as a ‘class’ while each action in the processes, were considered as an ‘element of the class. In this review, the six classes were further defined as the investigative processes. The number of the process were extended to 9 steps tagged as the End-to-End Digital Investigation Process (EDDI) through which coloured Petri Net modelling techniques were used to develop the process formal presentation. Carrier (2003) focused on abstraction layers that constitute forensic examination. The abstraction layer was identified as having two inputs and two outputs. Furthermore, the work classified forensic tools as presentation and translation tools. The translation tools read data by applying a set of rules before
passing it to the presentation tools, which display the information in a way to be understood by the users. This was however proposed as analysis tool requirements. Contrary to Stephenson’s approach (2003) of the DFRW framework, Mocas (2003) identified multiple digital forensic contexts in his related work review. Among the contexts identified are the military, law enforcement, as well as business security. However, in each of the context, a common process was identified, whereby one or more precipitating events initiated an examination, which was constrained by external forces and that specific outcomes could be defined as a specific sub-set of the desired outcome.

Baryamueeba and Tushabe (2004) proposed a modified version of the Integrated Digital Investigation (IDI) Model, which was introduced by Carrier and Spafford (2003). With the addition of two phases, known as trace back and dynamite. Their proposed model looks to separate the investigation into a primary and the secondary crime scenes, which was aimed at preventing discrepancies by reconstructing two crime scenes simultaneously. The work of Beebe and Clark (2004) provide a significant review of the already proposed digital forensics models, which are a single tier in nature. They, therefore, proposed multi-tiered process trends, which include sub-tasks for data analysis phase using an approach called Survey, Extract and Examine) (SEE). Ultimately, their proposed model was aimed at introducing objective-based concepts where analysis of tasks can be selective. Ruibin, Yun and Gaertner (2005) adopted Beebe and Carrier’s model to introduce new concepts. The new concept encourages the notion of seek knowledge as well as the reuse of knowledge as investigation evidence that drive the analysis of data.

However, the identified shortcomings of the previously proposed digital forensic frameworks or models have led to the quest for continuous research for a more robust
framework that is expected to add more positive outcome to forensic examination and analysis more than the existing ones. For this reason, section 3.3 presents questionnaire in which the outcome of its analyses has been used to develop the framework proposed in this study.

3.3 Police forces investigation - Questionnaire
The research questionnaire tends to address some issues about movement classification towards automated video forensic framework and will be shared and answered by Police officers, CCTV investigators, technicians, engineers and others in the United Kingdom and the Kingdom of Saudi Arabia. The questionnaire has a total of twenty-six (26) questions as illustrated in table 3-1 below. The respondents have been made aware that the questionnaire would only be used for research purposes i.e. to improve the present CCTV forensic tools for optimal performance; the respondents, with their full consent, were requested to answer the questions to the best of their ability and knowledge. The questionnaire, designed as a web link, was divided into three different links that are then converted into one questionnaire and powered by monkey survey. It is designed in such a way that the first link of the questionnaire has a total of ten (10) questions with its link. Examples of the questionnaire are what your role is? The experience you have and the type of applications you normally used to acquire evidence just to mention a few. The second link also has a total of ten (10) questions: the questionnaire here seeks to know some of the issues and challenges normally faced when using an automatic system to review CCTV footage, tools, equipment and software used for the analysis of the evidence. This will also allow the researcher to know the current state of the art forensic frameworks that are widely in use; the issue is faced when manually viewing CCTV

---

1https://www.surveymonkey.co.uk/r/LYDVMZJ
2https://www.surveymonkey.co.uk/r/7QKM9JF
footages, ways of authenticating videos footages to be sure that it has not been altered and finally the type of training that would be needed for the respondents. The third link seeks to address the importance of the feature in video forensic tools and what effect would the use of automated forensic tools in reviewing a month worth of data regarding cost reduction, time-consuming and preparation to court. This link has a total of six (6) questions.

3.3.1 Video forensics practice – questionnaire

In table 3-1 below, the 26 questions designed for the research questionnaire about the video forensics practice are presented with the corresponding purposes of asking each question to the selected group of respondents.

Table 3-1: Questionnaire’s questions

<table>
<thead>
<tr>
<th></th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is your job role? This question addresses which job roles the highest number of response as it has indicates those that are frequently using the CCTV application to detect and advice where necessary. This can tell if whether the participant is an engineer, a technician or a police investigator.</td>
</tr>
<tr>
<td>2</td>
<td>How many work experience (in years) do you have on CCTV area? Making decision normally depends on the number of years a staff put into an organization as it will indicate that he/she has good experience of video forensic investigation. This question will be used to make an informed decision as if the number of years is high then the respondent is highly experienced than those that their number of years is low.</td>
</tr>
<tr>
<td>3</td>
<td>Do you use CCTV or other recording evidence for the purpose of criminal prosecution? This question will address if the respondent uses CCTV for capturing activities or other recording evidence for criminal prosecution as it will assist in knowing which among the recording evidence has been used and why is the respondent using it instead of CCTV, which is the current state of the art.</td>
</tr>
</tbody>
</table>

3https://www.surveymonkey.co.uk/r/25YXMJ6
4. Where do you get most of your evidence from?
This question will tell how those evidences are gathered and advice on how best and accurate evidences could be achieved.

5. Out of these steps, which steps do you carry out after you have received the evidence? (select more than one if required)
This question deals with what do the respondents do with the received evidence.

6. Which of these issues/challenges you face when manually viewing CCTV footages?
This question will highlight the negative or difficult aspects that are involved in reading the CCTV footage manually to come up with a better framework that will address the difficulties.

7. Which video enhancement technique do you employ to get the best result? [Tick all that apply]
This question will tell which among the mentioned video enhancement techniques are frequently used for a better result.

8. How do you authenticate the video recording to ensure it had not been altered? [Tick all that apply]
This question will address how well a recording is received without any evidence of tampering and what way do the respondent detects alteration if any.

9. What training did you undergo in order to make a positive identification of a person or object?
Training is the best practice to be up to date in terms of identifying an object or a person in a CCTV footage. It equally helps in advising which training is the best to attend.

10. What is your current practice regarding automatic reviewing of CCTV footage?
Does the respondent have any experience regarding the usage of the automatic reviewing of CCTV footage? This will indicate if he/she is using it regularly for reviewing recorded video footage.

11. Which of these issues/challenges do you face when using automatic systems to review Your CCTV footage?
This question will address the shortcomings of the automatic review of CCTV footage with the aim of identifying the highest challenge and proper solution to the challenges.

12. Which of the following equipment/software/tools do you use to analyse the evidence
Knowing which tools that are frequently used will assist in making the framework better as it will indicate simple and well-planned tools that are easy to learn and possibly maintained.

13. Identify any of the listed problems you have faced when using video analytic software?

Listing the problems faced by the respondents will go an extra mile to see how those problems will be tackled by the proposed framework.

14. Which of these issues/challenges do you experience with your current video analytic system?

This question will indicate the problems that are faced mostly with the use of the current video analytic systems and link those problems with the type of software they are using and advice where appropriate.

15. Which of the following current CCTV/Video forensic framework did you know/use?

It tells us which framework; the respondent is aware of to make sure that he/she is up to date regarding the state of the art frameworks.

16. How do you ensure that there are no issues with the courts in accepting your CCTV/Video forensic reports?

This question would tell how the respondents are legally presenting their evidence in the court of law following accepted forensic practices that whatever you presented can equally be checked forensically by any other investigator and achieved the same result.

17. What are the criteria you follow in selecting forensic video analytics?

This question will tell how the respondent selects the best forensic video analytical tool based on their needs and sophistication of the analysis that will be involved in tracing and detecting abnormal behaviour in a footage.

18. What are your expectations/requirements/dreams for the future capabilities of CCTV/Video analytic?

It will assist in knowing how well we will provide a necessary framework that can satisfy the respondent needs.

19. Has the way CCTV is used changed in the time you have been a CCTV Investigator/Police Officer/Sergeant/Engineer/Technician?

This question attempts to find out if there are changes in the field of CCTV video forensic right from inception to date to inform the proposal fora good and acceptable framework.
### 3.3.2 Analysis of the results of Questionnaire

#### CCTV/Video Forensics Evidence

<table>
<thead>
<tr>
<th>Question</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 What features are you looking for from your video forensic tools?</td>
<td>This question deals with the features that the respondents deemed it necessary to be part of their forensic tools for investigation so that it eases their work and allows them time to analyse and decide easily if those features are taking into consideration.</td>
</tr>
<tr>
<td>21 Rate the importance of these features (from 1 to 4 where one is less important, and four most important)</td>
<td>This question measures the importance of the features on a scale of 1 to 4 to deliver an acceptable framework.</td>
</tr>
<tr>
<td>22 Do you think using an automated video forensic tool to review one-month worth of video footage would reduce (analysis time/cost/the number of forensic investigators/the time to court?</td>
<td>This question would inform the main features to be included in the proposed CCTV forensic tool to solve the highlighted problems.</td>
</tr>
<tr>
<td>23 How long does it take for you to analyse 24 hours of video?</td>
<td>It will address the time it takes to analyse a 24 hours video to inform how long does investigation of 24 hours video takes (by the respondents) and how an analytic tool can speed up this process.</td>
</tr>
<tr>
<td>24 What are the challenges that you face when analysing a video?</td>
<td>This will identify the type of issues and challenges that are normally faced during the analysis of video by the respondents.</td>
</tr>
<tr>
<td>25 What could be developed to facilitate the analyses of video in order to make the analyses less time consuming more accurate and less stressful for investigator?</td>
<td>This will let us know what the respondents want to be developed that will assist them in video investigation and that will solve most of their challenges and issues they face using the present video analytic tools.</td>
</tr>
<tr>
<td>26 In your opinion would an automated video analytic tool be accepted by the court of law if not, why?</td>
<td>This question deals with how the respondents think about the evidences they should presenting the court of law, are the evidences convincing and can show clearly what the judges are looking for.</td>
</tr>
</tbody>
</table>
In general, there are 31 responses to the questions were asked. For question 1, out of the responses, the job role of 51.6 % is CCTV investigator. Also, 45.2 % of the responses
are from police officers while 3.2% covers the rest that is not listed. Most of the responses from the CCTV investigators appear to be obvious since they frequently use the CCTV application for crime detection and advice.

The focus of question 2 is the responses for the number of years of experience about CCTV. Most Responses is recorded for 7-10 years of experience at 45.2% while the least is three years at 3.2%. A respondent with six years and those with more than 11 years of experience are 12.9% and 38.7% respectively. The implication is that majority of the respondents are highly experienced in video forensic investigation.

Question 3 which was asked to determine the use of CCTV application for criminal evidence, there is 96.8% usage of CCTV over other sources of recording evidence. This established the use of CCTV as it is the state-of-the-art technology for crime investigation which involves video recording evidence.

Question 4 posed the sources of evidence used in criminal investigation. While 41.9% of the evidence was obtained from the customer, the majority of it was through audio-video sources with 58.1% coverage.

In question 5, some steps were given in which the crime evidence can be analysed. Among these, video extraction and the application of video analytic solution carries major parts with 20.5 and 20.2% respectively over manual viewing.

Question 6 deal with issues with a manual viewing of CCTV footages, which turned out to be time-consuming and time wasting at 67.7% of the total responses.
To determine the most commonly used video enhancement technique, question 7 asked respondents of their opinion. Video sharpening has been widely used from all responses with 100% usage. This is followed by filters with 80.6%, and masking has only two users out of 31 translating to 6.5%.

The question of authenticating the video recording to ensure it had not been altered has given five options for respondents to choose from. The responses clearly showed that examining the ambient sound for abrupt changes and the examination of the presence of an unnatural waveform on the video signal which may indicate it had been altered or edited has largely been adopted by all 31 respondents. However, only one respondent has not used the B and C options, which has 96.8% usage each.
9. What training did you undergo in order to make a positive identification of a person or object?
(31 responses)

- Image Content Analysis: 0%
- Speech Science: 0%
- Others [Please Specify]: 0%
- Other: 100%

10. What is your current practice regarding automatic reviewing of CCTV footage?
(31 responses)

- Very High: 0%
- High: 0%
- Moderate: 0%
- Low: 0%
- Very Low: 100%
11. Which of these issues/challenges do you face when using automatic systems to review Your CCTV footage?
(31 responses)

- Time-consuming/wasting lots of time: 25.8%
- Corrupted files: 19.4%
- Missing files: 12.9%
- Compression size: 10.1%
- Duplicate of data/the amount of data can be massive: 10.7%

12. Which of the following equipment/software/tools do you use to analyse the evidence received?
(31 responses)

- EnCase: 29%
- Vogan Forensio Software: 19.4%
- SafeBack: 9.7%
- Data Dumper: 7.7%
- Message Digest (md5sum): 6.7%
- Grep: 5.8%
- The Coroner's Toolkit: 5.8%
- SPECTRAL360: 5.8%

13. Identify any of the listed problems you have faced when using video analytic software?
(31 responses)

- Learning new software: 36.7%
- Missing Events: 22.8%
- Unacceptable number of false alarms: 16.1%
- Not enough functions/features: 10.7%
- Other problems, please explain:
- Other

14. Which of these issues/challenges do you experience with your current video analytic system?
(31 responses)

- Time consuming: 32.3%
- Difficult to watch video for long periods: 30.7%
- Easy to miss important information due to concentration problem: 16.1%
- Other: Please specify here:
- Other
In response to question 9, 96.8% of the respondents have undergone image content analysis training to make a positive identification of a person or object when analysing CCTV footages. Only 3.2% responded to have undergone speech science training.

The current practice regarding automatic CCTV footage review has been asked in question 10. There is almost a division in the responses as 48.4% each either very high or high, while 3.2% has moderate practice.

The issues or challenges encountered with the use of automatic systems review of CCTV footage is sought in question 11. The corrupt issue files seem to be the major problem with 48.4%, followed by missing files with 25.8% and compressed size with 19.4%. Data duplicating is recorded as the least problem, having only 6.4% of the responses.

The software packages or tools used in the video evidence analysis is asked in question 12. The Encase software gained more popularity usage with 29% among others such as data dumper with 19.4%, Vogon Forensic Software which has usage of 16.1% while Grep, Message Digest, The Coroner's toolkit shares the rest of the responses.

Among the problems faced by respondents in the process of analysing video evidence is learning new software where 38.7% of them admitted to in question 13. Whereas 22.6% of them believe that the no existence of not enough functions or features is a problem they faced while the least problem is missing events with 9.7% responses.

In question 14, when asked about the issues of challenges they experience currently with their video analytic system, 29% opted for the fact that it is time-consuming, 38.7% think it is difficult to watch a video file for long period, and 32.3% find it difficult to capture all important information as a result of lack of concentration.
15. Which of the following current CCTV/Video forensic framework did you know/use?  
(21 responses)
- Digital Forensics Framework (DFF)  
- The Open Computer Forensics Architecture (OCFA)  
- The Smart Surveillance Analytics (SSA)  
- FFmpeg  
- Other please mention:  
- Other

16. How do you ensure that there are no issues with the courts in accepting your CCTV/Video forensic reports?  
(21 responses)
- By generating hash value and compr...  
- By following same procedure as...  
- By ensuring that access to the syst...  
- By ensuring that you have a CCTV...  
- By creating a robust audit trail by m...  
- By ensuring that the audit trail is su...  
- By ensuring that videos/images are...  
- By ensuring that images are play...  

17. What are the criteria you follow in selecting forensic video analytics?  
Please choose one or more option)  
(21 responses)
- Recognition accuracy  
- Support for open standards  
- Remote software update  
- The ability to work in a changing b...  
- Resistance to camera shake  
- The presence of daylight and night...  
- Time target recognition (the typica...  
- Range (10-50 meters)

18. What are your expectations/requirements/dreams for the future capabilities of CCTV/Video analytics?  
(21 responses)
- Support for Video over IP networks  
- Support for open standards ONVIF and PSSA  
- Support for megapixel resolution  
- Channels with low bandwidth  
- Managed Video as a Service (MVaaS)  
- Other
To identify the type of CCTV/Video forensic framework respondents is most familiar with, question 15 was asked. As a result, some framework options suffice from their response. The Open Computer Forensic Architecture (OCFA) is popular with 35.5% of the respondents, 29% of them has used or known about the Smart Surveillance Analysis (SSA) framework. The Digital Forensics Framework (DFF) is common among 25.8% respondents while only 9.7% have come in contact with FFmpeg framework. This shows the majority usage and familiarity of OCFA framework among others.

Question 16 explored the means which respondents used in ensuring the courts accept the provided CCTV/Video forensic reports. The majority of them which represents 35.5% ensure that images are playable and capture what has been reported.

The same percentage of respondents adopts recognition accuracy criteria in selecting their forensic video analytics as posed in question 17.
It is important to know how well to provide a framework that would satisfy respondent needs. Therefore, question 18 was asked about their expectation, dreams and requirements for future CCTV/Video analytics capabilities. Moreover, so, 58.1% of the respondents are in support of Managed Video as a Service (MVaS), 38.7% for Supports for Video IP networks Supports for open standards ONVIF and PSIA while the tiny few of 3.2% opted for Support for megapixel resolution as their respective expectation or requirements.

Most interestingly, the way in which CCTV is used has not changed since the time 96.8% of the respondents have been using it as an investigator, police officer, technician, sergeant or engineer.

Question 20 was asked about the features that the respondents are most interested in video forensic tools. In response, 41.9% are most interested in movement detection, 32.3% prefer image enhancement, and 19.4% opted for video stabilisation while the rest are interested in tracking.
21. Rate the importance of these features (from 1 to 4 where 1 is less important, and 4 is most important)
(31 responses)

22. Do you think using an automated video forensic tool to review one month worth of video footage would reduce?
(31 responses)

23. How long does it take for you to analyse 24 hours of video?
(8 responses)
In question 21, it is important to deliver an acceptable framework that works; this was aimed to be achieved by asking respondents to rate the importance of the features. The rating is expected to demonstrate the most useful features or less useful features that have generally been agreed on by the respondents who are familiar with these features. Out of the 31 responses, 20 opted for 4 rating which signifies that these features are...
most important while no rating for less important. The result suggests there are more important features which are deemed significant. Meanwhile, it is equally important to identify the main features to be included in the proposed CCTV forensic tool to solve the highlighted problems. For this reason, question 21 was asked to know the effect of using an automated video forensic tool to review one-month worth of video footage, regarding analysis time, cost, time to court and the number of forensic investigators. The response reveals two major splits, one for cost and the other for analysis time where 51.6% of the respondents believed the cost would be reduced while 46.2% thought it would be analysis time that would be reduced, and the rest opted for time to court. Question 22 prompted question 23 for the time taken to analyse 24 hours of video. Only eight responses were received for this question in term of analytic tool to speed up the process. In question 24, the researcher aims to identify the type of challenges that can be faced during video analysis. The response from 31 respondents reveals that time constraint is the major issue, with 13 out of 31 agreeing to it. Blurry and unclear images problem was supported by each of 5 respondents while only one respondents each believed unstable images, camera angle and lighting, images not clear and the combination of two from the list are the main challenge. In other to deliver a framework that consumes less time which is more accurate and less stressful for a forensic investigator, question 25 was asked. The 31 respondents were asked what could be developed to facilitate the analysis. Five each believed better tools and good software is significant in achieving it, while nine respondents thought good tools need to be developed. Question 26 was meant for the respondents to give their opinion on whether or not an automated video analytic tool would be acceptable in the court of law. The response showed that 28 respondents out of 31 believed that it should without contemplating while the remaining three also agree with a bleep.
3.4 Proposed framework
Although there are other digital forensic frameworks proposed by other researchers in the past, the extensive review of these related frameworks reveals a considerable gap for improvement, regarding achieving a clear and concise understanding of the difficult crimes and evidence that are associated with the recent forensic inputs and investigation strategies. The need for a standard guideline for investigators contributes to the development of the detailed digital forensic process presented in this study to assist forensic investigators in gathering evidence admissible in the court of law. This aspect is found to the lacking in the previous framework proposed. Based on the responses and analysis of the above questions, the proposed framework in this study is presented. Currently, forensic research focuses mainly on identification, individualization and association at the source level. Even though a forensic expert aims at achieving any of these, considering video forensics, the court of law finds it difficult accepting evidence which they are not so sure how it was handled, gives a description of our proposed framework with the associated steps. The eleven (11) steps are explained in figure 3-2:
Figure 3-2: Video forensic framework.
Figure 3-3: Summary for Forensic Flowchart
3.4.1 Evidence collection

Devices that contain video footages should be identified and acquired from all the relevant sources. Digital Video Recorders (DVRs) and Network Video Recorders (NVRs) serve as a source of input evidence. For this input to be used as legal evidence, which is the focus of this research, it is important that the recording device include embedded proof of authentication. Recordings such as DVR4C cannot be manipulated/altered without being noticed, and as such can guarantee the authenticity or integrity of the recording. Most DVRs can perform the above tasks successfully. The evidence is very important in crime investigation since, without it, it is difficult to make a conclusive verdict in the court of law. In the context of this research, the devices mentioned are used to capture footages of the crime scene in which relevant recording called digital evidence is collected. Digital evidence is, therefore, a collection of very useful details or sources closely related to a certain event of interest.

3.4.2 Hard Disk Drive (HDD) cloning

Cloning the HDD means making an exact copy of the evidence collected in step 1 and saving to other storage media. This is done to avoid issues of manipulating the original evidence on the original HDD. The original HDD can be cloned as many times as requiring without manipulating its contents. All experiments must be performed on the cloned HDD. The process of cloning is an important one in forensic investigation to maintain the integrity of the collected evidence. A forensic investigator is required to use the original source footage to clone the replica of the original evidence. The tools or equipment used in this process has to be the same for both cloned and original evidence. This is to ensure there is no mismatch or problem of device compatibility during analysis experiment process and recovery from HDD. Cloning the original evidence is highly encouraged, as supported by ACPO Guideline, to keep the source secure. When
using the cloned HDD recording, to analyse crime situation, or experiment, it can be accidentally altered, damaged or deleted, meaning that the cloned evidence is destroyed, but the original evidence can be cloned again to continue the investigation. Although cloning can be done by just a simple copy and paste method of video evidence from one location to another, Kalker (2001) suggests a more technical approach to successful cloning. This is because video files are usually larger file sizes which can take a longer time to be copied.

3.4.3 Video extraction
Retrieving the required evidence from the cloned HDD is carried out in this step. This is done to have access to the content on the cloned HDD. DVRs and NVRs can archive videos to a USB flash drive, external Hard Disk Drive (HDD), or other storage devices. This recording is usually in a digital format. Archiving the video and audio must be done consistently. It is also important that appropriate software for the video file format be present before extracting the video evidence. This is to avoid corrupting or losing the file in the process of trying to open in a different format. Because the video footage is by nature large file which takes a longer time to download, cloned or extracted from the HDD.

3.4.4 Video conversion
The video and audio must be converted to the right format for both viewing and analysis. Most of the DVRs and NVRs store videos in their proprietary formats. There is every needs to convert the collected evidence from the DVR/NVR proprietary format to a standard format to match the requirement of the video analytic tool. The video conversion helps the investigator to easily perform the analysis process.
3.4.5 Requirements capturing

Police officers define the events to be detected from the video footages, by specifying the area(s) as well as events that they want the video analytic tool to consider. For example, a suspect wearing red clothes and a green hat, or a criminal walking or running in a particular direction or hanging around for the video length of time.

3.4.6 Automated video analysis

A careful analysis of the evidence is important. This step automates the investigation process. A video analytic tool can generate a report detailing the start and end of each event. The list of events that happened per day, or per week, or per month, or even per year will be properly reported. Failure to properly analyse the evidence entails a miss of the target for the evidence sought for.

3.4.7 Report Generation

Through the start and end time, the list of events that will be detected would be generated for report creation. For instance, when a suspicious appears on CCTV footage, the recording of their events in the region commences, the recording stops as long as the suspicious action ends. The law enforcement agent would be asked by the investigator to elaborate the work and reveal the recording with its analysis on the required region; the generated report includes records of each software and camera where the events have occurred. By using multiple cameras which have held in different positions with same events, therefore to show them together at the same time to ensure the evidence is not missing rather than having one camera in a part of the area. Once the police investigator has checked all detected events, the he/she would pick which ones he/she is interested in and the most relevant to the case at hand. Essentially, event lists would be generated by the system to be reported e.g. Camera 2 and event one from start time to end time.
Finally, the report generation software generates video clips for each event identified by the police investigator from the start time to the end time.

3.4.8 Manual verification

This is the identification of occurrences that are directly connected with the crime and have been chosen by the crime investigator. It is important for a crime investigator to carefully examine the list of video footages that have been selected through analysis and establish the footages that are suitable for case hearing and appropriate for presentation in support as evidence. In order not to take laws into their hands, the police officers manually verify and select relevant events from the detected events by the video analytic tool. Irrelevant events are not considered after careful examination by police experts.

3.4.9 Building a storyboard

An investigation storyboard gives a sequence of events, typically with some directions and dialogue, representing the patterns of events. The storyboard is presented in court by the investigator, and so it is an important aspect of crime scene investigation. It required creating a video combination and separated with tagged-in details on each video evidence. This enables the court to follow through each step of the certain crime scene in a sequential and timely manner to give a better understanding which makes it easier for the verdict delivery.

3.4.10 Report generation

A report of the results of the analysis should be written down. This report should include issues like actions taken, why such actions were taken, findings made from the actions taken and recommendations for improvements to policies, guidelines and other aspects of forensic process amongst other issues.
3.4.11 DVD Creation
Immediately the storyboard finished with information and video clips, then all related video evidence of the suspect scene on to a DVD would be uploaded by the investigator.

3.4.12 Court presentation
The evidence in a DVD must be provided to the court. This helps the court to be sure that forensic expert and police officers are not formulating stories. The court has the right to get a clone of the DVD and give it to another expert to double check the evidences.

3.3 The very clever quality of the proposed framework
In this section, the proposed framework is explained by using the word SMART to explicitly discuss its quality. This is to expand the qualities and possible potential of the proposed framework in addition to those already highlighted in the sections before. In the next sub-sections, the meaning of each word of SMART is used to formulate each quality offered by the proposed framework, after taking insights from some of the questionnaire responses.

Why should new framework be S (Simple)?
The first letter of the SMART quality is ‘S’ which implies ‘Simple’. The framework that is fit for purpose should be simple to apply and easy to manage the process to use this framework. The idea of ‘Simple’ framework is to present that which is not complex and cumbersome to learn and utilize.

Why should new framework be M (Meaningful)?
The letter's’ M is the next which means ‘Meaningful’. The sources and data evidence collected and the way they are being represented and stored must be meaningful in support of the specified crime investigation.
Why should new framework be A (Accurate)?

The letter ‘A’ stands for ‘Accurate’ in the SMART quality is used to describe the framework quality. In forensic evidence and crime investigation, data accuracy is very crucial for the collected evidence to be acceptable to further help in the crime case investigation. The proposed framework must make sure that all procedures and processes are accurately documented without errors. Accurate recording of all evidence would assist in the case where an individual within the forensic team leaves the job, and so someone new can carry without loss of information.
Figure 3-4(a): Detailed Workflow for the Proposed Framework.

Figure 3-5(b): Detailed Workflow for the Proposed Framework.
Why should new framework be R (Reliable)?

The fourth letter of the framework quality is ‘R’ which refers to ‘Reliable’. The framework should be dependable and consistent to make sure it is applied correctly for the expected functions. It must also be stable to avoid changes being made without reasons. Some questionnaire respondents mentioned that for the forensic evidence to be acceptable by forensic experts and court of justice, it is important that evidence be reputable and reliable. It must be convincing and trustworthy without discrepancies. The risk of this evidence been altered can decrease the level of trust as some personnel handling the evidence can carelessly misrepresent it and therefore weaken the potency of it.

Why should new framework be T (Tenacious)?

Lastly, the ‘T’ which means ‘Tenacious’, which is used to describe the quality a successful framework should possess. The new proposed framework should be firm, robust and persistently applicable, surpassing the already existing ones regarding many questions it can answer and many problems it can solve. Based on the questionnaire respondents, semi-automatic forensic investigation framework should be robust regarding the way data are handled and be free of errors.

3.5 Conclusions

Forensic investigators can easily be faced with hundreds, if not thousands of hours of video to review. This situation is made more complex by the likelihood that viewer exhaustion means that notable events could be missed. Automatic analysis of videos, video analytic helps to solve this problem. However, the use of video analytic tools for post-incident analysis dictates the application of well-established digital forensics rules into the new video forensic framework.

In this Chapter, a new semi-automated post-incident investigation framework was proposed that could assist in using the output generated from a video analytic tool as evidence in the court of law. Even though the area of video forensic is attracting great
attention, researchers should be awakened the need to relate this area to evidence analysis and presentation to the court of law. This will assist the development of new video forensic methods and trigger the improvement of existing ones. The conclusion is drawn from three perspectives of this chapter; the related work, the questionnaire, and the proposed framework. From the related works, the various academic researches about video or digital forensic framework have been extensive, with many frameworks been proposed and some modified. The idea of proposing a new framework is, however, to respond to the identified gap in the existing literature were little, or no attention has been given to the highlighted problems of forensic evidence in this study. The current related literature draws attention to the need and importance of creating a more detailed and digital evidence-oriented framework that would be extensive through pre-event video analysis tool. From the questionnaire’s point of view; the outcome of the data collected through questionnaires has been significant in identifying the issues surrounding the existing digital forensics frameworks and their application by forensic investigators. The questionnaire posed a strategic measure through which the proposed framework has been developed. It was used to explore and understand the requirements and functionalities as well as device a new framework that befit the highlighted forensic evidence issues.

The proposed framework is presented to emphasis the ten procedure steps which collectively enhance the purpose of creating a framework that generates analyses and presents digital evidence that is admissible in the court of law. The newly proposed framework in this study is considered SMART, simple, meaningful, accurate, reliable and tenacious, the qualities which are deemed essential from legal perception.

In the next chapter, the movement classification is discussed, which includes the overview, different classification techniques and their analysis.
Chapter 4

Movement Classification-Overview

4.1 Introduction

The major challenge of video forensics is the sheer volume of information that requires to be analysed. It can take an investigator for about 7 to 8 hours to review 24 hours of recorded videos, to find specific incident. A video analytic system can automatically extract events of interest from the 24 hours of recorded video in 25-45 minutes (Adams and Ferryman, 2015). The operator can then scan the list of identified events and decide which to keep as evidence. Manual review of video data is not only expensive but is also highly unproductive and delays responses to events. By automating the analysis of recorded videos, video analytic significantly reduces the time and cost of video forensics.

In this chapter, the emerging field of video analytic is introduced, as well as its capability in fulfilling the requirements of video forensic. This chapter will look into the use of video analytic technologies, which have gained much attention especially in the context of the security of the community. The purpose of the intelligent visual surveillance is also discussed herein with much focus on the challenges that are posed when it comes to handling different behaviours. Another critical aspect that is considered and discussed herein includes the real environment as detailed in surveillance regarding the area that is covered. Video analytic is very important due to the fact that a lot of devices capable of producing videos ranging from handheld phones to video cameras. As the world is turning digitised, human beings are becoming less sensitive even to the videos they upload on social media such as Facebook, Instagram, etc. Police officers, most of times, manually analyse videos
from surveillance cameras to detect anomalies (AlShaikh and Sedky, 2015). The manual analysis of such videos may pose challenges such as missing a very important event by the investigator because he/she gets bored or being distracted. The process of investigating video footages usually involves much manpower. At each point in time, at least, one investigator is supposed to physically view such video footage on a screen and manually analysing it if the need arises. This is a time-consuming operation, and is very costly, because, the staff involved in the investigation needs to be paid for the services rendered. Also, human beings are easily distracted and are sometimes inefficient.

Considering an investigator who is manually viewing one screen showing two video footages, after 10 minutes, the investigator may miss 45% of the events, and after 22 minutes, the investigator may miss 95% of the events (Dee and Velastin, 2008). The big challenge comes in when during the mess that occurs due to the inefficiency of the investigator leads to an event that goes unnoticed. Thus, there exists a need for proper consideration of research in the direction of automating video forensic investigation and the development of a proper framework to handle such sensitive issues. The use of video analytic tools for post-incident analysis dictates the application of well-established digital forensics rules into the new video forensic framework. A video analytic system consists of many modules; e.g. change/object detection, object classification, object tracking and movement classification. One key module is the movement classification module. In this module, the movements of detecting objects are recorded and compared to infer anomaly. State-of-the-art movement classifications rely mainly on rule-based classification techniques, where the abnormalities in the video are traced and reported to the user (Zhang et al., 2015). Such techniques attempt to learn normal movements to identify abnormal movements.
The adaptive multi-modal background subtraction method will be discussed in this chapter as well. The method that is used to deal with the slow changes in illumination is discussed as well as Recurrent Motion Images (RMI) which is associated with the detection of repeated motion and thus assisting with object detection and classification. Classification is also discussed here in based on how it could be done. In this context, it is determined that it can be done using texture-based, motion-based and shape-based features. The techniques that are used in this case are also discussed in this chapter.

Movement classification is also discussed in the chapter with much focus on the problem at hand. The objectives of the outdoor surveillance technologies are also discussed in this chapter. It is indicated that one of the main objectives of these technologies is the detection and capturing of the objects that move in the field of view of CCTV camera (Yaseen, Anjum, Rana and Hill, 2018). Notably, this technology is being used by many agencies in the community including the security organs that monitor the national security. More details about video analytic systems will also be discussed in this chapter.

Artificial Intelligence (AI) and Neural Networks (NN) have been heavily used to solve the problem of movement classification. However, they still suffer from various limitations such as their limited scope of operations. In the attempt of mimicking the function of a human brain, learning models inspired by the neocortex has been proposed which offer better understating of how our brains function. Recently, new bio-inspired learning techniques have been proposed and have shown evidence of superior performance over traditional techniques. In this regard, Cortical Learning Algorithms (CLA) inspired from the neocortex are more favoured. The CLA processes streams of information, classify them, learning to spot the differences, and
using time-based patterns to make predictions (Agrawal and Franklin, 2014). In humans, these capabilities are largely performed by the neocortex. Hierarchical Temporal Memory (HTM) is a technology modelled on how the neocortex performs these functions. HTM offers the promise of building machines that approach or exceed the human level performance for many cognitive tasks (Numenta, 2011).

Under movement classification, the challenges of outdoor surveillance will also be discussed. These challenges are mainly faced by the implementers and the system designers. There is also the challenge of the varying appearance of the objects that are being monitored by the system. Some of the challenges include the issue of the sensor resolution which is considered to be finite. In the same context, some solutions to these issues are discussed such as the deployment of multiple cameras. It is also indicated that it is important to record the movement of the objects that are recorded by the system.

Related literature on the movement classification techniques is also discussed in this chapter. For example, the CCTV are discussed with findings from various studies on the same being detailed in next section. However, more focus is accorded to movement classification. Modelling scene behaviours are also detailed here in with focus being given to how the classification of the normal behaviour and abnormal behaviour is done. Generally, scene behaviour is discussed in detail. Artificial Intelligence is also discussed in this chapter with attention on the automation of activities that are associated with human thinking. Different applications of AI are included as well. Neural networks and Cortical Learning Algorithms are also discussed with much focus on their relation to movement classification. For instance, the Cortical Learning Algorithm (CLA) is discussed in the context of how it is applicable. Generally, this chapter will seek to determine the challenges and
application of the movement classification and what can be done to make things better through the realization of the challenges that are being experienced in this context.

4.2 Video analytic for post-incident analysis

As a discipline, vide forensics demands specially trained personnel, as well as very supportive management. It also requires that the process be funded adequately to keep the unit operational. To accomplish this, it is necessary to have adequate training for the personnel that handle such data. Video recovery techniques are critical since they determine the end product of the forensics process. There is a need for efficient analytic techniques.

The use of video analytic technologies has gained much attention in the research community and the global security around the world (Popoola and Wang, 2012). The purpose of intelligent visual surveillance in most cases is to detect, recognise, or learn interesting events that seem to constitute some challenge to the community or area of the target (Lavee and Thuraisingham, 2007). These challenges posed by defining and classifying events as unusual behaviour (Hara et al., 2002), abnormal behaviour (Lee et al., 2006), anomaly (Feng and Weinong, 2006) or irregular behaviour (Zhang and Liu, 2007).

When considering the real environment and trying to relate the way objects interact in surveillance covered area, it is not so easy interpreting every activity correctly. However, much effort has been made in respect to smart video surveillance server. Video processing and computer vision technologies are usually carried out by the smart surveillance server to automatically segment moving objects (blobs), localise the segmented blobs, classify them, identify them, track their positions, and automatically classify their movements (Sedky et al., 2005). This process is based on what the user requests and these activities are inserted into an active scene, as
Figure 4-1 shows. The majority of automatic video analysis methods are based on background analysis that aims at segmenting moving objects by distinguishing between foreground and background areas in video sequences, based on building and updating a background model (Brutzer et al., 2011).

![Diagram of smart video surveillance]

Figure 4-1: The internal structure of smart video surveillance serves (Sedky et al., 2005)

Cluttered environments that contain so many moving objects pose a challenge for many anomaly-detection algorithms. However, in real life cases, these are the kind of scenarios we meet when considering movement classification in video surveillance (Popoola and Wang, 2012).

There have been several proposed methods to tackle issues relating to surveillance cameras/videos to include the work carried out by Wren et al., (1997) which is targeted at locating interesting bodies by using uni-modal background model; the overall diagram is presented as shown in Table 4-1.

An adaptive multi-modal background subtraction method was proposed by Bloisi, Pennisi and Iocchi (2017) which handles slow changes in illumination, repeated
motion from background clutter and long-term scenes. Temporal Templates are important when considering the movement classification problem. Researchers at Liu, Ma and Fu (2017) proposed the motion history and motion energy which includes different forms of temporal templates. There have been several researchers studying Recurrent Motion Images (RMIs) which could detect repeated motion, and hence it has been successful in object detection and classification (Alshaikh and Sedky, 2016). Shilpa and Sunitha (2016) recently carried out exhaustive literature concerning surveillance videos. They pointed out that, classification could be done using shape-based, texture-based or motion-based features. They also noted that shape-based methods are moderately accurate, computationally low and operate as a simple pattern-matching approach that can be applied with appropriate templates. This kind of technique, however, does not work well in dynamic situations and finds it difficult locating internal movements. Considering motion-based techniques, the accuracy is also moderate, computationally high, and does not require predefined pattern templates (St-Charles, Bilodeau and Bergevin, 2015). The challenges with these techniques are that they find it difficult identifying a non-moving human. When considering texture-based methods, they noted that the accuracy is high, computation, and these kinds of techniques provide improved quality, even though there is an additional computational time (Bloisi, Pennisi and Iocchi, 2017).

The different researches that have been conducted on the subject matter have shed light on the issue at hand. The different strengths and weaknesses have been improved upon with time. Some of the approaches that have been researched on include Pfinder which has been used successfully in different applications such as the wireless interfaces, video databases, and low-bandwidth.
### Table 4-1: Video Analytic and Post Incidence Solution Development

<table>
<thead>
<tr>
<th>Researcher(s)</th>
<th><strong>Strengths</strong></th>
<th><strong>Weaknesses</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Wren et al. (1997)</td>
<td>This approach, called Pfinder, has been successfully used in a wide range of applications such as wireless interfaces, video databases, and low-bandwidth coding. The system uses a multiclass statistical model of colour and shape to obtain a 2D representation of the head and hands in a wide range of viewing conditions. Pfinder has the ability to compensate for small, or gradual changes in the scene.</td>
<td>Pfinder expects the scene to be significantly less dynamic, and it cannot compensate for large, sudden changes in the scene. Another limitation, related to the dynamic scene problem, is that the system expects a single user to appear in the camera field of view at one time.</td>
</tr>
<tr>
<td>2 Ivanov and Bobick, (1999)</td>
<td>The main contributions of this Solution are the ability to extend the parsing algorithm to handle multi-agent interactions or concurrent events within a single parser, efficiently increment parsing scheme; This framework can demonstrate the results on real surveillance data.</td>
<td>The inability of this solution to address more accurate modelling of the environmental issues.</td>
</tr>
<tr>
<td>3 Sebastian et al. (2010)</td>
<td>In this method identification of the main challenges of background subtraction in the field of video surveillance was achieved.</td>
<td>In this work some aspects of background subtraction methods like time and space complexity as well as the number of parameters to be tweaked for a particular sequence were not discussed in detail.</td>
</tr>
<tr>
<td>4 Hara et al. (2002)</td>
<td>Fulfil the remaining requirement such as technology neutrality and wide user community applicability</td>
<td>Focused on traditional main stream computer and network forensic in which hard disks are primary digital devices are analysed additional work is needed</td>
</tr>
<tr>
<td>Researcher(s)</td>
<td>Strengths</td>
<td>Weaknesses</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>Xu (2003)</td>
<td>The architecture and mechanisms proposed in this research are designed to solve the security challenges involving control system design, configuration, operation, monitoring, and maintenance were achieved.</td>
<td>The trust mechanisms between different entities (clients, repositories, smart devices) are also under investigation, and detailed security analysis of the effectiveness is currently under development to this research group.</td>
</tr>
<tr>
<td>Tu, et al. (2007)</td>
<td>A crowd segmentation method enabling the tracking of individuals through dense environments such as retail and mass transit sites are discussed.</td>
<td>A major challenge is to achieve a state where algorithms degrade gracefully and do not become overwhelmed by circumstances not anticipated by system developers.</td>
</tr>
<tr>
<td>Tian, et al. (2008)</td>
<td>The IBM smart surveillance system (S3) is one of the few advanced surveillance systems which provides not only the capability to automatically monitor a scene but also the capability to manage the surveillance data, perform event-based retrieval, receive real-time event alerts.</td>
<td>The S3 system has been deployed and tested in limited application environments.</td>
</tr>
<tr>
<td>Baudry et al. (2009)</td>
<td>This work proposes a framework for the forensic analysis of video content, for example, those illegal copies of feature films proliferating in peer-to-peer networks or on bootleg DVDs. Compact and discriminate feature vectors, so-called “fingerprints”.</td>
<td>The need to enhance the temporal and spatial fingerprints to increase the registration accuracy without degrading copy detection rate.</td>
</tr>
<tr>
<td>Marmol and Sevillano (2016)</td>
<td>The Quick Spot which is a video analytics solution was developed to help with spot detection when street parking. This was a</td>
<td>There are times when the system fails though not many times. The computational complexity of the</td>
</tr>
<tr>
<td></td>
<td>Successful project</td>
<td>Solutions is also quite high.</td>
</tr>
<tr>
<td>---</td>
<td>-------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>10</td>
<td>Zouaoui et al. (2015)</td>
<td>Fusion algorithm that functions based on Dempster-Shafer’s theory is used to analyse asynchronous detection outputs as well as compute the degree of belief for the events. The data on violent events that were to be used in the study was not easy to come by. As such alternatives were sought which could have compromised the findings.</td>
</tr>
<tr>
<td>11</td>
<td>Grobler, et al. (2010)</td>
<td>The purpose of this theoretical framework is to provide management with a holistic view of what to consider when preparing the organisation for forensic investigations. There should be an integrated management model to enable management to demonstrate good corporate governance, ensure that policies, processes, procedures, trained staff, and technology are available to successfully investigate incidents and to have CDE available when required.</td>
</tr>
<tr>
<td>12</td>
<td>Cantrell, et al. (2012)</td>
<td>This work proposes the use of pre-examination techniques commonly referred to as digital triage. Pre-examination techniques can assist the examiner with intelligence that can be used to prioritise and lead the examination process. The computer profiling stage is probably the area of this model that will be the most difficult to develop.</td>
</tr>
<tr>
<td>13</td>
<td>Karpathy et al. (2014)</td>
<td>This work presents an extensive empirical evaluation of conventional neural network (CNN) on large-scale video classification using a new dataset of 1 million YouTube videos belonging to 487 classes. The system’s performance is not particularly sensitive to the architectural details of the connectivity in time.</td>
</tr>
<tr>
<td>14</td>
<td>Yeh et al., (2017)</td>
<td>The Pfinder model is discussed in the paper together with the Gaussian probability density function. It is noted that even those systems that are determined to be advanced also suffer from cavity issues. These include the false detection as well as some deficiencies.</td>
</tr>
<tr>
<td>15</td>
<td>Verma et al., (2018)</td>
<td>The article details a project taken up for the development of surveillance system that will record people real-time. Matlab is used to develop the system. Motor rotation is taken into consideration as a critical aspect of surveillance and motion detection.</td>
</tr>
<tr>
<td>----</td>
<td>--------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>16</td>
<td>Khanam and Deb, 2017</td>
<td>The paper proposes a specific luggage detection and classification framework. The possibility of occlusion taking place in the environment is also mitigated against. It is recommended that a strong classifier be generated through the boosting of the Support Vector Machine (SVM).</td>
</tr>
<tr>
<td>17</td>
<td>Divya, Shalini, Deepa and Reddy, 2017</td>
<td>Advanced Motion Detection (AMD) is noted to be a strategic solution in video surveillance. It is recommended as a good option when it comes to the detection of moving objects. The AMD algorithm also facilitates background subtraction. The system also makes it easy to examine the background based on the simplified computational complexity.</td>
</tr>
</tbody>
</table>

On the same note, there are some weaknesses in the approach which is an assumption that the scene as to be less dynamic. The other weakness on the same note is the expectation by the system that it is only one individual that is to be in front of the camera at a time.

The other positive aspects of the different reviewed solutions are quite comprehensive and serve the purpose. Some of these solutions help to deal with the issue of background subtraction. They also help to deal with the issues of technology
neutrality. However, it has also come out clearly that the background subtraction has to put into consideration the time and space complexity. It would also be important to consider the parameters that need to be tweaked for a particular sequence.

Solutions to video forensic analysis could come in handy in the fight against illegal videos selling and distribution. Through such solutions, it would be possible to determine the fingerprints in such videos. However, it is important to test the provided solutions in different scenarios to determine just how effective the solutions are. It is also clear that when it comes to forensic analysis of a view is being undertaken it would also be important to enhance the temporal and spatial fingerprint as well. Overall, the solution presented was substantially effective though in need of some more attention.

Advanced motion detection has been determined as a strategic method of detecting moving objects. In this case, the surveillance is facilitated using an AMD algorithm. The algorithm starts to track an individual or an object once the system’s user has specified the suspicious object or person. The system has been determined to be efficient. However, there is the issue of having to receive instructions from the user on what the system needs to track. This is indicative that the system is not totally automated.

The AMD algorithm makes use of the background subtraction method with the intention of creating a reliable background model that will facilitate better object tracking. Once more occlusion seems to be a major issue that must be dealt with in surveillance. Solutions to the issue include the development of a strong classifier that is generated through the boosting of the Support Vector Machine (SVM).
4.3 Movement classification - Problem definition

In recent years, the development of outdoor surveillance technologies has captured the interest of both researchers and practitioners across the globe. The objective of these technologies is to detect the presence of objects that are moving in the field of view of a CCTV camera(s) for national security, traffic monitoring in big cities, homes, banks and market safety applications (Lambie et al., 2017). However, detecting, classifying and analysing the movements of objects were traditionally a manual job performed by humans in which the guaranty of absolute attention over time by a human on duty remains small, especially in practical scenarios.

In general, in an attempt to develop a video analytic system that can detect and classify the presence of objects moving in its field of view, that system must be able to:

a) Classify detected objects into various categories.

b) Track the detected objects over time.

c) Classify their movements.

It is also interesting to note that, each of the above tasks poses its challenges in term of design and implementation.

4.3.1 Object Tracking and Detection

There are different methods that have been proposed as the best for object tracking and detection as the video is being recorded. In this context, it is possible to cluster together the edge and the corner features. These are clustered together to form an object. These are then tracked together. There are other alternatives to track where the snake contours can be utilized. In such cases, the contours can be used to detect the outline of an object. They can also be used to determine the track that is taken by the
object as it crosses frames (Wang et al., 2017). Variations of the optical flow, as well as blob trackers, can be used in certain situations. These are applied where the background model and the foreground have been learned. In such cases, the background subtraction techniques that are mentioned are region or background based.

In surveillance, there is a great need to detect suspicious objects. Such objects include luggage that has been left where it should not like e.g. at an airport. Due to this need, several systems have been developed with this capability. These systems are engineered to detect objects that have been resting in a given location for a given time (Wang et al., 2017). The system, in this case, considers the background as it is in the video. Histogram methods are utilized in such cases. The methods measure to determine whether there have been changes to the background which indicate that a new object has been introduced into the scene and whether it is static.

In surveillance, there is a rule that an object should be tracked for a long period. The object should also be tracked through various conditions. In such conditions arises the challenges that are faced when tracking an object. Such challenges include challenges to do with lighting where an object must be tracked even during the illumination changes. Challenges also arise where an object must be tracked through a dynamic and cluttered background. Shadows do not make things any easier (Wang et al., 2017).

Due to the demanding nature of the process of tracking objects, different methods have been utilized with the effort to make it easier. For instance, the prior model is utilized at times. The prior involves the development of a model object that has a close resemblance to the object that is being tracked. For example, a model of a human being can be used as well as a model of a car. These models provide the
surveillance system with the average dimensions and shapes associated with the particular objects that are being tracked. Armed with this information, it is easier for the system to track the objects without being distracted. (Zhang, Zhang & Chen, 2017)

In other instances, objects can be tracked using different methods. For instance, human beings can be tracked based on the models of the learned textural appearance. Contour tracking can also be employed. There is a cardboard model of the human shape that can be used when tracking people. This model is considered to be strong. This method can be used where the person is going through partial occlusion. It can also be applied when they are in groups. This method can also be used to determine whether the individual that is being tracked has picked up any object. This is a critical aspect of object tracking. The trackers should adopt to different conditions and situations.

4.3.2 Object Classification

Object classification has been a major issue when it comes to surveillance. It has been a major issue for computer vision as well. There are various solutions to these challenges. Often, the footage recorded and stored during a surveillance process has poor resolution (Anjum et al., 2016). In such cases, the objects that are being tracked might have very few pixels in the frames. In such a case, there will most likely be lack of information. As such, the course colour histogram methods can be applied in each frame (Anjum et al., 2016). Also, a strategic solution to the issue would be to track the video over a long time to create a model for the motion of the object being tracked.
VSAM employs two algorithms used for classification. Notably, both algorithms have to employ some training. These algorithms are the neural network and the Linear Discriminant Analysis (LDA).

The neural network is trained on area and blob shapes. The algorithm can discriminate between human groups, clutter, vehicles and humans. The second algorithm can run on vectors of up to 11 dimensions. These dimensions include blob height, position, and width and imagery features as well. In this case, the features of the image within the blob are taken into consideration. Interestingly, these algorithms are noted to have an average success rate of around 90%. However, it seems as if the LDA algorithm has better capability to discriminate compared to the neural network. The reason for this conclusion is that LDA can include more features (Wan, Wang, Guo and Wei, 2018). Nonetheless, both classifies are operated under single frames. However, the results that are acquired from previous frames are cached to smooth.

4.3.3 Movement classification challenges for outdoor surveillance

There are many hurdles faced by outdoor surveillance system designers and implementers. The first step toward automated activity detection is detection, tracking and classification of moving objects in the field of view of CCTV cameras; another challenge is that sensor resolution is finite, and it is impractical for a single camera to observe the complete area of interest. Therefore, multiple cameras need to be deployed. Also, the detected objects are context-dependent, but for a general surveillance system any independently moving object such as a vehicle, animal or a person are deemed to be interesting, but detecting and classifying these objects is a difficult problem because of the dynamic nature of object appearances and viewing conditions in practical scenarios (Alshaikh and Sedky, 2016).
Other challenges are that appearance of objects can vary considerably over time depending on the camera view, like front view or side view; the dynamic nature of lighting condition, relative distance to cameras can also affect the true appearance of an object over time. After tracking objects, it is important to record their movements over time, and the problems arise because of the need to estimate the trajectory of an object as the object moves around a scene, in modelling this kind scenario that requires where the object is in the image at each instant in time. The whole idea is to keep tracking and continuously observing an object concerning their size, motion and shape that vary over time. In a realistic environment such as shopping centres, busy street or ports, some objects are likely to change shape and size while moving. Another scenarios challenge in outdoor surveillance is the issue of occlusion, in a real-life situation, an object may be blocked by another object or structure or even a shadow of another object that leads to a discontinuity in real time observation, detection and classification of moving objects toward effective and automatic video forensic analysis. Detecting and classifying moving objects under occlusion is very difficult because of accurate positioning, shape, size and motion or velocity of an occluded object cannot be determined which could affect the result of forensic video analysis.

Robustness has been a major issue when it comes to surveillance. There is a need for the surveillance systems to be made more robust. This is associated with most of the issues to do with movement classification. For instance, to effectively monitor goods left in an airport lounge, the system should have a low false-negative rate. On the other hand, there will need to have excellent system performance. Such performance should be maintained when there is difficulty and the operating conditions are fluctuating (Verma, Zhang and Stockwell, 2017).
The variations in illumination have also been presenting problems in the system. This is a major problem when it comes to the monitoring of outdoor scenes. In such cases, the need to isolate the shadows might arise. The changes that might occur due to the changing position of the sun and the appearance or lack of the moon at night also have a great impact. Robustness is also affected by the changes that might occur in the indoor scenario. In such a case, changes might arise as a result of the changes in the light-source. Occlusion might also occur. Other factors that might be sources of challenges are a reflection, saturation, doors opening etc. (Verma, Zhang and Stockwell, 2017). The problems listed above should be avoided in commercial systems as much as possible.

4.3.4 Camera Handoff

Often, when several cameras are used to track an object, it is assumed that the field of view (FOV) will overlap. This is a serious restriction as far as surveillance is concerned. It is more severe when the area that is being monitored is a wide area. It also becomes more serious if there is occlusion of the lines of sight. When there are several FOVs between cameras, ambiguity is avoided by using the camera handoff algorithm (Zhang, Zhang & Chen, 2017). A handoff algorithm is one that is generated by moving the serving station of the camera while the cell boundary position is kept constant (Wu, 2010). The handoff algorithm helps to keep track of the objects as it is being tracked in between cameras (Akintola, 2015). Another solution to the FOV issue is the Bayesian approach. The approach is used to handle situations where the FOVs do not overlap. For the system to operate, it has to be facilitated with some allowable paths. A good example of how this is applied is in the traffic camera systems. The surveillance of traffic should be done by cameras that do not have
overlapping FOV (Akintola, 2015). The reason for this notion is that traffic will usually follow well-defined routes. More so, these routes extend over long distances. It is critical to note that it is almost impossible to monitor all every inch of each road. In such a situation, it is recommended that the cameras be placed in certain intervals throughout the roads. The recommended distance between the cameras is 2 miles (Akintola, 2015). As the cars enter the zone where there is camera, they are identified based on the positional information of the car as well as the appearance of the vehicle. This information is relayed based on the views that have been made previously by other cameras where the vehicle had passed in the past.

4.3.5 Efficiency

As far as surveillance analysis is concerned, the software that is being used is critical regarding determining how efficient the process will be. Such software come in handy, especially in real-time surveillance situations. The software should be designed to take action as they are getting information from the surveillance equipment. The central processing unit (CPU) and computer memory serve a great role in terms of the efficiency of such systems (Akintola, 2015). Nonetheless, the efficiency of such systems is inhibited by network bandwidth bottleneck. Usually, when surveillance is being done, the videos are located in specific locations. Such videos would then have to be moved to the location where the software that is issued for analysis is being run from.

When the videos are being moved over the network, there is need to control the network usage to facilitate efficient movement. In this case, the activities that are being undertaken in a frame will be key in determining whether it will be allowed access to the network or not. Those frames with lots of activity are allowed most of
the network resources. To accomplish this, there is need to sensor motion in cameras. This is accomplished by the Sensor Processing Units that are located in VSAM (Akintola, 2015).

4.3.6 Mining of Surveillance Videos

Movement classification is also associated with how the videos are mined. After the occurrence of an event, the video has to be mined to gather information concerning that occurrence. This is done through the analysis of the videos that have been stored that were recorded earlier on. Public cameras are designed to be ubiquitous in that as one goes about their business in a town with several cameras, it is very likely that they will be recorded by several cameras that are spread out in the town/city.

Whenever there is a security breach or occurrence that requires the security teams to consider reviewing CCTV footage, they do so manually. The security personnel get to go through the footages using their own eyes searching for any clues as to what happened. Several challenges present themselves in this case since the personnel are limited to the number of videos that they can watch at any given time (Feris et al. 2015). The task is very intensive and requires many people to view some videos. In such a case, it would be better if a system was developed and utilized that could analyse the videos based on given description of the object that is being searched for.

A system might also be required to search in the footage for instances where specific events took place, e.g. violence.

In case there are too many cameras that are linked to the video repository, this might present an issue when the process of video analysis is concerned. In such a case, it would not be easy to track an individual or an object through all different videos.
With a proper technique for movement classification, this issue should be easy to deal with.

4.4 Related Literature of Movement Classification Techniques

Over the years, various researchers have suggested that activity analysis in video surveillance will be the most important area of research when considering video surveillance research (Popoola and Wang 2012) and (Collins et al. 2002). Popoola and Wang (2012) further stated that even though there are many CCTV cameras to capture abnormalities or unusual behaviours, resources to monitor and analyse such captured video footage is limited. Most of the existing movement classification algorithms use a simple rule-based technique (Mathie et al. 2004). Some researches in video surveillance focused on action recognition, body parts recognition and body configuration estimation (Aggarwal 2011). There has been a recent advancement in researching about semantic descriptions of humans in challenging unconstrained environments (Poppe 2010).

The focus of this research is however on movement classification and when considering movement classification techniques, the question “what is going on in a scene” is considered (Popoola and Wang 2012). In this sense, there must be a clear definition of what is considered normal/usual and abnormal/unusual. Abnormalities are defined as actions that are fundamentally different in appearance or action done at an unusual location, at an unusual time (Varadarajan and Odobez 2009). When considering anomaly detection algorithm, detecting the spot and where anomalies occur with little to no false alarm is of great emphasis (Popoola and Wang 2012). When considering modelling scene behaviour, statistically based methods are currently used instead of rule-based methods, which use already defined rules to
classify the normal behaviour from abnormal behaviour that was previously used (Ivanov and Bobick 1999). Statistical based methods are believed to achieve a more robust solution to get useful information in behaviours of a considered scenario (Popoola and Wang 2012). This kind of method is based on either learning from normal behaviour and then using such criteria to differentiate between normal behaviour and abnormal behaviour or the process of learning and detecting normal and abnormal behaviour is done automatically. The challenge with this kind of approach is that human beings behave abnormally in different ways, and as such systems may trigger wrongly, hence a false alarm. Much work has been done on using machine learning techniques to train some algorithms on normal behaviours and abnormal behaviours so that such algorithms could effectively differentiate these two cases. Unfortunately, it is a hard task to exhaust all the abnormal behaviour to be carried out in real life scenarios (Amershi et al., 2014).

Several attempts have been in place for movement classification, using different techniques such as pattern recognition (Weiming et. al. 2004 and Iwashita et. al. 2013), artificial intelligence (Iwashita et. al. 2013, Agrawal and Mena 2013), and neural network techniques (Karpathy et. al. 2014). In the next section, some selected studies of some of these different movement classification techniques are discussed.

4.4.1 Artificial Intelligence

The whole concept of Artificial intelligence (AI) is centred on four approaches which are namely: thinking humanly, acting humanly, thinking rationally and acting rationally (Russell and Norvig 2010). Haugeland in 1985 looked at AI as an exciting new effort to make computers think, i.e. machines possessing minds in the fullest and literal sense (Haugeland 1985). Bellman looked at AI to be automation of activities that can associate with human thinking, activities such as decision-making, problem-
solving, learning amongst many other activities that could be performed by the real human brain (Bellman 1978). Considering acting humanly, Kurzweill looked at AI as the art of creating machines that perform functions that require intelligence when performed by human beings (Kurzweill 1990). In the same direction, Rich and Knight in 1991 looked at AI to be the study of how to make computers do things at which, currently, people are better (Rich and Knight 1991). In respect to thinking rationally, AI is viewed as the study of mental faculties using computational methods (Charniak and McDermott 1985). In this same direction, Winston considered AI to be the study of the computations that make it possible to perceive reason and act (Winston 1992). When considering acting rationally, Poole et al. (1998) looked at AI as the study of the design of intelligent agents. In this same light, Nilsson (1998) defined AI as being concerned with intelligent behaviour in artefacts (Nilsson 1998).

AI has several applications to include:

1. Robotic vehicles: AI techniques have been deployed to successfully move a robotic car called STANLEY and won the 2005 DARPA Grand Challenges.
2. Speech recognition: It is now possible with the help of AI to be guided by automated speech recognition and dialogue management system.
3. Autonomous Planning and Scheduling: NASA’s Remote Agent program successfully carried out an autonomous planning program to control scheduling of operations for a spacecraft.
4. Game planning: Development of Atari Games (Guo et al., 2014).
5. Spam fighting: Classification techniques have been successful in separating authentic messages from spam messages, hence saving our inbox messages from spam emails.
6. Logistic planning: AI techniques have successfully been deployed in many applications to generate planning of events that would have taken several weeks or months in just minutes.

Robotics: Robots have been deployed as vacuum cleaners for home use, handling of hazardous materials, clear explosives and identify the locations of snipers.

7. Machine Translation: With the help of AI techniques, a person can speak from one language and can be conveniently translated into another language (e.g. From Arabic to the English language) (Russell and Norvig 2010).

According to Alzou'bi et al. (2014), AI can simply be applied to calculations in integral and differential calculus, electrical circuit theories, logical mathematics, and game playing fields. It can also act in new applications as a key technology, such as to telephone systems where it applied to recognise the speech, the banking systems, where AI is applied to detect attempted credit card fraud, and software systems where AI response to problems and present appropriate advice.

The academic resources available show that AI techniques have already had numerous applications such as in combating cybercrimes. For example, neural networks are applied to intrusion prevention and detection systems, but there are also proposals for using neural networks in “Denial of Service (DoS) detection, spam detection, computer worm detection, malware classification, zombie detection, and forensic investigations. Also added to that AI techniques such as Data Mining, Heuristics, Artificial Immune Systems (AISs) and Neural Networks have also been applied to new generation anti-virus technology (Charniak, and McDermott 1985). Nevertheless, applications of AI to movement classification remains less concern to researchers, therefore; this study is aimed at addressing it. Likewise, various attempts
on movement classification by researchers in the past using neural network techniques are discussed in section 4.4.2 below.

4.4.2 Neural Networks

The idea of Neural Networks (NN) is concerned with learning the kind of behaviours that could be achieved when by attaching several neurons, therefore, it is likened to be closely related to the brain (Hawkins and Blakeslee 2004). NN had the hope that by correctly linking a bunch of neurons together will correctly improve the challenges that were not solved in AI.

Artificial Neural Networks (ANNs) has been an active research area since the 1980s and has made a huge success. Not with standing it has several challenges such as selection of the structure and the parameters of the networks, selection of the learning samples, selection of the initial values, the convergence of the learning algorithms amongst several other challenges (Ding. et al. 2013). In the 1990s, to optimise the design and parameters of ANNs, Evolution Algorithms (EAs) came into play to achieve this purpose (Whitley 2001). However, Ding et al. (2013) noticed that both EA algorithms and ANNs are the theoretical results of applying biological principles to science research. Hence, for now, even the combination of EA algorithms and ANNs has not been able to achieve intelligent solutions close to that of a human being.

It is very clear that NN and AI techniques are very important and have several applications that cut across several important areas of life. However, Hawkins and Blakeslee (2004) noticed that in the mid-1980s, artificial intelligence systems were failing in some applications and hence people started thinking of alternative ways to solve problems and in an effective way that it will not fail. Nilsson (1998), viewed this assessment quite differently by postulating that by aiming to achieve real human-
level AI could imply the swap of operations that humans carry out for pay, which could be automated thus involving the task of building a special purpose system, this lead to the interest in Neural Networks, which were an improvement over AI and was in a way built on architecture to depict real nervous systems (Hawkins and Blakeslee 2004). Furthermore the application of NN to movement classification is also an area that needs to be investigated more broadly. According to Saravanan and Sasithra (2014), the integration of neural network and artificial intelligence is significant in that, it teaches the system the execution of a task, rather than using computational programming system to perform certain tasks. The inclusion of AI in NN is to perform such tasks, which is referred to as artificial neural network (ANN). In ANN, Saravanan and Sasithra (2014) discussed that it contains numerous artificial neurons that are linked by explicit network architecture. The main objective of the neural network is to transform the inputs into substantial outputs that are fit for purpose.

Movement classification in ANN is considered one of the most dynamic studies and areas of application. However, the major drawback of applying ANN is identifying the most suitable learning, transfer function and grouping of training for data sets or images classification with increasing number of classified sets and features. The diverse functions combination and its effect while applying ANN as classification technique is examined in Saravanan and Sasithra (2014) study and the accuracy of functions have been analysed using different datasets and image inputs. Considering different application datasets and images, various ANN integrated techniques have been proposed. Elazary and Itti (2010) proposed a technique that was applied to the classification of IRS-1D satellite images. Also, the study suggested the fitness of Back Propagation Neural Network (BPNN) for remote sensing image classification based on three steps. The first step measures the first order histogram with feature
extraction. The next step, classification based on BPNN is done, while the final step compares the results with the maximum likelihood classification (MLC) technique. The statistical features in this study are based on the first-order distribution measure like the standard-deviation, mean, kurtosis, energy, skewness, and entropy. The network comprises three layers. The input layer is fed with extracted features which contains 18 neurons in the classification of IRS-1D satellite images, six classes were used, and the back propagation neural network was trained on these classes. The whole image was classified using this trained network. ANN is used by the IRS-1D satellite images classification of IRS data to select a suitable training method. There are various training algorithms for feed forward networks. The gradient of the performance function is used by all the algorithms to find out how to fiddle with the weights to decrease the performance. The back-propagation technique determines the gradient. This gradient performs computational backwards through the network. An innovative classification technique was devised in Gijsberts et al. (2014) for neck movement patterns using a flexible BPNN. The major aim is the estimation of the prognostic ability of a BPNN using neck movement variables as input. In this study of the selected test case of a collection of three-dimensional (3D) neck movement data from 59 samples were subjected to testing proposed system. The result of the BPNN in an actual calculation for 84% of the control subjects, revealing the suitability of a BPNN for motion characteristic predictions. ANN was used in the study of Wang and Farid (2006) that proposed remote sensing images classification. The ANN is referred to as a significant part of AI which has been used extremely in the study of remote sensing classification. Using a case study of a complicated sensing classification, supervised classification is carried out on the training samples. The multilayer feedforward network is discussed in Choromanska et al. (2015) as classification
technique which diverges from many traditional statistical classifications due to its dependency on conditions and assumptions. This poses a problem in which NN is regarded as a solution since they are non-linear, self-adaptive and universal function approximators. Apart from AI, NN, and ANN, Cortical Learning Algorithms are another powerful tool that has been attempted for classification, some of the records of this are discussed in the next section.

4.4.3 Cortical Learning Algorithms

The Cortical Learning Algorithm (CLA) is a result of an attempt to model the complex and structural nature of neocortex and capture the algorithmic properties and characteristics of the neocortex. It is biologically proven that neocortex is the seat of intelligent thought in the human or mammalian brain. Intelligent properties such as vision, movement, hearing, touching, etc. are all performed by this intelligence, these cognitive tasks that are largely performed by the neocortex of humans are very difficult to design in real life scenarios.

There are many things humans find easy to do that computers are currently unable to do (Numenta, 2011). This task includes vision, hearing, touching, movement, understanding spoken language and planning capabilities that are largely performed by the human neocortex. Despite extensive research that was carried out previously only few results were achieved in modelling higher-level cognitive functions like Hierarchical Temporal Memory (HTM). Human capabilities largely depend on their behaviour that influences what they perceive. Almost all human actions change what they sense (Numenta, 2011). Sensory input and motor behaviour are intimately entwined. For decades the prevailing view was that a single region in the neocortex, the primary motor region, was where motor commands originated in the neocortex. Over time it was discovered that most or all regions in the neocortex have a motor
output, even low-level sensory regions. It appears that all cortical regions integrate sensory and motor functions.

Cerebral context is part of the human brain that constitutes about 85% of brain total mass and is responsible for higher level cognitive functions (Numenta, 2011). The different parts of the neocortex, whether they are responsible for vision, hearing, touch, or language, all work on the same principles (Jeff Hawkins,). The cells in a region of cortex can learn and recall sequences of patterns, which is an essential element for forming invariant representations and making predictions (Jeff Hawkins,). Cortical is derived because of the function or condition of the cerebral cortex in the human brain. In an HTM network, Sparse Distributive Representation (SDR) is used to learn a large number of spatial patterns and temporal sequences. Training data in the form of an input stream is presented to the network, and a model of the statistical structure of the training data is built. Unlike models for static pattern recognition, HTM accounts for spatial and temporal variability in the input data. It accomplishes this by learning sequences of commonly occurring input patterns in an unsupervised manner. The prior versions of the HTM algorithms differ significantly from the HTM CLA. Prior versions of the algorithm used Markov chains and Bayesian Belief Propagation. In CLA versions, novel input patterns were compared to the subset of stored input patterns, and the likelihood over the set of stored input patterns was calculated. The likelihood over the set of stored patterns became the input to the temporal learning component of a node in which a Markov graph of temporal transitions is learned by building a first-order transition matrix. The Markov graph is then partitioned to form Markov chains. The likelihood over the spatial input pattern is used to compute the single most probable Markov chain given the current evidence.
4.5 Analysis

It is very clear that AI techniques are very important and have several applications that cut across several important areas of life. However, Hawkins and Blakeslee (2004) noticed that in the mid-1980s, artificial intelligence systems were failing in some applications and hence people started thinking of alternative ways to solve problems and in an effective way that it will not fail. Nilsson (1998) viewed this assessment quite differently by postulating that by aiming to achieve real human-level AI could imply the swap of operations that humans carry out for pay, which could be automated thus involving the task of building a special purpose system, this lead to the interest in Neural networks, which were an improvement over AI and was in a way built on the architecture to depict real nervous systems (Hawkins and Blakeslee 2004).

Hawkins and Blakeslee (2004) however noticed that NN could not meet very three important criterion which the brain had. These are:

a) In real cases, brains process a rapidly changing stream of information and not the static flow of information.

b) The feedback connections which dominates most connections in the neocortex were not understood

c) Any theory that wishes to imitate the brain should take the physical structure of the brain into consideration and as such neocortex is never a simple structure (Hawkins and Blakeslee 2004).

The whole process of neural networks was concerned with a static input pattern being converted to a static output pattern which is far from what the actual brain processes. As time has evolved, NN has evolved too, but none of the techniques associated with neural networks has cared to incorporate the architecture of neocortex into NN.
AI and NN have so much focused on the fact that, intelligence lies in the behaviour that a program or neural network produces after a given input is processed. However, intelligence is not all about acting or behaving intelligently, but is also about knowing exactly what goes on in your head. Thus, understanding what goes on in one’s head will greatly assist in developing machines that are more intelligent (Hawkins and Blakeslee 2004). To be able to extract the real intelligence, to build intelligent machines, it will need to extract intelligence from nature’s engine of intelligence which is the neocortex (Hawkins and Blakeslee 2004). Nilsson (1998) argued for the development of general purpose educable system that can learn and be taught to perform any of the high-volume jobs that humans perform. In general Hawkins and Blakeslee (2004) noted that to build a system that behaves like the brain, there should be an intake of the stream of changing information, recognition of patterns in such a way that, there is no prior knowledge about the input source, making accurate predictions and react correctly. 

This could only be achieved with the help of understanding how the neocortex works, which is the part of the brain that handles higher functions in human beings such as conscious thoughts and language processing. This approach is based on modelling the structure of the neocortex and how it works. However, approaches like AI is built upon the idea of a neural network, which in essence, NN does not behave in the same way as the brain thinks, and this is not what is considered intelligence. The HTM is different form NN in that there is no need to carry out a backpropagation since the HTM is usually being updated as the information flows for the first time. According to (Clark 2014), NNs cannot produce systems that can have intelligent behaviour; this approach is thought to be implemented using the Cortical Learning Algorithm (CLA). This approach is usually made up of six very important components which include:
1. online learning from streaming data,
2. hierarchy of memory regions,
3. sequence memory,
4. sparse distributed representations,
5. all regions are sensory and motor, and
6. Attention.

The CLA processes streams of information, classify them, learning to spot differences, and using time-based patterns to make predictions.

In humans, these capabilities are largely performed by the neocortex. Hierarchical Temporal Memory (HTM) is a technology modelled on how the neocortex performs these functions. HTM offers the promise of building machines that approach or exceed human level performance for many cognitive tasks. Almost all the most important activities carried out by mammals are controlled by the neocortex such as vision, hearing, touch, movement, language, and planning (Hawkins et al. 2010).

HTM models neurons which are arranged in columns, in layers, in regions, and in a hierarchy. HTM works by a user specifying the size of a hierarchy and what to train the system on, but how the information is stored is controlled by HTM. In general, the HTM is a hierarchical organisation and is basically time-based. The HTM consists of the region which is the main unit of memory, and it also comprises feedback connections which make the hierarchy diverges as one descends the hierarchy.

In all of these, the time has a major role as it plays a very important role in learning, inference and prediction. A CLA algorithm learns the temporal sequence from the stream of input data; even though it is difficult to predict what patterns may likely follow the next. This HTM algorithm is very important because it covers what is
believed to be the building block of the neural organisation in the neocortex (Hawkins et al. 2010).

4.6 Conclusion

It has come out clearly, from this chapter, which vide analytic for post-incident analysis is quite useful for forensic purposes. Even with the intelligent surveillance that is intended to be accomplished by the surveillance equipment, there is a difference in capability when it comes to the analysis of different videos due to the environment that they were recorded at. Nonetheless, there are several methods that have been proposed as a possible solution to the issue. One method that is discussed herein is the adaptive multi-modal background subtraction method. This method handles slow changes in illumination, repeated motion from background clutter and long-term scenes. This is just one of the different methods of motion-based techniques.

The different methods of video analytics have been noted to be facing certain challenges. In the development of a video analytic system, the main functions that the system is expected to perform include the classification of the detected objects, tracking of the detected objects over time, and classification of the object’s movements. The challenges to this endeavour include the challenge associated with the sensors, occlusion, lighting issues, angle issues, etc. The literature on the main issue at hand which is movement classification is also included in the chapter. What emanates from the literature review is that studies and researches conducted in the past on the same were fruitful most of the time though the proposed solutions were marred with some challenges. Nonetheless, it is clear that there is progressive improvement on the issue. More so, the video analytic technologies that are discussed
herein are strategically engineered in order to try and meet the video forensic requirements.

There has been some research in using AI and NN techniques to solve problems of movement classification. However, AI and NN have shortcomings of classifying what is abnormal based on the training it previously acquired from the inputs (Hawkins and Blakeslee 2004). However, Bio-inspired computational models have proved to be successful over conventional methods. Although ANNs remain of the most active classification techniques in various applications and researches, it is not without flaws as mentioned earlier. One effective method is known as Back Propagation Neural Network (BPNN), which has shown more accuracy when compared with maximum likelihood method. However, this work is, therefore, focusing on the study of the CLA through the investigation of the possibility of applying it to movement classification, to develop a novel movement classification technique.

The problem with the movement classification in video analytics is discussed in detail. To understand the issue better, the literature on the subject is discussed with a further focus on the weaknesses and strengths of these research studies. Seemingly, there are challenges that are associated with video forensics as far as information analysis is concerned. The analysis of the video in different contexts depends on the method that is used. Here in, there are discussions on the different researches that have been conducted in the past seeking to shed more light on video analytic especially in its movement classification task.

Artificial Neural Networks (ANNs) has been noted to be an active research area since the 1980s and has made a huge success. It is also indicated herein that it faces several challenges such as selection of the structure and the parameters of the networks,
selection of the learning samples, selection of the initial values, the convergence of
the learning algorithms amongst several other challenges (Ding. et al. 2013).

This Chapter concludes that, previous research in building intelligent machine similar
to human capabilities remain limited, even though literature evidence indicate that
despite series of effort made by AI researchers and recent effort made by Artificial
neural network researchers to build viable algorithms for achieving human-like
performance, they still suffer fundamental flaws, as all the existing solutions fail to
adequately address what intelligence is or what it means. However, it was also
concluded that more efforts are required to address how the brain works such as
remembering fast events. Although human brains are made of neurons; therefore, the
brain is a neural network that is the fact. For the understanding of how neurons
interact which will lead to the emergence of properties of intelligence, understanding
this connection of neurons still remains a problem that was unsolvable with AI which
means replicating the correct connections between populations of neurons. Another
important conclusion that can be drawn from the studies on the application of the
Cortical Learning Algorithm in movement classification.

Chapter 5

Application of Cortical Learning Algorithms to
Movement Classification
5.1 Introduction

This chapter discusses the use of Cortical Learning Algorithms for movement classification. It gives details about the Hierarchical temporal memory (HTM), and its components and choices of CLA were discussed. Furthermore, the proposed movement classification technique is presented with its requirements and implementation. The chapter concludes with a recap which further leads to the next chapter.

The studies of how the human brain works with the aim of imitating and training a machine to intelligently behave and computationally act as the human brain for ease of analysis is of great importance to the research community, looking at an enormous task that the brain goes through in the study of various events that might occur or has occurred (Hawkins, Ahmad, and Dubinsky, 2011).

HTM is a memory-based system that models the architectural details of neurons that, as such, is one of the categories of neural network (NN) (Ahmad and Hawkins, 2015). HTM model’s neurons, which are arranged in columns, layers as well as regions of hierarchy. However, HTM as a network is trained on lots of time-varying data and relies on storing a large set of object patterns and sequences.

HTM is a machine learning technology capturing the algorithmic and structural properties of the neocortex. Simply put, the neocortex is the intelligence thought in a mammal’s brains performing high-level touch, language, hearing, vision, movement, and planning thus neocortex implements a wide range of specialized algorithms (Flannelly, 2017). HTM, therefore, gives a framework of how neocortex functions as its programming require training by exposure to a stream of sensory data. It is a system based on memory, and its networks are trained with lots of time-varying data which relies on stored sequences and patterns and has a restrictive memory (Branch
HTM is inherently time-based and is organized in a hierarchical manner that allows the specification of the size of the hierarchy and what to train the system on as the information distribution is being controlled by HTM. The user identifies what to train the system on, and the size of the hierarchy as the HTM only controls how and where the information is stored.

The benefit of the hierarchy in the neocortex is efficiency perhaps significantly reduces training time for the system and memory usage because patterns learned at each level of the hierarchy are reused when combined in novel ways at higher levels. At the lowest level of the hierarchy, the human brain stores information about a point. However, the point is the small unit of many objects and its properties such as movements in the world. Also, the lower level pattern is recombined at middle levels or regions into more complex objects such as cars, houses, street, etc.

To learn a new high-level object the brain does not need to re-learn its components, that is one advantage of the hierarchical model in the neocortex of the human brain and also that is one of its capabilities. As another example, consider that when you see a new car, you do not need to relearn whether it can run, stop and reverse behaviour, so also if, for the first time in your life-time you see a new animal with wild teeth you do not have to relearn whether it can bite and can also eat with, etc., you can actually predict the behaviour of that animal.

Sharing representations in a hierarchy is also leading to a generalization of expected behaviour. The hierarchy enables a new object in the world to inherit the known properties of its sub-components. How much can a single level in an HTM hierarchy learn? Alternatively, rather how many levels in the hierarchy are necessary? There is a trade-off between how much memory is allocated to each level and how many levels are needed. Fortunately, HTMs automatically learn the best possible representations at
each level given the statistics of the input and some resources allocated (Fan, Sharad, Sengupta and Roy, 2016). If you allocate more memory to a level, that level will form representations that are larger and more complex, which in turn means fewer hierarchical levels, may be necessary. If you allocate less memory, a level will form representations that are smaller and simpler, which in turn means more hierarchical levels may be needed. Up to this point, it has been describing difficult problems, such as vision inference, (“inference” is similar to pattern recognition). However, many valuable problems are simpler than vision, and a single HTM region might prove to be sufficient. For example, to apply an HTM to predict where a person browsing a website is likely to click next. This problem involves feeding the HTM network streams of web click data. In this problem there is little or no spatial hierarchy, the solution mostly required discovering the temporal statistics, i.e., predicting where the user would click next by recognizing typical user patterns. The temporal learning algorithms in HTMs are ideal for such problems. Hierarchies reduce training time, reduce memory usage, and introduce a form of generalization; this study argues that such capabilities of learning algorithms would tackle and simplify solving the problem of movement classification of an object.

Cortical Learning Algorithms (CLAs) comprises an effort by researchers in Numenta Inc. to design a model that can perceptually and computationally analyse neocortex learning in the brain (Hawkins et al. 2011; Agrawal & Franklin 2014). The cortical learning algorithm is utilized as a part of the second implementation of a designed framework for perceptual learning called Hierarchical Temporal Memory (HTM) (Agrawal & Franklin 2014; George 2008; George & Hawkins 2009; Hawkins et al. 2009). As further highlighted by Agrawal and Franklin (2014) that the algorithm (CLA) typically functions on a set of data structure, and the two of them together to
accomplish some level of spatial and temporal pattern recognition. The data structure utilized is a gathering of segments of cells, called a locale. A cell in a section is a neuron-like substance, which makes associations with different cells, and totals their action to decide its state of initiation.

5.2 Challenges and Requirements of Movement Classification

As noted in the previous chapter, there are several challenges to movement classification. The main issues are associated with the hurdles that the outdoor surveillance system designers have to deal with. Notably, these issues must also do with the detection, tracking as well as the classification of the moving objects that are captured by the surveillance equipment (Alshaikh and Sedky, 2016). The other main challenges, which were discussed in the previous chapter is the fact that the sensor resolution that is used by the cameras are finite and thus cannot be able to tack all angles and everything that is under the complete area considered to be of interest. To deal with these issues, it was recommended that there is need to install several cameras which would be placed in a way that will enable them to capture different angles and positions of the moving target.

The other main challenge that is experienced in movement classification has to do with the appearance of the objects. Notably, many times the object will change position and angles and thus is considered to be dynamic (Alshaikh and Sedky, 2016). In this context, the camera and surveillance system are expected to be dynamic as well when it comes to the tracking of the moving object. The movements of the object should also be tracked and even their trajectory estimated. Overall, if these roles are enacted as indicated in the previous chapter, it will make it easy to capture and trace the movement of an object through different surveillance equipment.
As noted in the previous chapter as well, there is the challenge of occlusion that takes place when surveillance is being done. This is when other structures or objects or even shadows block the object that is being observed. Because of such blockage, the discontinuity of such observation is disruptive to effective analysis and video forensics. In this case, it is usually not easy to accurately position the object. It is not easy as well to determine the shape the size and the velocity of the object, and as such, the overall quality of the forensic video analysis is affected.

5.3 The rationale for The Proposed Algorithm

The rationale behind the Cortical Learning Algorithms (CLA) is based on the capabilities of the algorithm which enable it to solve the movement classification issues at hand. The main reason what the Cortical Learning Algorithms (CLA) is considered to be a good option is based on the ability of the algorithm to analyse neocortex learning in the brain both conceptually and perceptually (Agrawal and Franklin, 2014). The CLA also functions on a data structure that strategically makes it a good option simply because it can accomplish some level of spatial and temporal pattern recognition (McLean, 2014). The data structure that is used is based on a segment of cells that are referred to as a locale. The algorithm brings the idea of real-life scenario closer to be a reality in surveillance.

5.4 Hierarchical Temporal Memory

Hierarchical Temporal Memory (HTM) is a machine learning technology that models how higher-level capabilities of the human neocortex brain is and how it performs tasks such as visual pattern recognition, understanding language recognizing object's movement, etc. The neocortex is the seat of intelligent thought in the mammalian brain. High-level vision, touch, hearing, planning, movement, and language are all
performed by the neocortex (Leake, Xia, Rocki and Imaino 2015). Given such a diverse suite of cognitive functions, one might expect that the neocortex would implement an equally diverse site of specialized neural algorithms. However, this is rather untrue as neocortex displays an extraordinary unchanging pattern of neural circuitry. It is suggested by biological evidence that the neocortex implements a common set of algorithms to perform many different intelligence functions. The neocortex ability is understood through the theoretical framework provided by HTM (Kirtay et al., 2016).

This study proposes an object movement classification technique based on the concept of this technology depicted in Figure 5-1. However, HTM provides a type of neural network that is a memory-based network (Tian et al., 2018). This is fundamentally trained on a lot of time-varying data and relies on storing a large set of patterns and sequences. Information flow is always in a distributed fashion (Demirkus, Precup, Clark and Arbel, 2015).
HTM consists of some regions that represent a level of hierarchy in the network (Streat, 2016). As you ascend in the hierarchy, there is always convergence of information due to feedback so while as you descend the information diverges in the hierarchy. Travelling up and down in the hierarchy, spatial and temporal resolution diverges and converges. At the lowest level of an HTM network, the input patterns of object identification and movement classification are constantly changing, much like the incoming sensory stimuli humans receive (Mnatzaganian, 2016). Cell activation patterns are more stable because information is transferred up and down in the
hierarchy in predictable sequences. The brain constantly compares incoming sensory patterns and stores a model of the world that is largely independent of how it is perceived under changing conditions.

According to Hole (2016), the HTM builds sparse, invariant representations of pattern sequences representing repeated structures in the input stream. The algorithm learns which patterns are likely to follow each other, thus learning to predict future patterns. When the HTM receives a novel pattern, it tries to match it to stored patterns. Because inputs never repeat in the same way, invariance of the stored sequences is vital to the ability to recognize inputs. Also, time plays a crucial role in HTM. Predictions can only be made by a sequence of earlier received patterns. Sometimes it is enough to know the previous pattern most recently received while at other times it is also necessary to know patterns received earlier. The ability to predict using variable-length sequences of patterns is due to the variable order memory of HTM. It is important to note that HTM does not understand the meaning of patterns; it only knows what patterns are likely to follow particular observed patterns.

5.5 Cortical Learning Algorithms (CLA) and its Components

According to Purdy (2016), the Cortical Learning Algorithms (CLA) constitute effort made by Numenta Incorporation to design a model that can analyse neocortex learning in the brain both computationally and perceptually. The CLA is utilized as a part of the second implementation of a designed framework for perceptual learning called Hierarchical Temporal Memory (HTM). The algorithm, CLA, functions on a set of data structure, and the two of them together accomplish some level of spatial and temporal pattern recognition (Galetzka, Strüngmann, and Weber, 2014). The data structure utilized is a gathering of segments of cells, called a locale. A cell in a section
is a neuron-like substance, which makes associations with different cells, and totals their action to decide its state of initiation. It is biologically proven that neocortex is the seat of intelligent thought in the human or mammalian brain (Horschig et al., 2015). Intelligent properties such as vision, movement, hearing, touching, etc. are all performed by this intelligent seat, this cognitive task that is primarily performed by the neocortex of humans are challenging to design in real life scenarios. Several thousands of neurons can be contained in a normal neuron. Most of the neurons are noted to be on distal dendrites. The remaining neurons are determined to be on proximal dendrites. For a long time, it had been considered that learning was about the weakening and strengthening of the effect that the synapses have regarding weight. In this context, it is noted that all synapses are stochastic. As such when the synapses are released, they do not release neurotransmitter in a reliable manner. It is also important to note that the synapses contained in the HTM cells have binary weight. It is also important to consider that the synapses that are contained in the HTM cell have a permanence value. This value is a scalar value. This value is usually adjusted as the learning process is underway.

The number of the valid synapses are not fixed especially those that are contained on the distal and proximal dendrite. The synapses are contained in the HTM cell.

**5.5.1 CLA Components**

The CLAs can be divided into four components: spatial pooler, encoder, temporal pooler, and classifier as Figure 5-2 shows.
Encoder: HTM gives an adaptable and naturally precise system for settling expectation, grouping, and oddity location issues for a wide scope of information sorts (Hawkins and Ahmad, 2015). HTM frameworks require information contribution to the type of Sparse Distributed Representations (SDRs) (Ahmad and Hawkins, 2016). SDRs are not quite the same as standard PC representations, for example, ASCII for content, in that significance is encoded straightforward into the representation. An SDR comprises of a vast exhibit of bits of which most are zeros, and few are ones. Every piece conveys some semantic meaning so if two SDRs have more than a couple covering one-bits, then those two SDRs have comparable implications. Any information that can be changed over into an SDR can be utilized as a part of an extensive variety of uses utilizing HTM frameworks. Therefore, the initial step of utilizing an HTM framework is to change over an information source into an SDR format utilizing what we call an encoder. The encoder changes over the local configuration of the information into an SDR that can be bolstered into an HTM framework. The encoder is in charge of figuring out which yield bits ought to be ones, and which ought to be zeros, for given information esteem in such a route as to catch the essential semantic qualities of the information.

Spatial pooler: The open field of every section is a settled number of information sources that are arbitrarily chosen from a much bigger number of hub data sources. In light of the info design, a few segments will get more dynamic information values
(Yang et al. 2009). Spatial pooling chooses a consistent number of the most dynamic sections and inactivates (represses) different segments in the region of the dynamic ones. Comparable information designs tend to actuate a steady arrangement of sections (Zhuo et al., 2012).

There are various goals that are accomplished by the spatial pooler which overlap. These goals are used to determine how the spatial pooler learns and operates.

➢ The first goal involves the use of columns. Usually, there are a fixed number of columns in an HTM region. These columns are used to represent the common patterns that are contained in a region. Some of the objectives in this context include the reassurance that the columns are being used to represent something that is regarded as useful (Moya and Rojas, 2015). This should be despite the number of columns that are present. It is important that a situation where there are some inactive columns is avoided. To accomplish this, the columns are tracked down. As this is being done, their activity is compared to that of their neighbours. If the inactivity level is determined to be too low, the activity level of the columns input is increased. This motivates the columns to change and increase its activity. As a result, the column ends up being one of the winning columns. As such, the columns compete with their immediate neighbours.

➢ There is also the goal to maintain the desired density. It is important that a sparse representation of the inputs be formed by a region. Those columns that do not have many inputs are inhibited by those that have. The columns receptive field’s size is determined to be proportional to the radius of inhibition (Byrne, 2015). Only some of the columns that are determined to be active are classified as being winners within the radius of inhibition. Usually, in the radius of inhibition, the columns are arranged in 2D formation.
The other goal is to avoid the trivial patterns. It is critical that only the non-trivial patterns are represented by the columns (Byrne, 2015). It is possible to accomplish this using the minimum threshold. The threshold for the different columns that have been classified to be active can be set. For instance, the threshold can be set at 40. In such an instance, the column would have to have 40 active synapses for it to be active. When there is a threshold that has been set, trivial patterns are avoided since there is a guarantee of a specific level and trait in the columns.

The other main goal is to avoid extra connections. As the column is forming connections, it should be controlled. Notably, the initial connections might not overwhelm the column. However, with time, the column could start responding to unrelated patterns (Byrne, 2015). To avoid this, the permanence value of the different synapses that are not contributing to the winning column is reduced. When this is done, then the non-contributing synapses are controlled. In such an ideal situation, the column only gets to represent limited input patterns.

The other goal is associated with the self-adjusting of the receptive fields. It is important to note that the real brain is designed to be plastic. The neocortex is noted to be flexible and can change in certain situations. For instance, it can be able to learn to represent different things as it is reacting to change (Byrne, 2015). Interestingly, when a part of the neocortex is unable to perform its duties, it is replaced by other parts. The other parts come in to accomplish what it failed to do. The system is designed to be self-adjusting to mitigate issues that arise.

The spatial pooler functions are designed to accomplish the following: Firstly, it starts with a specific number of bits which represent the sensory nerve. It is also tasked with the role of assigning the columns to the regions which are expected to receive the
input. In this context, the columns have a fixed number of dendrites. These dendrites, in turn, have specific potential synapses. The potential synapses are then assigned permanence values. These values are then used to determine whether a synapse will be determined to be valid or not.

It is the responsibility of the spatial pooler to determine the exact number of active synapses which are connected to the active input bits. This is done for every given input. The pooler also functions to facilitate the multiplication of all the active synapses. Upon boosting, a fixed number of columns that are contained in the inhibition radius are disabled. This is accomplished by those columns that have the highest rate of activations. The spread of the input bits is what determines the inhibition radius. The result of the process is the active columns that are sparse.

The final function of the spatial pooler is the adjustment of the permanence values. This is done with all the potential synapses. During the adjustment, those synapses which are aligned with the active input bits, their permanence values are increased. On the other hand, for those that are aligned with those that have inactive input, their values are decreased. Due to the changes that are made to the permanence values, some synapses might change from being valid to invalid. The opposite can also happen.

**Temporal Memory**: Temporal pooling has been a dynamic region of research for HTMs and Numenta for quite a long while. The significance of temporal pooling and the general objectives of temporal pooling have been to a great extent predictable (Melis et al. 2009). Be that as it may, the expression "temporal pooler" has been utilized for various diverse executions and looking through the code, and past documentation can be to some degree confounding. The first CLA whitepaper utilized the term temporal pooler to depict a specific usage. This usage was unpredictably tied
in with succession memory. Thus the succession memory and transient pooling were both alluded to as "temporal pooling," and the two capacities were perplexed (Perea et al. (2009) and Zhituo et al. (2012)). The temporal pooler checks the active columns to determine whether there are cells which have assumed a predictive state in the column. If found, the pool functions to activate such cells. Finally, the cells that will be active will be a resemblance to the input regarding the prior input. The pooler also makes sure that the active cells that are connected to synapses. This is done for every dendrite segment. If it happens that the number is exceeding the threshold, then the dendrite is considered to be active. As for those cells that do not have active dendrites, they are set to remain inactive. The prediction of such a region is the collection of those cells that are in a predictive state. When a dendrite segment is activated, the pooler modifies the permanence values for the various synapses. The synapses that are affected are those that are associated with that particular segment. The permanence of those synapses which are connected with the active cells is also increased by the pooler. However, it also serves to decrease the permanence of those synapses which are connected to inactive cells. Nonetheless, the changes that are made to the synapses are considered to be temporary changes. The pooler also serves to modify the synapses that are located on the segments which are fit to be made active. Such segments are those that have already been trained enough and can achieve an active state. There are instances when the status of a cell can change from active to inactive. In such an instance, if the change takes place as a result of feed-forward input, then the potential synapses that are associated with that particular cell are traversed. In such cases, the temporary marks that have been put on the synapses are removed. As such, it is only those synapses that made the correct predictions as far as feed-forward
activation is concerned that is updated. When there is a change in a cell where the cell changes from either inactive to active or vice versa, the permanent changes that had been marked previously are changed. In such cases, the permanence changes are marked as active.

**Classifier:** HTM-CLA plans to learn and speak to structures and groupings in light of memory predictions. In any case, the classifier used to construe the arrangement yield from HTM-CLA are a long way from palatable. Classifiers utilized as a part of the Numenta Platform for Intelligent Computing (NuPIC) structure are Classifier, e.g. H-DS Classifier, H-MSC Classifier, and CLA Classifier (Balasubramaniam et al. 2015). Some classifiers are also proposed by Balasubramaniam et al. (2015). The principal technique is based on dot similarity (H-DS) Classifier and the second strategy is H-MSC Classifier given Mean-Shift Clustering. It intends to make the classifiers in HTM-CLA more productive and powerful.

5.6 **The Choice of CLA**

Lavin& Ahmad (2015) states that a significant part of the world's information is spilling, time-arrangement information, where oddities give noteworthy data in basic circumstances; illustrations possess large amounts of spaces, for example, fund, IT, security, medicinal, and vitality. However, distinguishing inconsistencies in gushing information is a troublesome assignment, obliging indicators to prepare information continuously, not clusters, and learn while all the while making expectations. This is also applicable to movement classification techniques in video forensic. As it is stated by these researchers, the difficulties of identifying or locating anomalies are quite challenging.

The advantages of the CLA includes its accuracy as it chooses the main stage for automatic sleep classification and this gives a lower rate of error. For example, CLA has been applied to determine the number of distinct features present in a set of binary
images data and to classify unknown input, 66% accuracy has been obtained with distortions on binary images using given parameters. (Zhang, Zhang & Chen, 2017) High processing speed which is influenced by the hierarchy in the structure of HTM is also an advantage. Although a large number of patterns was determined in their training data, the pattern count size increases the processing speed of a single pattern. Only the number of patterns to be checked affects the processing speed.

The CLA requires no inference as they can learn from any new input pattern continuously thus it is not necessary to have separate inference mode (Zhang, Zhang & Chen, 2017). HTM matches the streaming inputs to the previous fragments of sequences learned; the recognized sequences are therefore continuously predicted. CLA being an online learning algorithm, needs no pre-processing and requires less training time for example, CLA has been applied to solve the problem of classifying Electrocardiogram (ECG) samples into sick and healthy groups discriminating subsequence eliminated in the signal after supervision which could otherwise be done by human supervisor Balasubramaniam, Krishnaa & Zhu (2015). It is advantageous that it is the CLA’s variable length contextual memory can detect future anomalies.

5.7 Proposed Novel Movement Classification Technique

This study proposes the application of HTM for movement classification. The proposed algorithm, which is based on the CLA that learns to predict a sequence of movement, will learn some events, represented by a sequence of movements and then it will be tasked to differentiate between an event similar to the ones that have been learnt and events that have not been learnt. This would be a desirable property since, post-incident analysis, the detection of abnormal movement is required. A slightly erroneous copy of the learned sequences will be presented to the algorithm, which
will recover quickly after any unexpected or suspicious movement patterns. In the
section below, the requirements for the proposed technique are presented.

5.7.1 Requirements

A set of requirements for the proposed movement classification technique are:

1. Spatial and temporal object movement classification input pattern (feed-
forward). Feeding the HTM network stream of movement trajectories
discovering the temporal statistic to predict how a specific object type moves.

2. Normal trajectory patterns to be learned and efficient storage for storing a
representation of learnt patterns.

3. A defined inhibit radius that defines the area around a column that actively
inhibit.

4. Provision of scalar value which indicates the connection state of potential
synapses. This value indicates the synapses are not formed if the value is
below the threshold otherwise it is valid if it is above the threshold.

5. A set of model parameters.

5.8 Implementation

The implementation of the proposed movement classification algorithm follows the
following steps:

Model creation: the model is created by running swarm to define the model
parameters and adjust for any modifications if required. The swarm starts by running
the Permutations function to automatically generate multiple prediction experiments
that are permutations of a base experiment via the CLA engine. The type of inference
is to be specified, e.g., 'Temporal Anomaly,' the encoder settings as well as Spatial
Pooler and Temporal Pooler parameters.
The encoder parameters include the type of the encoder, e.g. ‘Scalar,’ ‘Adaptive Scalar,’ ‘Category’ or ‘Date’ encoders. $N$ the number of bits to represent input and $w$ the width or the number of ‘On’ bits (1’s). The Spatial Pooler parameters include: Column Count, number of cell columns in the cortical region, number of Active Columns Per Inhibition Area, maximum number of active columns in the SP region's output (when there are more, the weaker ones are suppressed), potential Percentage, the percent of the columns' receptive field is available for potential synapses, synapse Permanence Connected, the default connected threshold. Any synapse whose permanence value above the connected threshold is a "connected synapse," meaning it can contribute to the cell's firing.

The Temporal Pooler parameters include Column Count, number of cell columns in the cortical region (same number for Spatial Pooler), cells Per Column, the number of cells (i.e., states), allocated per column, max Synapses Per Segment, maximum number of synapses per segment, max Segments Per Cell, maximum number of segments per cell, initial Perm, initial Permanence, permanence Increment, permanence increment and permanence Decrement, permanence decrement, min Threshold, minimum number of active synapses for a segment to be considered during search for the best-matching segments, activation Threshold, Segment activation threshold, a segment is active if it is greater than this threshold.

**Learning**: the model starts by enabling learning, this indicates the training state. After this stage, the model has learned normal activities and is ready to perform prediction and anomaly detection.

**Anomaly detection**: When the preparation is finished, the learning is disabled, and the model is exchanged in the anomaly detection state. The model can perform detection of normal and abnormal activities.
5.9 Spatial Pooler Pseudocode

Three phases take place in the sequence. The first phase involves the computation of the overlap using the current input. This is done for all the columns. The second phase involves the computation of the winning columns. The process is undertaken after the inhibition has taken place. The third phase involves the updating of the synapses permanence. The internal variables are also updated as well. Before any inputs are received into the pooler, a list is developed of the possible synapses for all the columns.

The list of the potential synapses includes some sets of inputs that are selected randomly. The sets are acquired from the input space. A specific synapse is assigned to each input. The synapse is also assigned a permanence value that is acquired randomly. The values used are chosen using two criteria. First, they should be in small ranges that should be above the minimum permanence value. The results are that such synapses can then be connected. The connection is done after training has taken place. Secondly, it is important to note that the columns have a natural center that is over the input region. It is also critical to consider that the permanence values are noted to have a bias against the centre.

**Phase 1: Overlap**

The first phase of the pooler involves the calculation of the overlap vector. The overlap is the synapses that are determined to have active inputs. These are then multiplied by the boost. If the resultant value is below the set min Overlap, then its overlap score is determined to be zero. Here is a pseudo code for the mentioned process.

```plaintext
Phase 1: Overlap
```

```plaintext
1. Compute the overlap vector, which is the synapses that have active inputs.
2. Multiply each active input by the boost.
3. If the resulting value is below the minimum set Overlap, its overlap score is zero.
```
Pseudo code1: Spatial Pooler: Calculation of the overlap vector

For c in columns

    overlap(c) = 0

for s in connected Synapses(c)

    overlap(c) = overlap(c) + input(t, s.sourceInput)

    if overlap(c) < minOverlap then

        overlap(c) = 0

    else

        overlap(c) = overlap(c) * boost(c)

The second phase is the inhibition phase. In this phase, the columns that should remain as winners after inhibition has taken place are calculated here. The number of columns that are classified as winners is controlled by the desired Local Activity parameter. This is detailed in the pseudocode below.

Pseudo code2: Spatial Pooler: Inhibition

For c in columns

    for c in columns

        minLocalActivity = kthScore(neighbors(c), desiredLocalActivity)

        if overlap(c) > 0 and overlap(c) ≥ minLocalActivity then

            active columns(t). append(c)

The third phase is the learning phase. At this phase, the permanence values for all the synapses are updated. This is done where necessary. The inhibition radius and the
boost as well are also updated. Below is the implementation of the main learning rule.

Notably, the increment of permanence values is done only by winning columns where the synapses are active. If they are not, then the values are decreased. Boosting is implemented in the pseudo code three below. These mechanisms are implemented to facilitate the learning process. The code below shows that there is re-computation of the inhibition radius. The pseudocode is as follows:

Pseudo code3: Spatial Pooler: Learning

```plaintext
for c in activeColumns(t)
    for s in potential Synapses(c)
        if active(s) then
            s. permanence += permanenceInc
            s. permanence = min(1.0, s. permanence)
        else
            s. permanence -= permanenceDec
            s. permanence = max(0.0, s. permanence)
    for c in columns:
        minDutyCycle(c) = 0.01 * maxDutyCycle(neighbors(c))
        activeDutyCycle(c) = updateActiveDutyCycle(c)
        boost(c) = boostFunction(activeDutyCycle(c), minDutyCycle(c))
        overlapDutyCycle(c) = updateOverlapDutyCycle(c)
        if overlapDutyCycle(c) < minDutyCycle(c) then
            increasePermanences(c, 0.1*connectedPerm)
        inhibitionRadius = averageReceptiveFieldSize()
```
5.10 Temporal Pooler Pseudocode

The first phase of the temporal pooler is used to calculate the different cell’s active states. Using the pseudo code 4, the cell that is supposed to be active is determined. Firstly, those cells that predict the bottom-up input are made active (Hawkins, Ahmad, and Dubinsky, 2011). On the other hand, if this was unexpected, then all cells in that column will be made active. This is accomplished in the inference stage, which is in phase 1. Below is the pseudo code for these processes.

Pseudo code 4: Temporal Memory–Calculation of the Cell’s Active States

```plaintext
for c in activeColumns(t)
    buPredicted = false
    for i = 0 to cellsPerColumn - 1
        if predictiveState(c, i, t-1) == true then
            s = getActiveSegment(c, i, t-1, activeState)
            if s. sequenceSegment == true then
                buPredicted = true
            activeState(c, i, t) = 1
        if buPredicted == false then
            for i = 0 to cellsPerColumn - 1
                activeState(c, i, t) = 1
```

After the calculation of the active state, which is carried out in the first phase, the predictive state of the cells is calculated in the second phase. Below is the pseudocode for the second phase.
As far as combined inference learning is concerned, there are two phases as well. The first phase includes the calculation of the active State of the cells that are in the winning column (Hawkins, Ahmad, and Dubinsky, 2011). In this process, a learning cell is selected from each column. The logic that is employed here is that the cells that will become active will be based on the prediction that was made as far as the bottom-up input is concerned. On the other hand, the learning cell is selected from cells that were chosen to learn State, and the segment became active (Hawkins, Ahmad, and Dubinsky, 2011). The pseudo code for this process is as detailed below.

### Pseudo code 4: Temporal Memory - Calculation of Active Cells

```plaintext
for c, i in cells
    for s in segments (c, i)
        if segmentActive(c, i, s, t) then
            predictiveState(c, i, t) = 1
```

### Pseudo code 5: Temporal Memory – Learning

```plaintext
for c in active Columns(t)
    bu Predicted = false
    lc Chosen = false
    for i = 0 to cellsPerColumn - 1
        if predictive State(c, i, t-1) == true then
            s = getActiveSegment(c, i, t-1, activeState)
            if s. sequenceSegment == true then
```
buPredicted = true

activeState(c, i, t) = 1

if segmentActive(s, t-1, learnState) then

lcChosen = true

learnState(c, i, t) = 1

    if buPredicted == false then

for i = 0 to cellsPerColumn - 1

activeState(c, i, t) = 1

    if lcChosen == false then

I,s = getBestMatchingCell(c, t-1)

learnState(c, i, t) = 1

sUpdate = getSegmentActiveSynapses (c, i, s, t-1, true)

sUpdate.sequenceSegment = true

segmentUpdateList.add(sUpdate)

It is in the second phase that the predictive state of the different cells is calculated.

The pseudo code in this phase is as follows:

---

Pseudo code6: Temporal Memory – Calculation of Predictive Cells

---

for c, i in cells

    for s in segments (c, i)

        if segmentActive(s, t, activeState) then

            predictive State(c, i, t) = 1

            activeUpdate = getSegmentActiveSynapses (c, i, s, t, false)
segmentUpdateList.Add(activeUpdate)

predSegment = getBestMatchingSegment(c, i, t-1)

predUpdate = getSegmentActiveSynapses(c, i, predSegment, t-1, true)

segmentUpdateList.add(predUpdate)

In the third phase, those segments updates that had been queued are implemented. This is done once the feed-forward input is acquired. At the same time, the cell has to be determined to be a learning cell. This is accomplished in pseudo code seven below. On the other hand, the segments are negatively reinforced whenever the cell stops carrying out the prediction.

Pseudo code 7: Temporal Memory – Segment Updates

```
for c, i in cells
    if learnState(s, i, t) == 1 then
        adaptSegments (segmentUpdateList(c, i), true)
        segmentUpdateList(c, i). delete()
    else if predictiveState(c, i, t) == 0 and predictiveState(c, i, t-1)==1
        then
            adaptSegments (segmentUpdateList(c,i), false)
            segmentUpdateList(c, i).delete()
```
5.11 Conclusion

As much as HTM networks differ from classic computing, general purpose computers can be used to model them, and the key functions of sparse distributed representations, time and hierarchy incorporated.

The application of HTM for movement classification is proposed in this study. The proposed algorithm as contained in the study is based on the CLA that learns to predict a sequence of movement. It is also noted that these will learn some events, represented by a sequence of movements and then it will be tasked to differentiate between an event similar to the ones that have been learnt and events that have not been learnt. As such, this is considered to be a desirable property. The reason for this conclusion is since, for post-incident analysis, the detection of abnormal movement is required.

The HTM hierarchical organisation aids in efficiency, where memory usage and training time is reduced since at each hierarchy level the patterns learned are reused. Prediction by HTM informs whether a new input is expected or not as each of its regions detect novelty and stores sequence of patterns, as stored sequences are matched with stored inputs. In HTM, the concept of time is crucial in learning, prediction, and inference because nothing will be inferred from a sensory reading without using its history in time. Therefore, HTM suits best learning from a stream of data during training.

The Hierarchical Temporal Memory (HTM) which is a machine learning technology is also discussed. More importantly, it is determined that the neocortex ability is understood through the theoretical framework provided by HTM. On the other hand, the components of the CLA are also discussed in the chapter. These are the spatial pooler, encoder, temporal pooler, and classifier.
Various versions of HTM cortical learning algorithms have been implemented. CLA is thus suited for processing various data streaming online, learning unsupervised, dealing with unaligned sequential data and noise as the patterns encode a temporal relation which captures global information about events.

The Cortical Learning Algorithms (CLAs) that comprises an effort by researchers in Numenta Inc. to design a model that can perceptually and computationally analyse neocortex learning in the brain is the proposed solution. The CLA is said to be utilized as a part of the second implementation of a designed framework for perceptual learning called Hierarchical Temporal Memory. The challenges to movement classification are also detailed in this chapter. These include occlusion and other challenges. The rationale for CLA is also included herein.

In this chapter, a bio-inspired movement classification technique based on HTM theory was proposed. The proposed technique starts by learning about the events, after the training phase, learning is stopped and then it performs prediction. The technique can perform classification of normal and abnormal activities when the learning is finished.

The proposed movement classification technique and its requirements include the spatial and temporal object movement classification input pattern (feed-forward), normal trajectory patterns to be learnt and efficient storage for storing a representation of learned patterns and a defined inhibit radius that defines the area around a column that actively inhibit among others.
Chapter 6
Test and Evaluation

6.1 Introduction

This Chapter tests and evaluates the proposed CLA movement classification algorithm. It presents the evaluation methodologies as well as the dataset used in this study, i.e. VIRAT video dataset. It includes the experimental setup, test results and evaluation. It also concludes with a summary of the chapter.

Currently, the discovery of what is happening in a scene can be seen by automatic scrutiny of activities included in a video. In the previous chapter, Neocortex algorithms have been identified as a solution to the movement classification problem. Movement classification is a key component of automated video forensic systems. However, the required performance of such algorithms differs depending on the target scenario, and on the characteristics of the monitored scene (Demirkus, Precup, Clark and Arbel, 2015).

Due to the diversity of video surveillance scenarios and the increasing development of movement classification algorithms (Zouaoui et al., 2015), an automatic assessment procedure is desired to compare the results provided by different algorithms (Eigenraam and Rothkrantz, 2016). This objective evaluation compares the output of the new algorithm with the ground truth, obtained manually, and measures the differences using objective metrics (Alshaikh and Sedky, 2016). The key challenge here is the presence of a decision process parameter(s) (threshold(s)) that influence the outcome of the algorithms. So, such test should assist in both optimal selecting parameters for the tested algorithm and measure its accuracy when applied on different scenarios for a given scene.

This chapter aims to test the movement classification algorithm proposed in Chapter 5, targeting the requirements of the post-incident analysis application discussed in Chapter 2. An objective criterion, which indicates the difference between the detected anomaly score, after applying a threshold, and a reference activity will be used. A public domain movement classification dataset, VIRAT, will be used in this chapter to test the performance of the proposed algorithm. VIRAT video dataset includes training and testing datasets, total of 152 videos, captured from three different scenes.
Each video compromises a scenario that represents a set of activities. VIRAT training dataset includes manually annotated activities, i.e. ground truth (Wang et al., 2017). Section 6.2 discusses the performance metrics which will be used in the threshold selection criterion and objective evaluation throughout this chapter. The experiments setup the dataset used in this chapter are introduced in Section 6.3. Optimal algorithm’s decision rules (thresholds) that provide the best performance for each algorithm are chosen in Section 6.4. In the same chapter also, the performance metrics are applied to objectively evaluate the proposed algorithm. In Section 6.5, a conclusion of this chapter is detailed.

6.2 Evaluation Methodologies

Scene-independent and scene-adapted learning recognitions are the two evaluation modes that are used for testing datasets. Scene-independent has a trained event detector on the scene which is not included in the test. In this case, the test clips are used during the test process. On the other hand, the scene-adapted learning recognition is applied to the clips that are to be used for the training processes (Wan et al., 2018). In the latter case, the test clips are not used during the process.

Evaluation approaches involve functional scene recognition, and multi-object tracking which is ground truth-based annotations providing important basis to perform large-scale evaluations and determine real-world performance measures. Various metrics are devised for the evaluation of movement classification algorithms (Anjum et al., 2016).

The Cortical Learning Algorithm is applied in this case. The CLA processes streams of information, classify them, learns to spot differences, and uses time-based patterns to make predictions (Byrne, 2015).

6.2.1 VIRAT Video Dataset

Most post-incident analysis cases target outdoor scenarios. Not all publicly available movement classification and action recognition datasets represent realistic real-world surveillance scenes and/or scenarios as they, generally, contain short clips that are not representative of each action performed (Khanam and Deb, 2017). Some of them provide limited annotations which comprise event examples and tracks for moving objects, and hence lack a solid basis to carry out evaluations in large-scale. Moreover, performance on current datasets have been flooded, and therefore a new more
complex and large dataset must be introduced to enhance progress (Khanam and Deb, 2017).

VIRAT video dataset is a large-scale dataset facilitates the assessing of movement classification algorithms. The dataset was designed to be natural, realistic, and challenging for video surveillance domains stipulated to its background clutter, resolution, human event/activity categories and diversity in scenes than existing action recognition datasets (Moon et al., 2015).

Figure 6-1: Snapshots from VIRAT video dataset.
According to Moon et al. (2015), VIRAT video dataset distinguishing characteristics are as:

- **Realism and natural scenes**: The data is collected in natural scenes by showing people in standard contexts performing normal actions, with cluttered and uncontrolled backgrounds. Also, all actions performed by the directed actors were minimised, and in actual sense, they were being performed by the general population.

- **Diversity**: The data is collected from multiple sites through a variety of camera resolutions and viewpoints were included, while actions are performed by many different people (Moon et al., 2015).

- **Quantity**: Various types of human-vehicle and human interaction are included with a large number of examples (>30) per action class.

- **A wide range of frame rates and resolution**: Many applications operate across a wide range of temporal and spatial resolutions such as video surveillance. Therefore, the dataset is designed purposely to capture the ranges, (with 2–30Hz) frame rates and 10–200 pixels in person-height.

- **Ground and Aerial Videos**: Both aerial videos and ground camera videos are collected and released as part of VIRAT Video Dataset.

VIRAT video dataset includes a total of Eleven scenes that were captured by stationing high definition cameras and encoded in H.264. Each scene contains many video clips, and each clip has many activities. The file name format is unique which makes it easier for the identification of videos that are from the same scene using the last four digits that indicate collection group ID and scene ID. Figure 6-1, shows snapshots taken from the VIRAT dataset that presents Three sample activities. This project uses VIRAT video dataset to perform the quantitative evaluation for the proposed movement classification algorithm.

VIRAT video dataset is divided into two parts, training and testing datasets. The training dataset contains video scenes with several categories of human and vehicle activities recorded by stationary cameras, in a surveillance setting, in scenes considered realistic. Six object categories are included, unknown, person, car, another vehicle, other object and bike. Seven activities are presented, unknown, loading, unloading, opening trunk, closing trunk, getting into a vehicle and getting out of the vehicle.
6.2.2 The identification model

The dataset Virat that would be included will be frame number, the object type, the object ID, Bounding Box X position, y position, height and width. The frame number is a crucial aspect of identification as it is used to identify an object. The object type dataset would include "classes" such as person, bike or car. The object ID dataset includes shape size, variations in time, previous location, and velocity that coincide with the desired object. The Bounding Box uses data such as X position, y position, height and width to determine the size of the box which is used to define the boundary of an object which is usually represented by the centre (bx, by), rectangle height (bh), rectangle width(bw).

![Identification model for a car](image)

Figure 6-2: Identification model for a car

6.2.3 Annotation Standard

There is a total of twelve different types of events which are either fully annotated or partially annotated. The fully annotated videos have Thirteen event types labelled from 0 to 12 while the partial annotation has Seven event types labelled from 0 to 6. Event, activity, is represented as the set of objects involved with the temporal interval of interest, e.g. “PERSON loading an OBJECT to a VEHICLE” and “PERSON unloading an OBJECT from a VEHICLE”. All this is clearly shown in the recorded videos. A person or object are annotated if they are within the vicinity of the camera and the dataset stops recording a few seconds after the object is out of the vicinity of the camera.

The training dataset includes two sets of annotation files that describe a. the objects and b. The events depicted in the videos. Samples of the event annotation files and the
object annotation files are shown in Table 6-1 and Table 6-2. These annotation files were generated manually and represent the ground truth. The training includes 66 videos representing three scenes.

Table 6-1: Sample of VIRAT training dataset event annotation file

<table>
<thead>
<tr>
<th>Event ID</th>
<th>Event Type</th>
<th>Event length</th>
<th>Event start frame</th>
<th>Event end frame</th>
<th>bbox X_lt</th>
<th>bbox Y_lt</th>
<th>bbox Width</th>
<th>bbox Height</th>
<th>Number of objects involved</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>172</td>
<td>3670</td>
<td>3841</td>
<td>670</td>
<td>454</td>
<td>267</td>
<td>228</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>217</td>
<td>10413</td>
<td>10629</td>
<td>985</td>
<td>406</td>
<td>209</td>
<td>204</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>66</td>
<td>10068</td>
<td>10133</td>
<td>891</td>
<td>357</td>
<td>202</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>131</td>
<td>9614</td>
<td>9744</td>
<td>983</td>
<td>399</td>
<td>226</td>
<td>211</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>112</td>
<td>15812</td>
<td>15923</td>
<td>1220</td>
<td>378</td>
<td>241</td>
<td>126</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>151</td>
<td>17522</td>
<td>17672</td>
<td>1253</td>
<td>380</td>
<td>198</td>
<td>126</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>217</td>
<td>10413</td>
<td>10629</td>
<td>985</td>
<td>406</td>
<td>209</td>
<td>204</td>
<td>2</td>
</tr>
</tbody>
</table>

Event Type: unknown=0, loading=1, unloading=2, opening trunk=3, closing trunk=4, getting into vehicle = 5, getting out of vehicle = 6.

Table 6-2: Sample of VIRAT training dataset object annotation file

<table>
<thead>
<tr>
<th>Object ID</th>
<th>Duration of object</th>
<th>Frame number</th>
<th>bbox X_lt</th>
<th>bbox Y_lt</th>
<th>bbox Width</th>
<th>bbox Height</th>
<th>Object Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>385</td>
<td>3495</td>
<td>157</td>
<td>659</td>
<td>76</td>
<td>132</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>385</td>
<td>3496</td>
<td>162</td>
<td>658</td>
<td>76</td>
<td>132</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>385</td>
<td>3838</td>
<td>747</td>
<td>498</td>
<td>73</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>385</td>
<td>3839</td>
<td>747</td>
<td>498</td>
<td>73</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>4732</td>
<td>0</td>
<td>613</td>
<td>469</td>
<td>254</td>
<td>189</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4732</td>
<td>1</td>
<td>612</td>
<td>468</td>
<td>255</td>
<td>190</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.3 Experiments setup

The experiment starts by dividing the VIRAT video dataset into two parts. The first part is used for training purposes and the second part is used for testing, 60% of the data has been used for training, and the remaining has been used for testing. Each experiment starts by moving one event or two events, from the training dataset. For all seven experiments, the file name indicates the hidden event which has been moved to the end of the testing dataset, e.g. Event0, Event1, Event2 …, Event6.

The aim is to hide those events in training and present them in the testing to find out how the system has learnt other events.

6.3.1 Data preparation

A Matlab script has been developed to generate a file that combines information from VIRAT’s object annotation files with corresponding information from VIRAT’s events annotation files for each video file. A sample of the output file id shown in Table 6-3.

6.3.2 Evaluation

This evaluation is basically based on the documents from VIRAT DATASET RELEASE 2.0 accessed from VIRAT DATASET⁴. The VIRAT Video Dataset Release 2.0 is used in the analysis and evaluation of the data throughout this chapter. The results of the HTM anomaly detection algorithm is represented by an anomaly score for each field; a field represents a movement. The anomaly scores vary between Zero and One. Where Zero represents a normal movement (ideally part of an event that has been learned) and One represents an abnormal movement. Values between

⁴http://www.viratdata.org/
Zero and One represent the anomaly score, where values close to Zero represent movements closer to normal ones and values closer to One represent movements that are closer to abnormal movements, i.e. suspicious.

Table 6-3: Sample of the generated data file

<table>
<thead>
<tr>
<th>Reset</th>
<th>Event ID</th>
<th>Frame Number</th>
<th>Event Type</th>
<th>Object Type</th>
<th>Object ID</th>
<th>bbox X_lt</th>
<th>bbox Y_lt</th>
<th>bbox Width</th>
<th>bbox Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>648</td>
<td>497</td>
<td>154</td>
<td>66</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>720</td>
<td>490</td>
<td>26</td>
<td>22</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>648</td>
<td>497</td>
<td>154</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>457</td>
<td>432</td>
<td>93</td>
<td>58</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>533</td>
<td>479</td>
<td>21</td>
<td>48</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>205</td>
<td>371</td>
<td>71</td>
<td>44</td>
</tr>
</tbody>
</table>

Precision and recall are commonplace measures in information retrieval. They are based on the comparison of an expected result and the effective result of the evaluated system. These results are considered as a set of items. As precision and recall are easily explained measures, it is useful to maintain the precision and recall structure when looking for new measures. This also ensures that measures derived from precision and recall, e.g., F-measure. (Jérôme Euzenat, INRIA Rhône-Alpes Monbonnot, France).

First, the evaluation starts with the first scenario, for each record, the Precision, Recall and false-measure are calculated by comparing the resulted anomaly score with a threshold. If the anomaly score is less than the threshold, the detection is considered correct. In the case of an event that has not been shown in the training dataset, if the resulted anomaly score is greater than the threshold the result is considered correct. The True Positive, True Negative, False Positive and False Negative are considered as below:

- TP - the number of "true positives", positive Examples that have been correctly identified
• FP - the number of "false positives", negative Examples that have been incorrectly identified
• FN - the number of "false negatives", positive Examples that have been incorrectly identified
• TN - the number of "true negatives", negative Examples that have been correctly identified

This process has been repeated for threshold values between 0.1 and 0.9 with a step of 0.05 to find the maximum accuracy and hence identify the optimum threshold.

The Precision, Recall and F-measure formulas are shown below:

\[ \text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \]  \hspace{1cm} \text{Equation 6-1}

\[ \text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \]  \hspace{1cm} \text{Equation 6-2}

\[ F - \text{measure} = \frac{2 \times (\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})} \]  \hspace{1cm} \text{Equation 6-3}

### 6.3.3 Test Results

The table shown below explains the statistics of events presented in the seven experiments including the number of training and testing samples as well as the total number of samples for each hidden event.

<table>
<thead>
<tr>
<th>Hidden event</th>
<th>Number of training samples</th>
<th>Number of testing samples</th>
<th>Total number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event 0</td>
<td>59309</td>
<td>62726</td>
<td>122035</td>
</tr>
<tr>
<td>Event 1</td>
<td>60414</td>
<td>61621</td>
<td></td>
</tr>
<tr>
<td>Event 2</td>
<td>61280</td>
<td>60755</td>
<td></td>
</tr>
<tr>
<td>Event 3</td>
<td>57095</td>
<td>64940</td>
<td></td>
</tr>
<tr>
<td>Event 4</td>
<td>58571</td>
<td>63464</td>
<td></td>
</tr>
<tr>
<td>Event 5</td>
<td>47951</td>
<td>74084</td>
<td></td>
</tr>
<tr>
<td>Event 6</td>
<td>32144</td>
<td>89891</td>
<td></td>
</tr>
</tbody>
</table>

### 6.4 Evaluation

In this part of the experiment, an evaluation of the proposed HTM Cortical Learning Algorithm has been tested using the same dataset, Virat, to do a comparison of the performance metrics between each output of different machine learning technique.
Several anomaly detection algorithms are evaluated using Rapid Miner Studio version 8.2. Each model’s anomaly score is normalised to the range 0.0 to 1.0. The higher the value is, the higher the likelihood of an anomaly occurring.

6.1.1 k-Nearest Neighbour Global Anomaly Score (kNN-GAS):

k-NN Global Anomaly Score algorithm (GAS) calculates anomaly scores using the nearest k neighbours. Ramaswamy et al. (2000) proposed that the outlier score as the average distance nearest k\textsuperscript{th} neighbour. The core algorithm spend 99% of the execution computing all K Neighbours while the rest of the time is used for storage. The algorithm results are shown in Figure 6-4.

<table>
<thead>
<tr>
<th>kNN-GAS</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>72.2%</td>
<td>39.17%</td>
<td>50.79%</td>
</tr>
</tbody>
</table>
Figure 6-3: A sample result for the k-NN algorithm for event 0

Figure 6-4: Average F-measure for the k-NN algorithm
6.1.2 Connectivity-Based Outlier Factor

According to Maslov (2006), Connectivity-Based Outlier Factor (CBOF) algorithm determines performance of data using queries, but its effectiveness is affected by sensor-generated time sequences. CBOF is used to determine bounds for the k-Nearest Neighbour KL-CBOF algorithm. This algorithm determines the lowest and highest bound of the multivariate data. Amongst the different models available for testing bounds for the k-Nearest Neighbour, this analysis uses only CBOF models to focus on the changes in bounds. This algorithm involves the rearrangements of the order of the N time domain samples through the counting in binaries that have been flipped from left to right. After the bit reversal sorting stage of the “CBOF” algorithm, the next step is the finding of the frequency spectra which belongs to the 1-point time domain signals at the end of the last decomposition phase. This is a very easy process since the frequency spectrum of a 1-point signals is equal to itself, and therefore there is virtually nothing to be done at this stage. Also, it should be noted that the final 1-point signals are no longer time domain signals but rather, a frequency spectrum.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOF</td>
<td>39.67%</td>
<td>6.55%</td>
<td>11.24%</td>
</tr>
</tbody>
</table>
Figure 6-5: A sample result for the CBOF algorithm for event 0

Figure 6-6: Average F-measure for the CBOF algorithm
6.1.3 Singular Value Decomposition Influence Outlier (SVD-IO):

According to Breunig et al, 2000), COF is a modification of LOF algorithm is used to handle outliers that are not of low-density patterns. The outliers have an outlier score of more than 1. According to Tang et al., (2002), there is no difference between COF and LOF algorithms except density calculation. Whereas LOF, the distances are determined using a hypersphere centred on a data point. The COF calculates the distance incrementally.

Table 6-7 Performance metrics for the SVD-IO algorithm

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD-IO</td>
<td>54.42%</td>
<td>25.60%</td>
<td>38.42%</td>
</tr>
</tbody>
</table>

Figure 6-7: A sample result for the SVD-IO algorithm for event 0
6.1.4 Independent Component Analysis - Local Outlier Probability (ICA-LoOP): According to Comon (1994), Independent Component Analysis (ICA) is an algorithm that is used to compute hidden factors within sets of statistical data. The algorithm generates a model that will be to hidden factors of multivariate data that is data from the big database. The model generated by the algorithm is assumed to linear and has unknown latent variables. This is usually applicable to Audio Processing, Array processing and medical data analysis. Most of this data is non-gaussian and mutually independent, thus fit for ICA LOP. The following shows Independent Component Analysis of a signal.

Table 6-8 Performance metrics for the ICA-LoOP algorithm

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICA-LoOP</td>
<td>42.58%</td>
<td>42.93%</td>
<td>42.75%</td>
</tr>
</tbody>
</table>

Figure 6-8: F-measure for the SVD-IO algorithm
Figure 6-9: A sample result for the ICA-LoOP algorithm for event 0

Figure 6-10: Average F-measure for the ICA-LoOP algorithm
6.1.5 Proposed Algorithm

The proposed HTM algorithm has been run with the datasets to evaluate its performance. The results are shown below:

Table 6-9 Performance metrics for the proposed algorithm

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Algorithm</td>
<td>61.54%</td>
<td>71.84%</td>
<td>66.29%</td>
</tr>
</tbody>
</table>

Figure 6-11: A sample result for the proposed algorithm for event 0
6.2 Objective Evaluation

In this section, the objective evaluation metric defined in Section 6.2 is used to compare and rank the proposed algorithm with the state-of-the-art anomaly detection algorithms. These results complement the illustrative visual comparison results in the previous Section 6 and those presented in Chapter 5. The evaluation of the accuracy of anomaly detection is carried out using Precision, Recall and the overall metric F-measure. The optimal threshold values obtained from the analysis carried out in Appendix B.

Tests applied on twenty-three videos have been conducted to detect movement anomalies in different scenarios. Additionally, in this study, the proposed algorithm has been evaluated and compared against several state-of-the-art anomaly detection algorithms. The proposed algorithm has achieved 66.29% average F-measure, with an improvement of 15.5% compared to the k-Nearest Neighbour Global Anomaly Score (kNN-GAS) algorithm. The Independent Component Analysis-Local Outlier Probability (ICA-LoOP) scored 42.75%, the Singular Value Decomposition Influence
Outlier (SVD-IO) achieved 34.82%, whilst the Connectivity Based Factor algorithm (CBOF) scored 8.72%. The proposed models, which are based on HTM, have empirically portrayed positive potential and had exceeded in performance when compared to several other algorithms.

Table 6-10 Performance metrics for all algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Algorithm</td>
<td>61.54%</td>
<td>71.84%</td>
<td>66.29%</td>
</tr>
<tr>
<td>kNN-GAS</td>
<td>72.2%</td>
<td>39.17%</td>
<td>50.79%</td>
</tr>
<tr>
<td>ICA-LOP</td>
<td>42.58%</td>
<td>42.93%</td>
<td>42.75%</td>
</tr>
<tr>
<td>SVD-IO</td>
<td>54.42%</td>
<td>25.60%</td>
<td>34.82%</td>
</tr>
<tr>
<td>CBOF</td>
<td>39.07%</td>
<td>4.91%</td>
<td>8.72%</td>
</tr>
</tbody>
</table>

Table 6-11: Comparisons of performance accuracy, precision, recall, F-measure

Figure 6-13: Comparisons performance accuracy, precision, recall, F-measure
6.4 Conclusions

Currently, the discovery of what is happening in a scene can be seen by automatic scrutiny of activities included in a video. The literature shows, different algorithms that have been proposed to identify a solution to the movement classification problems. However, the required performance of such algorithms differs depending on the target scenario, and on the characteristics of the monitored scene.

Due to the diversity of video surveillance scenarios and the increasing development of movement classification algorithms, an automatic assessment procedure is desired to compare the results provided by different algorithms. This objective evaluation compares the output of the algorithm with the ground truth, obtained manually, and measures the differences using objective metrics. There are various datasets for activity and human action recognition, though older datasets provide limited ground truth classification to manual annotation at a simpler level, most of the modern datasets, in this case, VIRAT Video Dataset, gives high-quality ground truth.

This chapter has tested the proposed movement classification algorithm and evaluated its accuracy. Several experiments have been carried out to calculate the optimum anomaly threshold for each algorithm. The average achieved average F-measure for the proposed algorithm was 66.29%, with an improvement of 15.5% compared to the k-Nearest Neighbour Global Anomaly Score (kNN-GAS) algorithm.
Chapter 7

Summary, Conclusion, Limitations and Future Work

7.1 Summary
Automatic analysis of videos for forensic purposes has been subject to technology evolution. There have been various developments over the subjects that have compromised human error in post-incident analysis. The concept of video analytics is more significance due to the increased number of devices that are capable of recording and producing videos, increasing the probability of video evidence that can be used for a trial.

Video forensic aims to retrieve CCTV evidence by extracting video information from different sources, digital and analogue. This can be achieved by introducing intelligent tagging of data for fast analysis, review, and the guarantee of evidential quality data at every part of the process to deliver evidential quality information as and when required.

The UK legal system has been investing heavily in CCTV cameras hoping to capture evidence that will help in post-incident analysis. However, in most cases, the analysis has been challenging due to the ostensible fact that while technology has improved, there has not been a standard post-incident analysis framework that incorporates such technologies. Therefore, there is a need for an automated video forensic investigation tool and a proper development of a framework that can address the sensitive issues associated with this application domain.

As one of the most important applications of image processing, understanding and computer vision, computer-based video analytic has recently received significant attention, particularly during the past decade. The need for analysing video
information captured by CCTV cameras has grown and is becoming a crucial issue. This growth is augmented by the extensive range of commercial and law enforcement applications, and by advances in signal processing and computer vision techniques, along with the rising uptake of CCTV installations, and the increasing availability of cheap computational power which makes real-time systems for video processing feasible. Video analytic makes the entire process of intelligence gathering, and evidence is building quicker and more efficient. Video analytic technologies are used for intelligence and analysis during an active investigation, presentation in an interview room or at trial, or as part of appeals process or judicial review.

With the use of an automated video analytic tool, searching through 24 hours of video data for events that take 7-8 hours from an investigator can be done in 25-45 minutes. For instance, using an automated video analytic tool, in 2-3 hours, an investigator can filter through 30 days of video footage to find and receive a continuous video clip of all qualifying video data. This same search without video analytic would require sifting through 720 hours of video manually.

Classifying the movements of objects detected from a video feed is a key module to systematize or rather automate the forensic video process. Machine learning techniques have been heavily proposed to solve the problem of movement classification. However, they still suffer from various limitations such as their limited ability to learn data streams or data with temporal behaviour. Recently, new bio-inspired machine learning techniques like HTM and its implementation CLA has been proposed, which is inspired by the neocortex. HTM offers a better understanding of how our brains function. This report shows that CLA would make movement classification more effective and minimize the hustle involved in collecting evidence from CCTV footages. With this in mind, the project aimed to study the requirements
of video forensic investigation and Police procedures to recommend a new semi-automated post-incident analysis framework and to explore the application of the CLA in movement classification. This research fundamentally focused on finding answers to the following questions: Can the CLAs contribute to a solution for the movement classification problem? And What are the main features of a semi-automated post-incident analysis framework for video forensic?

7.1.1 Video Forensic

Video Forensic is an important part of digital forensics which can be defined as the application of analysis and examination procedures to collect, and reserve evidence from relevant computing devices in ways that are seemingly suitable for presentation in a law court. The predominant aim of the entire process of video forensics, therefore, is to perform a vigilant and thorough investigation while simultaneously maintaining a chain of evidence that shows who exactly is to be blamed for a certain crime and what transpired before, during, or after the crime. As such, video forensic tools are usually used to respond to an incident in cases of crime investigations.

The process of investigating video footages usually involves much manpower. At each point in time, at least one investigator is supposed to be physically viewing such video footage on a screen and manually analysing it if the need arises. This is a time-consuming operation, and it is very costly, because, the staff involved in the investigation needs to be paid for the services rendered. Also, human beings are easily distracted and sometimes inefficient. Considering an investigator who is manually viewing one screen showing two video footages, after 10 minutes, the investigator may miss 45% of the events, and after 22 minutes, the investigator may miss 95% of the events. The big challenge comes in when during the mess that occurs due to the inefficiency of the investigator leads to an event that goes unnoticed. Thus, there
exists a need for proper consideration of research in the direction of the automated video forensic investigation and a proper development of a framework to handle such sensitive issues.

The Abstract Digital and the Integrated Digital Investigation Model popularly called IDIP organized the digital forensic process into five phases: Readiness phase, Deployment phase, Physical Crime Scene Investigation phase, Digital Crime Scene Investigation phase and the Review phase. All these phases have specific roles to play in ensuring reliable digital data forensic evidence. This proposal was later enhanced and came up with Enhanced Digital Investigation model EIDIP, which separates the investigations at the primary and secondary crime scenes while depicting the phases as iterative instead of linear.

The review of the video forensic literature shows that the link between computer vision algorithms capabilities and requirements of video forensics as an application of video analytic is still not clear. There is, therefore, a need to have a better understanding of capabilities of video analytic techniques versus requirements of video forensics. This thesis has introduced a generic model for a video analytic system and has reviewed the practical requirements of video forensics and has related the capabilities of video analytic techniques to video forensics’ requirements.

7.1.2 Proposed Semi-Automated Video Forensic Framework

The automatic analysis of videos saves forensic analysts from the need to review innumerable long videos for evidence analysis. This is accomplished via the use of automated forensic digital analytic tools (AlShaikh and Sedky, 2016). However, the use of these digital analytic tools requires the establishment of digital policies into the new forensic structures. Even though the area of video forensic is attracting great
attention, researchers should be awakened of the need to relate this area to evidence analysis and presentation to the court of law.

Over the years, there has been a wide range of use of physical forensic evidence. In most cases, it involves the collection of digital evidence especially as it relates to scenes of different crimes. This idea has been presented and published in some frameworks in digital forensics.

To capture the requirements of Police investigators, a survey questionnaire was used. The questionnaire contained 26 questions that were divided into Three categories. The first category can be considered as the screener. It contained Ten questions aimed at introducing the respondent and gauging their experience in handling crime and crime investigation. The second category as well contained Ten questions. The rationale behind these questions was to explore the problems and challenges customarily faced when using an automatic system to review CCTV footage, tools, equipment and software used for evidence in video forensics. Category Three contained Six questions that explored the importance of the features in video forensic tools and to an extension, the effect that the tools would have when used as automated forensic tools in reviewing video evidence. The questionnaire was shared through the Survey Monkey and was answered by Police officers, CCTV investigators, technicians, engineers and others in the Kingdom of Saudi Arabia. The responses from the questionnaire have been analysed and have informed the proposal of a new semi-automated post-incident framework that could assist in using the output generated from a video analytic tool as evidence in the court of law.

Before moving to the proposed framework, below is a brief review of the results obtained from the questionnaire. Firstly, out of the 31 responses received, 96.8% of the participants asserted that there is an upsurge in the usage of CCTV over other
sources of recording evidence and in fact favoured its use in crime evidence collection. Circa 67.7% of the respondents indicated that manual viewing of CCTV footages is time-consuming and exasperating. 100% of the participant indicated to have used video sharpening as a video enhancement technique, 80.6% admitted having ever used filters, and only 6.5% (Two respondents) had at one point used masking, showing that video sharpening is one of the most utilized video enhancement technique and can be used even in a semi-automated framework. 96.8% of the participants affirmed to have undergone image content analysis training to help them accurately identify a person or object the process of analysing CCTV footages while only 3.2% had speech science training. While the survey revealed that some of the people involved in crime investigation use automated video analysis process, it emerged that most of the times, files get corrupted thus hampering the analysts’ ability to conduct a comprehensive and objective video analysis – 48.8% of the respondents identified corrupt files as a major problem, followed by missing files at 25.8% and compressed size with 19.4%. Most of the respondents did not consider data duplication as having any negative effect on the video analysis process - only 6.4% of the responses identified it as a problem. Similarly, with regards to the aspects that people are concerned with in any tool that is designed to be used in forensic video analysis, it emerged that 41.9% are concerned with movement detection, image enhancement was at 32.3 %, while 19.4 % opted for video stabilisation. Since most people are interested in movement detection, the proposed framework considered this as a way of ensuring that it meets the demands and preferences of the framework users. The need for an automated video analytic framework was assessed by question Twenty-Six in the question. It emerged that Twenty-Eight of the Thirty-One believed that it is a high time to have automated video analysis tools. This support for
automated forensic tools is overwhelming and can, in fact, be attributed to the paucities of manual video forensic analysis. They supported the development of automated video analysis tools as they consider it to be leeway to better video analysis and the presentation of correct evidence in the courts of law. These responses significantly assisted in the development of a new video forensic methods and also prompted the enhancement of the prevailing ones.

The proposed framework can be summarised as follow:

**Evidence collection:** DVRs and NVRs serve as a source of the input signal. The recording devices have to include entrenched proof of validation. The DVRs and NVRs will be used to get video evidence the strategically placed CCTV. DVRs and NVRs were selected as the spring of input evidence because they cannot be influenced, changed or manipulated (AlShaikh and Sedky, 2016). Any attempt to alter them will easily be noticed. This ensures that the recordings to be used in the analysis are authentic – free from any human manipulation.

**Hard Disk Drive (HDD) cloning:** Cloning the HDD means making an exact copy of the evidence collected in step 1 and saving to other storage media. This is done to avoid issues of manipulating the original evidence on the original HDD. With a cloned HDD, various experiments can later be performed without impacting on the evidence on the original HDD – this hints that experiments are done using the cloned HDD.

**Video extraction:** Retrieving the required evidence from the cloned HDD is carried out in this step. This is done to access the content of the cloned HDD. DVRs and NVRs can archive videos to a USB flash drive, external Hard Disk Drive (HDD), or other storage devices (Carner, 2013). However, the archiving must have been done properly so that retrieving the information becomes easy. When it is easy to extract
the videos for forensic examination, the entire video analytic process will be fasttracked as the necessary evidence will be obtained as and when required by the Forensic Analysts.

**Video conversion:** The video and audio must be converted to the right format for both viewing and analysis.

Most of the DVRs and NVRs store videos in their proprietary formats (AlShaikh and Sedky, 2016). There is every need to convert the collected evidence from the DVR/NVR proprietary format to a standard format to apply the video analytic tool.

**Requirements capturing:** Police officers define the events to be detected from the video footages, by specifying the area(s) as well as events that they want the video analytic tool to take into consideration. For instance, the police may command the video to focus on a suspect in a black suit and a yellow hat for a certain duration or simply concentrate on a suspect moving towards the south or north.

**Automated video analysis:** This step automates the investigation process. A video analytic tool can generate a report detailing the start and end of each event. The list of events that happened per day, or per week, or per month, or even per year will be appropriately reported. This must be done cautiously, and with much care since if the video analytic tool fails to properly scrutinise the evidence, the analytic process will be extraneous as important evidence that would have helped in steering the case in a court of law will be missed.

**Manual verification:** In order not to take laws into their hands, the police officers manually verify and select relevant events from the events detected by the video analytic tool. In the proposed framework, the work of the police will be easier as instead of swotting hundreds of footages; they will become simply the video analytic tool for footages that are relevant to the crime under consideration.
**Building a storyboard:** An investigation storyboard gives a sequence of events, typically with some directions and dialogue. Since the proposed framework has a storyboard, it will be easy for the Forensic Analysts to decipher the events in a crime scene by reviewing the videos and lip-reading the persons in the footage, if the moving objects are people (Carner, 2013).

**Report generation:** A report of the results of the analysis should be written down. This report should be comprehensive enough to inform those reviewing the results of the forensic evaluation. It should, accordingly, include issues like actions taken, why such actions were taken, findings made from the actions taken and recommendations for improvements to policies, guidelines and other aspects of forensic process amongst other issues.

**Court presentation:** The evidence recorded and stored on a DVD must be presented before the court handling the criminal case under review. With the forensic evidence in the DVD, the court will be certain that the forensic expert and/or police officers are not formulating stories and will be at liberty to countercheck the forensic expert and/or police officers’ assertions against the evidence that was captured by the CCTV. This will be helpful and a step towards justice delivery.

**7.1.1 Movement Classification**

Movement classification is one of the most important areas in video analytic. However, manually detecting, classifying and analysing moving objects do not guarantee outright precision. It is not so easy interpreting every activity correctly when considering the real environment and trying to relate the way objects interact in surveillance covered area.
The challenges posed by defining and classifying objects’ behaviours as normal or abnormal movements can be tackled using video analytic technologies (Savoldi and Gubian, 2009). The objective of video analytic technologies is to detect the presence of objects that are moving in the camera’s field of view and classifying their movements for security, traffic monitoring and safety applications. There are many hurdles faced by video analytic systems that impede their ability to perform accurately (Carner, 2013). This study presented a review of movement classification techniques and algorithms, which can tackle the challenges of realistic and practical outdoor surveillance scenarios.

There has been much research in using AI and NN techniques to solve problems of movement classification. However, AI and NN have shortcomings of classifying what is abnormal based on the training it previously acquired from the inputs. However, bio-inspired computational models have proved to be successful over conventional methods, e.g. deep neural networks outperform traditional object classification methods.

The review of movement classification concluded that, previous research in building intelligent machine similar to human capabilities remains limited, even though literature evidence indicates that despite series of effort made by AI researchers and recent effort made by artificial neural network researchers to build viable algorithms for achieving human-like performance suffers fundamental flaws, as all the existing solutions fail to adequately address what intelligence is or what it means (Carner, 2013).

It was also concluded that more efforts are required to address how the brain works such as remembering fast events. Although human brains are made of neurons - the brain is a neural network -, an understanding of how neurons interact, which will lead
to the emergence of properties of intelligence, remains a problem that was unsolvable with AI. The implication of this is that replicating the correct connections between populations of neurons remains a challenge (Savoldi and Gubian, 2009). The HTM theory is predominantly intended to accomplish predictive abilities that are inspired by the intelligence of human beings. The theory is used based on the hierarchical and Neocortex structure of the regions that are in it. The hierarchical approach used in classification and recognition are mainly popular based on hierarchical neural network and the modern recognition models.

Even though the HTM networks usually differ from the classic computing, the general function of the computers always model them. Moreover, the hierarchical organization of the HTM networks in most cases facilitates the improvement in efficiency. The usage of the memory and also the training time is reduced. Therefore, at each of the hierarchy levels, the patterns learned are always reused. Also, the prediction of the HTM usually determines whether there is the expectation of a new input since each of the HTM regions usually detects the sequence pattern of the storage because the stored sequences always match with the stored inputs (Savoldi and Gubian, 2009).

7.1.3 Application of Cortical Learning Algorithms in Movement Classification

This thesis argues that understanding and correctly modelling some important properties of all the regions of cortex in the human brain will provide a formidable, intelligent machine that covers all human capabilities and proposes a novel bio-inspired movement classification technique that tends to achieve an efficient and effective automated video forensics analysis work.

Under the HTM networks, the aspect of time is quite necessary for predicting, learning and also for inference. The aspect of time is considered essential since there
is nothing which can be inferred from the sensory reading without making use of its history of time. Hence, the HTM is most suitable for learning during training when using a stream of data (Investigation, 2008). Different versions of the learning algorithms of the HTM have been implemented, whereby, in this research, the CLA has been used in processing data through online learning without supervision and also dealing with the nonaligned sequential data.

The algorithm description limits its capabilities through fixing the output values at single nodes. The hierarchical structure that is associated with the HTM algorithm has some significant effects on the speed used in processing (Savoldi and Gubian, 2009). There are many patterns that have been discovered in the process of training data, but the processing speed associated with the single pattern can grow linear. The number of patterns that need to be checked affects the processing speed (Savoldi and Gubian, 2009; Carrier and Spafford, 2004). However, there is usually a relationship that can have been existing between the speed of processing and number of patterns.

This work has studied the CLA through the investigation of the possibility of applying it to movement classification, to develop a novel movement classification technique. A novel bio-inspired movement classification technique based on the theory of the HTM has been proposed. This classification technique is usually used to classify the normal activities from the abnormal ones.

The evaluation was grounded on data obtained from the VIRAT DATASET RELEASE 2.0. The data were divided into training and testing groups; the detection algorithm ranged between Zero and One where algorithms close to one represents movements that are closer to abnormal while those closer to zero represent movements that are almost normal. The HTM algorithm was compared against the anomaly score threshold for various events. For accuracy event Zero, the best optimal
threshold for the HTM algorithm was 90% to 95%, 90% for event One, 85% for event Two, 70% for event Three, 80% for event Four, 20% for event Five, and below 10% for event Six. For the Seven experiments that were carried out to calculate the optimum anomaly threshold, the average achieved accuracy is 85%, and the optimal threshold is 0.714. Considering that event Five and Six had a low number of training samples and a higher number of testing samples, it is clear that the HTM algorithm is likely to detect movements as abnormal when recalling them is grim and has a high accuracy in detecting normal movements. From this, it was concluded that the intelligence

7.2 Conclusion
In chapter two of this project, several related problems that arise through the use of forensic evidence were reviewed, several proposed frameworks were identified as well as the development of structured frameworks for video forensic investigation. Through the findings in Chapter Two, the project developed in Chapter Three, by proposing a semi-automatic video analysis framework. In Chapter Four, the different methods of video analytics have been noted to be facing certain challenges. Towards the development of a video analytic system, the main functions that the system is expected to perform include the classification of the detected objects, tracking of the detected objects over time, and classification of the object’s movements. This discussion of the HTM in chapter Five is determined by the ability of neocortex to be understood through the theoretical framework provided by HTM. In Chapter Six, it is evident that the required performance of different algorithms differs based on the target scenario as well as the characteristics of the monitored scene.
Overall, digital evidence must be properly admissible, precise, authenticated and accurate to be accepted in the court of law. Because of the fragile nature of digital
evidence, the process must be handled properly and carefully. A detailed digital forensic process provides important assistance to forensic investigators in gathering evidence admissible in the court of law, thus, there is need to have a standard guideline for investigators. The use of video analytic tools for post-incident analysis dictates the application of well-established digital forensics rules into the new video forensic framework.

This research introduces a new semi-automated post-incident framework that could assist in using the output generated from a video analytic tool as evidence in the court of law. The proposed framework can be summarised as follow: Evidence collection, Hard Disk Drive (HDD) cloning, video extraction, video conversion, requirements capturing, automated video analysis, manual verification, storyline creation, report generation and court presentation.

Notably, the proposed semi-automated post-incident analysis framework is closely related to the existing frameworks for various reasons. Firstly, the proposed framework relies on recording devices – cameras (Investigation, 2008). The implication of this is that just like other frameworks, it will be affected by the Crime Scene Investigation (CSI) effect (Zjalic, 2017). This implies that the quality of the footages will significantly depend on the configuration of the CCTV system. If cameras used, have a higher resolution, upon zooming, finer details about the moving object will be obtained. However, if the resolution of the used camera is low, the proposed semi-automated post-incident analysis framework will not provide any significant evidence since the moving objects will be blurred. This is common in many forensic video evaluation frameworks.

Moreover, the proposed semi-automated post-incident analysis framework comprises many of the ideas contained in the physical crime scene investigation framework.
proposed by Reith et al. this model is commonly called the RCG02 framework. For instance, the forensic evidence collection phase and the presentation phase are very similar (Carrier and Spafford, 2004). However, the other phases of the proposed framework are somewhat different from those in the existing framework as they are more intuitive and also provides flexibility as the Forensic Analyst may decide how to store the evidence in DVDs or other storage devices such as flashbacks.

The current framework may also be compared to the existing frameworks by object identification (Carrier and Spafford, 2004). In the existing frameworks, the Forensic Analysts obtains the footage of an unknown object and tries to parallel it against a standard reference. As such, it can be hypothesised that in the existing frameworks, the video forensics involves looking for evidence, pinpointing it, and then reconstructing the events (Carrier and Spafford, 2004). This is summed by the figure below:

*Figure 7-1: Sequence of the existing digital forensic investigating framework (Source Carrier and Spafford, 2004: 6).*

The proposed semi-automated post-incident analysis framework makes the process more logical by evading the reconstruction of events and instead replacing it with automated analysis of footage of interest. This makes it easy to deduce meaning from the forensic investigation process, an aspect that made it very comparable to the MXSERVER System that was developed by Tygart Technology and is currently being used by law enforcement agencies in various parts of the world (Tygart Technology Inc., 2014). The value proposition of MXSERVER is similar to that of the proposed semi-automated post-incident analysis framework – save analysts and
investigators from the hustle that comes with having to view a myriad of images and videos to pinpoint and extract the videos that capture a person of interest (Tygart Technology Inc., 2014). Per se, MXSERVER automatically classifies captured images so that the moving objects – presumably people – can be identified via facial recognition. MXSERVER rapidly goes through millions of footages in the databases and brings up those of interest so that Forensic Analysts can easily view and preview various characteristics of the person of interest (Tygart Technology Inc., 2014). This makes it very comparable to the proposed semi-automated post-incident analysis framework.

Because this project was inspired by the lack of a standard framework for video forensic, the proposed semi-automated post-incident analysis framework fills a significant gap in research. This framework will give Forensic Analysts an easy task when evaluating videos for forensic evidence.

This research studied the application of cortical learning algorithms to movement classification and reviewed HTM-based techniques developed for the efficient automation of post-incident analysis and video forensics.

The proposed movement classification algorithm has been tested using Virat dataset. Tests applied on twenty-three videos have been conducted to detect movement anomalies in different scenarios. Additionally, in this study, The proposed algorithm has been evaluated and compared against several state-of-the-art anomaly detection algorithms. The proposed algorithm has achieved 66.29% average F-measure, with an improvement of 15.5% compared to the k-Nearest Neighbour Global Anomaly Score (kNN-GAS) algorithm. The Independent Component Analysis-Local Outlier Probability (ICA-LoOP) scored 42.75%, the Singular Value Decomposition Influence Outlier (SVD-IO) achieved 34.82%, while the Connectivity Based Factor algorithm
(CBOF) scored 8.72%. The proposed models, which are based on HTM, have empirically portrayed positive potential and had exceeded in performance when compared to several other algorithms. Such performance indicates that there is a chance that the technique will be a success, in the context of video forensic.

The conclusions, from this project, are stated below:

1. The proposed bio-inspired learning technique is suitable for online learning and prediction of a sequence of movements,
2. The technique can be presented with slightly erroneous copy of sequence and can recover quickly after unexpected or suspicious movement patterns.
3. It is also capable of predicting a part of a sequence; this would be a desirable property since real-world data is likely to be noisy and dynamic,

This report concludes that Neocortex inspired learning techniques are applicable for movement classification aspect of analysis and can be used as a part of a video forensic framework. The proposed technique has been evaluated against state-of-the-art machine learning techniques such as HTM, KNN-GAS, ICA, CBOF, SVD-IO, Logistic Regression, Fully Connected NN, SVM, Random Forest works best when it is easy to detect the sequence of events (normal movements).

7.3 Research Contributions
This research project offers some contributions to knowledge as follows:

- The major contribution of this research is the development of an innovative movement classification technique based on HTM theory.
• A new post-incident analysis framework tagged semi-automated video forensic framework has also been proposed to assist in crime investigation and court evidence.

• A significant revelation of knowledge gap through critical literature reviews relating to police practices for video forensics, existing video forensics frameworks and state-of-the-art movement classification techniques. An addition to the information based on current standards for video forensics used in the UK and Saudi Arabia which is limited. This offers insight and opportunities for further research in the field of forensic investigation.

7.4 Limitations

This project was momentously limited to the video forensic analytics. For future work, this can be extended to study the repercussion of audio evidence and its integration with the semi-automated post-incident analysis framework proposed in this thesis.

Another limitation is that only Seven experiments were undertaken to determine the optimum anomaly threshold of the HTM. These experiments were significantly low and undertook more experiments would potentially have altered the optimum anomaly scores and the conclusions of this project. During the testing that was done using data from Virat, there is a possibility that the HTM recorded unnecessary moving objects that affected its ability to recall objects and classify their movements as normal or abnormal (Investigation, 2008).

For further research, it is essential that the forensic investigator has suitable and more sophisticated equipment to avoid limitations that might unavoidably interact with the results of findings, testing and analysis (Investigation, 2008).

The small sample size used in the questionnaire is also another limitation. The project utilized a sample of Thirty-One participants. While the questionnaire was quite comprehensive with Twenty-Six carefully crafted questions, the fact that only Thirty-
One responses have received puts into question the validity of the findings (Newman, 2003). Considering the importance and sensitivity of the issue under exploration, such a small sample number may not provide findings that are generalizable. Considering this, future researchers should consider using bigger samples – about 200 people. Moreover, they should also consider using a hardcopy Self-administered Questionnaire (SAQ) instead of the online questionnaire that was used in the current project (Newman, 2003). Robson (2002) accentuates that in online research, respondents often skip questions that they consider to be difficult and may also fail to submit or even see the questionnaire further lowering the response rate. The use of hardcopy SAQ will enhance the response rate as emphasized by Robson (2002).

Despite these limitations, the work presented in this report lends itself well to be implemented in real crime investigation providing court evidence through video forensic. However, the evolving potential of the field of the study meant there are opportunities for further research in this area (Savoldi and Gubian, 2009). As a matter of suggestion, it is expected that the future work for improving video investigation, a fully automated video forensic framework could be explored, rather than just the semi-automated proposed in this study.

The aspect of automation of video forensic framework is aimed at jettisoning the involvement of humans which can be more expensive, time-consuming, a higher percentage of error and most important manipulation of useful facts. It is, however, promising for the interested researcher to take further the current level of this research approach to even better performance as advised by Kaur, Kaur, and Khurana (2016).

Also, the dataset used to obtain results from experiments can be extended further. Although the current research has applied the use of Virat dataset, more datasets that follow similar methodology can be considered with more complex scenarios. The
additional dataset is expected to incorporate numerous pattern changes to test results and generate more significant results that would expand understanding of the forensic images under investigations.

7.5 **Recommendations for Future Work**

This project aims to study the requirements of video forensic investigation and Police procedures to propose a new semi-automated post-incident analysis framework and to investigate the application of the CLA to movement classification towards an automated video forensics process. The following recommendations for research are based on the study findings:

1. In a bid to show the performance of the proposed approach in a generic framework and especially in the case of using a sample of large size, also to optimize the classification process and solve the problem of exploration. More research is needed to propose improvements to the proposed approach so that it can be perfected even in the case of large samples. Example: to use the genetic algorithm that belongs to the family of evolutionary algorithms. Their goal is to obtain an approximate solution to an optimization problem, when there is no exact method (or the solution is unknown) to solve it in a reasonable time. Genetic algorithms use the notion of natural selection and apply it to a population of potential solutions to the given problem. The solution is approached by successive "leaps", as in a branch & bound procedure, except that they are formulas that are sought rather than values. In our case the genetic algorithm must be used to select the samples and then solve the classification problem in a reasonable time even in the case of a large sample.

2. Research to explore the classification of object movements detected from a video stream. Additional research is needed to provide a real-time video-based classification approach i.e. to provide an essential module for automating the real-time court video process.
3. A number of performance measures have been identified, generating motivations aiming to develop new methods of classification of the video such as an automatic classification method without the intervention of the expert.
Appendix A  Evaluation Models

Figure A-1: Rapidminer validation block diagram
Figure A-2: Thresholding

Figure A-3: Rapidminer training and testing block diagram - ICA Local Outlier Probability
Figure A-4: Rapidminer training and testing block diagram - SVD Influenced Outlierness

Figure A-5: Rapidminer training and testing block diagram – k-NN Global Anomaly Score

Figure A-6: Rapidminer training and testing block diagram – Connectivity-Based Outlier Factor
Appendix B  Results - Optimum Threshold Selection Experiments

Proposed Algorithm:

Data visualization showing the performance of the algorithm across different event thresholds for Event 0, Event 1, and Event 2.
Figure B-1: Optimum threshold selection – Proposed algorithm
k-NN Global Anomaly Score

Event 0

Event 1

Event 2
Figure B-2: Optimum threshold selection – k-NN Global Anomaly Score
Singular Value Decomposition Influence Outlier (SVD-IO):

Event 0

Event 1

Event 2
Figure B-3: Optimum threshold selection – SVD Influence Outlier
Independent Component Analysis – Local Outlier Probability (ICA-LOP):
<table>
<thead>
<tr>
<th>Anomaly Score Threshold</th>
<th>Event 3</th>
<th>Event 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>84.49%</td>
<td>84.59%</td>
</tr>
<tr>
<td>0.2</td>
<td>86.58%</td>
<td>86.71%</td>
</tr>
<tr>
<td>0.3</td>
<td>87.99%</td>
<td>88.15%</td>
</tr>
<tr>
<td>0.4</td>
<td>88.65%</td>
<td>88.93%</td>
</tr>
<tr>
<td>0.5</td>
<td>89.41%</td>
<td>89.92%</td>
</tr>
<tr>
<td>0.6</td>
<td>89.73%</td>
<td>90.24%</td>
</tr>
<tr>
<td>0.7</td>
<td>89.96%</td>
<td>90.48%</td>
</tr>
<tr>
<td>0.8</td>
<td>90.15%</td>
<td>90.67%</td>
</tr>
<tr>
<td>0.9</td>
<td>90.30%</td>
<td>90.79%</td>
</tr>
</tbody>
</table>

Figure B-4: Optimum threshold selection – ICA – Local Outlier Probability
Connectivity-Based Outlier Factor (CBOF):

Event 0

Event 1

Event 2
<table>
<thead>
<tr>
<th>Event 3</th>
<th>Event 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event 5</th>
<th>Event 6</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3.png" alt="Graph" /></td>
<td><img src="image4.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

Figure B-5: Optimum threshold selection – Connectivity-Based Outlier Factor
Appendix C  Results – Data Distribution

Proposed Algorithm:

Figure C-1: Scatter diagram – Proposed algorithm
Figure C-2: Scatter diagram – k-NN Global Anomaly Score
Singular Value Decomposition Influence Outlier (SVD-IO):

Figure C-3: Scatter diagram – SVD Influence Outlier
Independent Component Analysis – Local Outlier Probability (ICA-LOP):

Figure C-4: Scatter diagram – ICA – Local Outlier Probability
Connectivity-Based Outlier Factor (CBOF):

Figure C-5: Scatter diagram – Connectivity-Based Outlier Factor
References


doi:10.4172/2157-7145.s1.009


Clark, J (2014) Meet the man building an AI that mimics our neocortex – and could kill off neural networks [online] available from <Clark, J (2014) Meet the man building an AI that mimics our neocortex – and could kill off neural networks >


202


Li, C.-T, and IGI Global. (2013). Emerging digital forensics applications for crime detection, prevention, and security. Hershey, PA: IGI Global (701 E. Chocolate Avenue, Hershey, Pennsylvania, 17033, USA.


https://www.nist.gov/topics/information-technology


Prasanthi, B. V. (2016) 'Cyber Forensic Tools: A Review' International Journal of Engineering Trends and Technology (IJETT) 41(5); 266-271


Rowland, J., (2014). ‘Delivering a Modern Criminal Justice Services through Technology’ Criminal Justice System


doi:10.4018/978-1-60566-836-9.ch017


