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Abstract: Superplasticizers (SPs), also known as naturally high-water reducers, are substances used
to create high-strength concrete. Due to the system’s complexity, predicting concrete’s compressive
strength can be difficult. In this study, a prediction model for the compressive strength with SP
was developed to handle the high-dimensional complex non-linear relationship between the mixing
design of SP and the compressive strength of concrete. After performing a statistical analysis of the
dataset, a correlation analysis was performed and then 16 supervised machine learning regression
techniques were used. Finally, by using the Extra Trees method and creating the SP variable values, it
was shown that the compressive strength values of concrete increased with the addition of SP in the
optimal dose. The results indicate that superplasticizers can often reduce the water content of concrete
by 25 to 35 per cent and consequently resistivity increased by 50 to 75 per cent and the optimum
amount of superplasticizers was up to 12 kg per cubic meter as well. From one point, the increase in
superplasticizers does not lead to a rise in the concrete compressive strength, and it remains constant.
According to the findings, SP additive has the most impact on concrete’s compressive strength after
cement. Given the scant information now available on concrete-including superplasticizer, it is
prudent to design a concrete mixing plan for future studies. It is also conceivable to investigate how
concrete’s compressive strength is impacted by water reduction.

Keywords: superplasticizer; dynamic actions; compressive strength; machine learning; regression

1. Introduction

The main component of concrete, a material widely used in buildings, is cement.
Concrete is the most widely used building material in the world due to its many advan-
tages over other materials [1]. Concrete consists of various ingredients, including cement,
aggregates (fine and coarse), water, and some additives, and it is widely used as a building
material in civil engineering applications such as dams, bridges, and roads [2]. Compres-
sive strength is the most fundamental of the different indices of concrete qualities since
it is directly related to structural safety and is essential in the performance measurement
of structures throughout their entire life cycle. Concrete, on the other hand, is made up
of several components that are randomly distributed throughout the concrete matrix, as
everyone knows. Because of the complexity of the system, predicting the compressive
strength of concrete is extremely difficult [3]. Superplasticizers (SPs), commonly referred to
as naturally high-water reducers, are compounds used in the production of high-strength
concrete [4]. Plasticizers include chemical substances that allow for the manufacturing of
concrete with 15% less water content [5,6]. Water content can be reduced by up to 30% with
superplasticizers. These additives are used in small amounts, only a few per cent of the total
weight of the product. Concrete curing is slowed by plasticizers and superplasticizers [7,8].
Purified lignosulfonates, carboxylate synthetic polymers, sulfonated synthetic polymers,
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and synthetic polymers with mixed functionality cementitious materials are all examples
of superplasticizers [9,10].

Researchers, engineers, and concrete practitioners working in this field are assisted by
machine learning technologies, which also promote the dissemination of knowledge about
their subject matter [11,12]. In the current work, artificial intelligence and machine learning
have been used to evaluate how the use of different dosages of superplasticizer admixtures
affects the compressive strength of concrete. As of writing this paper, there has not been any
research conducted on predicting how superplasticizers will affect concrete’s compressive
strength using artificial intelligence. Given the importance of concrete additives and
their effect on the material’s compressive strength, this topic requires extensive research.
So, this study looks into how superplasticizers might impact the compressive strength
of concrete. Adding superplasticizer boosts concrete’s compressive strength at all ages,
according to Salahaldein Alsadey et al. [13]. The hypothesis is that since the inclusion of a
superplasticizer provides more water to mix concrete, the hydration process is not only
not interrupted but significantly sped up by the extra water formed by the deflection of
the cement particles. So, increasing the superplasticizer dosage could trap more water and
enhance cement hydration. The aim of this study is to find the relationship between the
mixing design of a superplasticizer and the compressive strength of concrete and prediction
a model for the compressive strength of a superplasticizer by utilizing 16 supervised
learning techniques from machine learning. This investigation based on machine learning
would be the first and there is no one else who has explored this topic.

The most desirable attribute of concrete is typically its compressive strength; although,
in many real-world situations, other qualities such as durability and impermeability may be
more crucial. However, because compressive strength is directly related to the structure of
hardened cement paste, it typically provides an overall picture of the quality of concrete [14].
Several publications on the subject of foretelling the compressive strength of concrete (CCS)
have been written in recent years, which have used 1030 datasets from the University of
California, Irvine’s data repository [15,16]. Considering that no research has been conducted
in the past directly in the field of compressive strength of concrete with super-lubricant
additives, a paper [17] has been written in the area of concrete with extra materials. In this
regard, a method based on MARS was published in an article to forecast the compressive
strength of fly ash-slag concrete, and the model analysis procedure was established by
examining the algorithm’s basic workings. Finally, the MARS compressive strength model
was introduced, which offered a practical way to forecast the compressive strength of fly ash
concrete. Another article [18] investigated the intelligent prediction of compressive strength
of concretes using fly ash and furnace slag as a partial replacement for cement. The findings
showed that a Genetic Algorithm-Artificial Neural Network (GA-ANN) model cannot only
be created and used to forecast the CCS but that it can also produce better outcomes than a
Backpropagation—Artificial Neural Network (BP-ANN) model [19]. In another study [20],
researchers indicated that, according to the SHAP-based research, W/B and age are the two
input factors that most significantly impact the concrete Cs among the five considered. Age
and superplasticizer positively impact the output, and the Cs rises as a result. On the other
hand, a rise in W/B, GGBFS%, and RA% causes the Cs to fall. Additionally, there are other
articles that have been written regarding the compressive strength of concrete with marble
waste powder and concrete with waste glass fibres [21–23], in which the practical empirical
equations have been developed to determine the compressive strength of concrete with
different amounts of waste glass. Instead of conducting an experiment, these strength
values of the concrete produced with glass powder can be easily estimated at the design
stage with the help of proposed expressions.

Finally, no study was discovered that investigated the prediction of the impact of
superplasticizers on the compressive strength of concrete using artificial intelligence. This
subject requires much investigation, given the significance of additives in concrete and
their impact on the material’s compressive strength. Therefore, this study investigates how
superplasticizers would affect concrete’s compressive strength.
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2. Material and Method
2.1. Dataset Description

Ordinary Portland cement, water, coarse aggregate, fine aggregate, superplasticizer,
blast furnace slag, and fly ash are the seven elements in the tested concrete specimens, which
were cured under laboratory conditions. The specimens indicated in the below table did
not contain any superplasticizers, blast furnace slag or fly ash. The concrete’s compressive
strength was then determined using a standard compressive test procedure on cylinder
specimens with a height of 300 mm and diameter of 150 mm (ASTM C470/AASHTO
M 205). The experimental data sets contain a total of 9 parameters. Table 1 shows the
name, unit, min/max values, mean value, and standard deviation (SD) of the experimental
parameters. Furthermore, the statistical distribution of the concerned values is given in
Figure 1, which allows us to observe the parameters directly.

Table 1. Statistical input variables of the datasets. These information is used to train the proposed
regression methods and predict the concrete compressive strength.

Parameter Unit Minimum Maximum Mean SD Count

Cement Kg/m3 102.00 540.00 281.17 104.51 1030

Water Kg/m3 121.75 247.00 181.57 21.36 1030

Coarse aggregate Kg/m3 801 1145.0 972.92 77.75 1030

Fine aggregate Kg/m3 594.00 992.60 773.58 80.18 1030

Supper plasticizer Kg/m3 0.00 32.20 6.20 5.97 1030

Blast furnace slag Kg/m3 0.00 359.40 73.90 86.28 1030

Fly ash Kg/m3 0.00 200.10 54.19 64.00 1030

Curing time Days 1.00 365.00 45.66 63.17 1030

Compressive strength MPa 2.33 82.60 35.82 16.71 1030
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2.2. Methodology

Different dimensions can be used to classify machine learning problems. Unsuper-
vised learning and supervised learning are two of these dimensions. In supervised learning,
labels—which may be discrete or continuous—are assigned to samples [24]. One of the
most used supervised machine learning techniques in several disciplines is regression.
Regression problems have been solved using several different algorithms and techniques.
These techniques span widely, ranging from statistical techniques to cutting-edge tech-
niques such as neural networks [25]. Regression is one of the supervised machine learning
techniques to establish the relationship between variables, as previously indicated. In
actuality, the association between a collection of independent factors and a dependent
variable is investigated [26]. Based on the connections between the independent variables,
a regression can be used to forecast the output of the dependent variable. The impact of
one or more independent factors on the dependent variable can also be examined. As a
result, the relationships between dependent and independent variables, estimation, and
prediction can be described using regression applications [27].

The following models were utilised in this paper:

- Partial least squares (PLS) regression: a subset of the linear regression family of models
where the set of variables is shifted to a smaller space that best describes the variance
of the data using knowledge of the correlation of the variables.

- Linear regression: The goal of the linear regression approach is to minimise the
MSE based on the variables by optimising the production of the variables in the
pertinent parameters.

- Kernel ridge: a member of the linear regression family of models where the variables
are relocated to a different location using the Kernel Trick, enabling the model to
access non-linear data.

- Support vector regression (SVR): a technique built on the Kernel Trick and the idea of
a support vector, in which the line with the most training data is found by looking for
support vectors.

- K-nearest neighbors regression: a regression technique based on the K-Nearest Neigh-
bors method, in which the K-nearest training data are used to estimate the model’s
output value for a given input.

- Gaussian Process: This technique, which is based on Kernel Trick, specifies the model’s
output value using a Gaussian distribution.

- Decision Tree: a process that bases discrete choices on the magnitude of input variables.
- Multi-layer Perceptron: a neural network-based model with a single hidden layer and

ReLU activation function.
- Gradient boosting: Gradient descent is used to maximise the coefficient of an ensemble

model, where new models are iteratively integrated with their output to enhance the
performance of older models.

- Bagging: by using sampling to split up the training data set into smaller chunks, the
ensemble technique avoids.

- AdaBoost: a group of learning models that are combined with new models that
concentrate on data with significant prediction error.

- Random Forest: a decision tree ensemble model in which many different decision
trees are trained, with the average output of these models serving as the model’s
final output.

- Extra trees: a group of decision tree models that are trained on a random sampling of
data, much like a Random Forest.

2.3. Matérn Kernel

The following function is used to alter the input in the Matérn kernel:

C(x, ν) = σ2 21−ν

Γ(ν)

(√
2ν

x− µ

ρ

)ν

Kν

(√
2ν

x− µ

ρ

)
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where Γ(.) is the gamma function (continuous type of factorial function), and the value
of Kν is the Bessel function of the second type. The different types of Matérn kernel are
defined based on ν, the Matérn12 type is for ν = 1

2 , and the Matérn32 and Matérn52 types
are defined with ν = 3

2 , 5
2 in the same way. In the limit ν→ ∞ , there will also be an RBF

core, which is shown below:

C(x) = σ2 exp

(
− (x− µ)2

2ρ2

)

Regression analysis was employed in this study to look at the impact of the super-
plasticizer variable. Since there are different approaches, a regression method should be
chosen first. First, different regression techniques were looked at using data that were
available. Algorithms were then adapted to the data to estimate the cement’s strength.
The ExtraTreesRegressor method with the lowest error was then chosen to determine the
influence of the superplasticizer variable after comparing the costs of each method. The
average of the remaining variables was taken into consideration to be constant to examine
the impact of the superplasticizer variable, which varied from 0 to 32 to represent the
strength of the cement. In the phase of evaluating the approach and examining the impact
of the superplasticizer variable, the K-fold cross-validation method with a value of 10 was
employed. The chosen model’s hyperparameters were also chosen using the grid search
method. This study made use of the Python programming language and data science
packages including scikit-learn, pandas, NumPy, and matplotlib.

2.4. Evaluation Metrics

A measure of mistakes between paired observations describing the same phenomenon
is called the Mean Absolute Error (MAE). Comparisons of expected against observed data,
subsequent time against initial time, and one measuring technique against an alternate
measurement technique are a few examples of Y vs. X. The MAE is calculated by dividing
the total absolute errors by the sample size (Willmott and Matsuura, 2005):

MAE =
∑n

i=1|yi − xi|
n

=
∑n

i=1|ei|
n

Consequently, it is an arithmetic average of the absolute errors |ei| = |yi − xi|. In this
equation, yi are the prediction and xi is called the true value.

A common metric for comparing values predicted by a model or estimator with the
values seen is the root-mean-square error (RMSE). The RMSD is the quadratic mean of the
square root of the second sample moment of the discrepancies between expected values
and observed values [28]. The square root of the mean of the squares of the deviations is
used to determine the RMSD of projected values Y for times t of a regression’s dependent
variable Z using variables observed across T periods.

RMSE =

√
∑T

t=1(ŷt − yt)
2

T

2.5. Heatmap

A two-dimensional diagram known as a heatmap was used to colour-code data. To
demonstrate that this colour difference was brought on by the numerical values of the
variables, the further information might be shown using various colours. We used the
heatmap to replace numbers with colours so that humans could more easily understand
data via heatmap display, since the brain is better able to interpret visuals than numbers,
text, and written data.

By utilising the link between variables, a heatmap can be used to depict patterns,
variance, and anomalies as well as the density or intensity of various variables. These vari-
ables were plotted over the graph’s two dimensions. Figure 2 shows that the relationship
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between the variables cement and strength had the highest value, while the relationship
between the two variables water and superplastic had the most negative value, meaning
that it had the opposite relationship and weakened with an increase in the value of one of
the other variables. Since they were both direct variables, one grew at the same time as the
other variable’s growth.
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3. Results

A correlation heatmap is a useful tool for illustrating the relationship between variables.
The estimated heat graph demonstrating the relationship between the variables in this
investigation is shown in Figure 2. The correlation value varied from +1 to −1. When
this value was closer to one, the link between the variables was greater in that direction;
conversely, when this value was closer to a negative one, the opposite was true.

As explained, the best regression approach should be selected. First, the approach
with the lowest cost was chosen by calculating the Mean Absolute Error (MAE) and Root
Mean Squared Error (RMSE). In tests relating to the performance outcomes of the models,
the K-Fold approach was employed to lessen the impact of statistics linked to learning
and measurement data. K was set at 5, and the separation was carried out at random. As
a result, the findings were an average of the models’ performance across 5 experiments,
which corresponded to 5 randomly chosen subsets of the data. Table 2 displays MAE and
RMSE values, and Figures 3 and 4 display its histogram.
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Table 2. Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).

Regression Model MAE RMSE

PLS 8.29 10.46

Linear Regression 8.30 10.47

Kernel Ridge 3.47 6.08

SVR 7.76 9.94

K-Neighbors 6.33 2.23

Gaussian Process 9.91 12.46

Decision Tree 4.29 6.61

Multi-layer Perceptron 3.54 5.46
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Table 2 shows the outcomes of the models’ performance, so they can be seen separately.
It can be seen that the best performance was related to models that could simulate non-linear
relationships. The performance of kernel-based approaches was significantly better than
the linear regression method, indicating the presence of non-linear correlations between
input factors and output variables. Additionally, the Gaussian process model, which
appeared to be the primary cause of the low complexity of the kernel utilised in this
method, was associated with the worst performance. In addition, a distinction is observed
between the highest performance in terms of mean squared error and the best model in
terms of Mean Absolute Error. The linear regression model with kernel exhibited the best
performance in terms of average absolute error, but the neural network model exhibited
the best performance in terms of average square error. From this observation, it can be
deduced that the neural network model contained more errors, but they were of a smaller
magnitude than the linear regression model with the kernel.

The outcomes pertaining to the application of ensemble methods are shown in Table 3.
The Decision Tree model was the fundamental model used out of all these techniques. As
can be seen, the boosting-based model performed the best. This finding can be connected
to the boosting model’s lack of vulnerability to the overfitting issue. Additionally, the Extra
Trees model had the best performance following the boosting model, which is explained by
the impact of the separation point’s random selection.

Table 3. Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).

Regression Model MAE RMSE

Gradient Boosting 2.51 4.05

Bagging 3.38 4.93

AdaBoost 6.24 7.62

Random Forest 3.39 4.94

Extra Trees 2.88 4.58

Figure 3 shows how the chosen kernel and its associated hyperparameter affected the
performance of the Gaussian process model. It is evident that the Matérn kernel provided
the best performance, which is in line with earlier findings. Additionally, based on the data,
it appeared that the function associated with the issue was very non-linear and non-smooth
because non-smooth Matérn kernels exhibited greater performance.

The impact of lasso and ridge regularization on the effectiveness of linear regression
is depicted in Figure 4. As can be seen, regularization in linear models did not appear
to be advantageous to the model. The limited number of input variables and the small
size of the observations can be cited for this issue. The outcomes seen in Figure 3 are
reproduced similarly when analysing the model’s performance in the presence of a greater
value of lasso regularization. The two factors fine aggregate and course aggregate were
least affected by an increase in the lasso. The factors of cement and blast furnace slag, on the
other hand, had the most effects. Figure 3 shows that these two variables had the biggest
influence on the model’s performance and the least linear reliance on other variables.

Figure 5 illustrates how the performance of the regression kernel model was impacted
by the kernel type and its associated parameters. As can be observed, the models with
the highest level of non-linear correlations consistently performed the best. For instance,
the performance of the model was enhanced by raising the degree of the polynomial
kernel. However, this improvement took place because there were more parameters in the
locations where the regularization-related coefficient was higher. Therefore, in this case, it
is important to take into account the impact of overfitting.
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Table 4 shows the findings of the sensitivity analysis for the input variables of the
Kernel Regression model. These outcomes were achieved by deleting the pertinent variable
from the model’s input variables.

Table 4. Results of Sensitivity Analysis related to Kernel Regression model.

Variable MAE RMSE

All 3.47 6.08

Cement 3.69 6.56

Blast furnace slag 3.47 5.94

Fly ash 3.52 6.14

Water 3.62 6.4

Superplasticizer 3.34 5.38

Coarse aggregate 3.55 5.9

Fine aggregate 3.42 5.53

Age 10.19 13.39

The age variable had the most effect on performance, as is well established. Figure 2
shows that this variable had the lowest correlation with the other factors, which highlights
the significance of this variable in determining the strength of concrete. The concrete
variable is likewise very significant, and it is expected that its removal would have a
significant negative impact on the model’s performance. The good effect of eliminating
superplasticizers from variables is an intriguing matter since it can be explained by the
information contained in this variable in other variables. This data can be evaluated and
processed since kernel-based models take non-linear relationships into account. Reducing
overfitting may also have another consequence.

Three of the methods have combined elements of previous techniques. The first
stacking regression used the SVR and ridge methods in combination, the second used
the ridge, lasso, and neighbors regression methods in combination, and the final stacking
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regression used the second method’s algorithms as well as the last layer of Random Forest
and Gradient Boosting. Finally, by selecting the ExtraTreesRegressor method and generat-
ing the superplasticizer variable values, the concrete strength values were approximated
according to the diagram in Figure 6. Regression models were evaluated on a different
sample using resampling techniques (Bootstrapping and Jackknife resampling) to inves-
tigate them with more data in order to prevent overfitting. The hyperparameters for this
method were as follows: bootstrap = False, criterion = ‘absolute_error’, max_depth = 20,
max_features = ‘auto’, min_impurity_decrease = 0, min_samples_split = 2.
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Regression techniques were employed in this study to estimate the strength value
based on the superplasticizer variable. Based on changes in the superplasticizer variable,
Figure 6’s Strength variable value was calculated. It is clear that the superplasticizer with
the value of 12 MPa had the highest value of Strength, 52 MPa, and that, following a decline,
the variations in the Strength value were mathematically practically constant.

4. Discussion

In this study, a prediction model for the compressive strength of superplasticizers was
developed using 16 supervised learning methods from machine learning to address the
high-dimensional complex non-linear relationship between the superplasticizer mixing
design and the compressive strength of concrete. Using Yeh’s concrete study [15,16]
dataset, the prediction of concrete’s compressive strength was carried out with great
accuracy. After conducting a statistical analysis of the dataset, a correlation analysis was
performed. According to the findings, cement was the biggest influence on concrete’s
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compressive strength, followed by the superplasticizer additive, as seen in Figure 2. This
supports the finding from Salahaldein Alsadey et al. [13], i.e., that adding superplasticizer
boosts concrete’s compressive strength at all ages. The hydration process is not only not
interrupted but also greatly sped up by the excess water created by the deflection of the
cement particles, since the addition of a superplasticizer offers more water to mix concrete.
Consequently, increasing the superplasticizer dosage will cause the cement to become more
hydrated by trapping more water. The suggested usage of a superplasticizer has a limit,
despite the fact that it boosts compressive strength. Superplasticizers will only reduce
compressive strength if used in excess of what is recommended. The extra superplasticizer
is the root reason because it separates the grain from the concrete, reducing the homogeneity
of the concrete. As a result, the compressive strength of concrete diminishes if the dose
utilised exceeds the ideal dose [29].

This study demonstrates a relationship between the superplasticizer, also known as
a potent water reduction, and the compressive strength of concrete. This investigation
supports the notion that the use of superplasticizers produces concrete with average
performance but extraordinarily high strength (due to a significant reduction in the ratio of
water to cement) [30]. For a given efficiency, superplasticizers can frequently reduce the
water content of concrete by 25 to 35 per cent. Additionally, they can raise the 24 h resistivity
of concrete by 50 to 75 per cent. A higher resistance may be the result of processing in
steam or steam under high pressure. Figure 5’s compressive strength prediction experiment
findings demonstrate that superplasticizer addition and continued mixing both boost
concrete’s compressive strength. However, compressive strength rises more quickly at ages
below 28 days than at ages above 28 days.

Based on the results of the prediction of compressive strength using the provided
data, it is obvious how the superplasticizer addition affects the compressive strength of
concrete. The performance requirements of superplasticizers for the manufacture of high-
strength concrete are laid out in ASTM C 494-92 and Part III of BS 5075:1985. Interestingly,
the commercially available superplasticizers struggle to adhere to norms that increase
resistance [31]. Superplasticizers primarily improve cement particle distribution, which
leads to increased hydration but does not fundamentally alter the structure of hydrated
cement paste. This explains why, in some circumstances, adding superplasticizers to
concrete at a set water-to-cement ratio makes it stronger [31].

Surprisingly, no long-term decline in resistance has ever been observed. In actuality,
the compressive strength of the concrete sample improves with age and increases with
the length of time it has been in existence [32]. In this investigation, there was no proof
that older concrete containing superplasticizers lost any strength. The results, which are
depicted in Figure 5, indicated that the amount of superplasticizer additive that improves
concrete’s compressive strength causes an increase of up to 12 kg for the concrete samples
taken into account for this study. From this point onward, the compressive strength of
concrete decreases slightly (by about 1 MPa). However, even when the superplasticizer
content is increased to 32 kg per cubic meter of concrete, the concrete’s 52 MPa compressive
strength stays constant. Because the concrete samples used in the dataset under study
were taken at a young age, such as three days, and the concrete had not yet reached a high
resistance, the concrete sets and reaches its ultimate strength later, when the amount of
superplasticizer consumption exceeds the optimal amount. As a result, the chart started to
trend downward in some areas. Superplasticizers reacted with C3A, one of the primary
components of Portland cement, whose hydration was inhibited, despite the lack of a
precise explanation for how they work [33]. Ettringite crystals begin to develop as small,
roughly cubical particles rather than needles as a physical result of this. The mobility of the
cement paste is enhanced by the cubic form of the particles [34].

It should be highlighted that the use of superplasticizers would increase concrete’s
compressive strength to the proper level while simultaneously reducing water use and
saving water in large construction projects.
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5. Conclusions

The appropriate application of superplasticizers, particularly as a building material,
has had a favourable impact on compressive strength, one of the most important char-
acteristics of concrete. In this work, the compressive strength of concrete built with a
superplasticizer as a partial replacement for water was predicted. The following conclu-
sions could be drawn from this study:

• Superplasticizers would save water usage while boosting concrete’s compressive
strength to the appropriate level.

• The strongest factor affecting concrete’s compressive strength is cement.
• Only if superplasticizer is used in excess of what is advised will compressive strength

be reduced; the dose will not be increased.
• The high-dimensional complex non-linear relationship between the superplasticizer

mixing design and the compressive strength of concrete was addressed, and the
prediction of the compressive strength of concrete was carried out with great accuracy
using different supervised learning methods from machine learning.

Given the scant information now available on concrete including superplasticizers,
it is prudent to design a concrete mixing plan for future studies. It is also conceivable to
investigate how concrete’s compressive strength is impacted by water reduction.
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