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Welcome Note

Dear Colleagues,

On behalf of the conference committees, I would like to welcome you to SKIMA 2010: the
Fourth International Conference on Software, Knowledge and Information Management and
Application.

This conference is held in Bhutan, the land of Thunder dragon, where many people long for a
visit but few can make it. It is hosted by the only university in Bhutan; Royal University of Bhutan
with a warmly support from all eLink project members.

This event demonstrates the continuous effort to uplift SKIMA to an international reference
level in the arena of ICT and Knowledge Management. It receives a great honor from the Government
of Bhutan to approve this conference and allow ICT and KM scholars from at least 10 nations to
experience and share their knowledge in this wonderful country. Moreover, His Excellency Minister
for Education and the Secretary of Ministry of Information and Communications kindly accept the
conference invitation for the opening ceremony and giving a keynote speech so we can learn how
Bhutan move “Towards Happiness and Sustainable Development.”

Two other leading keynote speakers from the Royal University of Bhutan and Freie
Universitédt Berlin will present on the second day.

With the help of the 53 reviewers from around the world and by the use of the previous
conference standard measure, fifty eight papers are accepted to be presented in this conference. They
are classified into 11 different areas. These presentations will provide extra enrichment to the
conference.

I would like to express my deep appreciation to all sponsors, the conference boards and
committees, especially the local organizing team, for their generous support and kind assistance to
make this conference viable. Moreover, my gratitude goes to all contributors who provide valuable
elements for the success of this conference.

OuypornTonmukayakul, Program Co-chair
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A Survey of Data Level Conflicts
In Database Integration

Ghulam Ali Mirza, Nayyer Masood, Sohail Asghar
Department of Computer Science,
Muhammad Ali Jinnah University, Islamabad, Pakistan
alimirza@jinnah.edu.pk, nayyer@jinnah.edu.pk, sohail.asghar@jinnah.edu.pk

Abstract—Database integration plays a significant role
in different application domains where data has to be
accessed from multiple, distributed, autonomous and
heterogeneous databases. Semantically similar data
residing in different databases is prone to have
schematic and data conflicts. For integrated access
from multiple databases, these conflicts have to be
resolved. Data conflicts come into play when database
schemas have been merged after the resolution of
schematic conflicts, like data value conflicts, data
precision conflicts etc. Without identification and
resolution of data conflicts, the data from source
databases cannot be retrieved and correctly
interpreted. The focus in this paper is explicitly on these
conflicts; what they are, how they create problems in
data access and how they have been treated in
literature. The findings of this survey are; (1) a lot of
work has been done on schematic conflicts but the data
conflicts have been relatively ignored, (2) schematic and
data conflicts are mixed with each other which
undermines the importance of later, (3)the lack of
attention in literature leaves many data conflicts
unidentified. This survey is an attempt to highlight the
importance of study about data conflicts that will
ultimately help in performing more accurate database
integration.

Index Terms—Conflicts, Data Integration, Data
Merging, Heterogeneities, data conflicts

I. INTRODUCTION

Database integration is a process that is
performed to achieve the unification of data from
different database [1]. It is an important field of
computer science that has significance in industry as
well as in academia. Accessing heterogeneous data
repositories is a requirement encountered in various
applications [4]. Fig. 1 shows a heterogeneous data
access setup in a multidatabase system framework
that is mainly based on the database integration
process. Database integration has two main steps,
schema integration (SI) and data integration (DI).
The SI process results an integrated schema also
called the global schema. The user initiates a query
on the global schema considering the result of his
query will be obtained from the data underlying the
(global) schema. The global schema, as a matter of
fact, does not contain any data. The user query is
transformed into local queries which are passed on to
local/component databases where these queries are
executed and results from local sites are sent back to

the global layer where the DI is performed generating
the merged data that is presented to the global user.

Integrated Schema

Figure 1. Heterogeneous data access

The major challenge in database integration is the
handling of heterogeneities (also termed as conflicts)
among the component databases [3]. These conflicts
create problems in Sl and DI phases of database
integration. On one side, identification and merging
of corresponding schema elements is hampered
during Sl and on the other side, the merging of data
fetched from the local databases becomes
problematic during DI process [16].

A lot of work has been done on the issue of
heterogeneities among component  databases.
However, not too much work can be found focusing
specifically on data level conflicts [2,4,8,9,10]. They
are generally treated during the Sl process along with
the schematic conflicts. A deeper look into the issue
of heterogeneities reveals that the schema level
conflicts and data level conflicts need to be studied
separately; reasons being

- They occur at different times/processes in

database integration

- Not all data level conflicts are handled during

the SI

As is evident from the second point, some of the
conflicts are handled automatically/implicitly during
the SI process. For example, missing attribute value,
granularity of the information unit, heterogeneity
where an element in one schema (like stdName)

ISBN 978- 974-672-556-9



matches more than one elements in other schema
(like stFName, stLName). The schema merging
approaches [2,9] concatenate the two elements before
merging them with one element of the first schema.
However, there are certain types of conflicts that
cannot be managed during the SI process, for
example, unit difference, like weight is modeled in
kilogram in one database and in pounds in another
database. There are many other such conflicts; some
of them have already been identified in literature and
some were undiscovered.

The objective of this study is to focus on this,
relatively ignored, issue of database integration. The
previous work has been analyzed with the specific
perspective of data level conflicts, some new
conflicts have been identified and finally a
comprehensive taxonomy of conflicts has been
presented. The work in this paper will highlight the
importance of study of data level conflicts that will
ultimately lead to proposing solutions for these
conflicts.

The paper has been structured as follows: section
Il discusses the data level conflicts; what they are,
what different types are and how they impact the
integrated data access. Section [l presents the
literature survey on data level conflicts. Section 1V
contains a critical analysis of the work done so far on
data level conflicts. Conclusion and future work is
discussed in section V.

Il. THE DATA LEVEL CONFLICTS

Data Integration (DI) has been mentioned in the
context of database integration in the previous
section. This is one major application area in which
DI is required but this is not the only one. Many
applications have been mentioned in literature where
DI is required for application specific purposes.
Application domains mentioned in [21] focuses on
highlighting the importance of schema matching but
all these domains ultimately require the data
integration. Like in schema integration, after merging
the component schemas, data fetched from the local
databases as a result of global query has to be merged
that involves DI. In data warehouses, data extracted
from a data source is to be merged with that already
present in the data warehouse. It involves finding the
matching elements between the two; once they have
been identified the data from the new data source is
to be merged with that of data warehouse that
involves DI. E-commerce has been mentioned as
another application domain in which trading
messages are exchanged that could differ from each
other in syntax and schema. In order to present
messages in the required format of different trading
partners, the messages have to be translated which
partly involves schema matching. After translating a
message the underlying data has to be presented in
the required (by a particular partner) format. The
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required format of the data, like data type, range,
allowable values etc., could be different from the
source data. For this purpose source data has also be
transformed into the required format what is, in a
sense, is application of DI. The semantic query
processing is a run-time scenario where user initiates
an SQL query to an ad-hoc database. The differences
between the concepts presented by the user in the
query and the way they have been represented in the
database schema could be different. Resolving these
differences involves SI, however, resolving the
differences between the format required by the user
in the query and the way they have been stored in the
database is the task of DI process. Another
application of DI is in “a comparison shopping
website that aggregates product offers from multiple
independent online stores” [21]. In this case, the
comparison website will pick the matching data items
in the product catalogs of the independent sites, for
example, productld in one may match with the prid
and storeld (combined) in the other. After
establishing the matching between the data items the
underlying data will have to be merged to be
presented together for the sake of comparison by the
end user.

Previous paragraph mentions some of the
applications of DI; many others can be picked from
the literature. Next, we are going to discuss the data
level conflicts, their examples and the way they have
been treated in literature to have a clear
understanding of what they mean and how they can
cause problem in proper understanding of the merged
data

e Data Value Conflicts: One situation covered
under this category is encountered when
corresponding elements use enumerated values
but the bases on which these enumerations are
defined are different. This leads to enumeration
conflict. For example, the value “Adult” in one
database means a person with age greater than 16,
while same value in the corresponding attribute in
other database means age greater than 18. The
values of these two attributes when shown
together will be reflecting different/conflicting
situation. Another type of data conflict that falls
in this category is data pattern conflict, which
means that data stored in corresponding elements
is of different patterns. These patterns are defined
as per the standards of the organizations. For
example, the pattern to store phone number in
one database could be as (DDD) DDD-DDDD; in
which parenthesis denotes the country code
whereas another database can store the telephone
number in the DDD-DDD-DDDD format. This
conflict can cause problem in querying as same
information is being represented according to
different patterns.

« Data Representation Conflicts: The same data
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is represented using different formats in different
databases. One such conflict is format conflict.
A typical example of this conflict different
formats of storing date, like “dd/mm/yy” or
“mm/dd/yyyy”. Difference in the format of
storing time is another example of this conflict.
Same value of time can be stored as “22:30” or
“10:30 PM” or as “10:30:00”. Another conflict in
this category is use of different signs, i.e.,
different databases use different signs to mean
same thing. For example, two attributes storing
salaries of employees may contain value 20,000
and 20.000 both representing twenty thousand
salary. The former is the English style and the
later one is in German style. Then there is a
different data types conflict where corresponding
elements contain data of different data types.
Like, ID can be defined using Numbers or String.
Similarly, there is a conflict of different lengths
where corresponding attributes have same data
types but different lengths. For example, address
in one database can be of type char[30], and in
another it is of type char[40]. Merging them into
an attribute of length 40 will add spaces to the
one with length 30 and if merged into a length of
30 it would truncate 10 right most characters
from the attribute with the length 40.

« Data Unit Conflicts: These conflicts occur when
corresponding attributes store data with different
units. Example of these conflicts can be attributes
storing heights (in cm or in inches), weight
(kilogram or Ibs), currencies (Rupee or Euro),
liquid measure (liters or gallons), time duration
(minutes or hours) and many other such
examples. Such attributes if presented without
resolving the conflicts will not portray the proper
picture of the real situation.

e Data Precision Conflicts: Numeric data in
corresponding attributes could be of different
floating point precision. One attribute might be
storing fraction part of floating point number up
to 2 places whereas in the other attribute
precision can be up to 4 digits. This difference in
precision if not resolved shows an inconsistent
level of accuracy. Another conflict of this type
could be due to grouping conflict. This conflict
occurs when corresponding attributes define
different groups within the same set of values.
For example, two attributes modeling the grades
of students. One might be storing 5 grades [A, B,
C, D, F] where A means 90+ marks and below 50
is F. Other attribute may have 11 grades [A, A-,
B+ B, B-, C+, C, C-, D+, D, F]. When merging
such data we have to resolve this discrepancy in
grading to present the data in a meaningful way.

e Granularity of the Data: Data is represented at
different levels of granularity in different
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databases. One example is Attribute vs. Entity
conflict, when information in one table is
presented as an attribute while in other it is
represented as complete table. For example,
address of employees might be stored as an
attribute in one database whereas in another
database it might be stored as a complete table in
other database with a link to the table storing the
other data of employees. Another conflict of this
type is one to many Attributes conflict where
same data is stored in one attribute in one
database and in other database it is stored in
multiple attributes. For example, name attribute
storing the full name of Person in one database
whereas another database stores first name and
last name separately in two attributes. Same
situation can happen with address, date or time
also.

e Attribute Constraint Conflicts: Constraints or
checks are defined on attributes as per the
business rules of the organization. One type of
constraint conflict is default value conflict, which
covers two situations. One where default value
for an attribute has been defined in one database
whereas it has not been defined in other.
Secondly, different default values have been
defined for corresponding attributes. For
example, the default value for qualification
attribute in one database may be ‘BS’ and in
another database it could be ‘MS’. Another
conflict is Null/Not Null conflict, which means
that an attribute is allowed to have Null value
whereas its corresponding attribute in anther
database is not allowed to have Null value.

The data level conflicts mentioned above are the
ones that have been discussed in literature. The list is
not exhaustive, there are still many conflicts that
have not yet been discussed in literature. Next section
presents the literature review regarding the data
conflicts.

Il1l. LITERATURE REVIEW

The focus of the literature review is to discuss the
data level conflicts that have so far been discussed in
literature and the resolution approaches defined for
these conflicts.

Park and Ram [11] presented their research about
the concepts of having interoperability between
distributed and heterogeneous information systems
information systems. Many Semantic conflicts are
proposed by them. They developed a framework that
can measure the level of interoperability between two
information systems. This framework can detect and
resolve the conflicts. Their developed system
resolves the schema and data level conflicts.
Approach is tested on systems that can be integrated.
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Apart from the schema level conflicts they presented
few of the data level conflicts, these conflicts are;
Data-value conflicts

Data representation conflicts

Data-unit conflicts

e Data precision conflicts

This work presented by the researchers is more on
schema level conflicts. Although their systems
resolves the conflicts of between heterogeneous
databases but the conflicts they provided are of very
basic level, they didn’t presented conflicts of
heterogeneous databases in detailed.

Ram and Park [17] also proposed a formal
structure of a common ontology called Semantic
Conflict Resolution Ontology (SCROL). This
ontology basically describes the problem of lack to
semantic richness and limited domain generality in
the conventional approaches of integration of
heterogeneous database systems. This SCROL
provides a systematic way of automatically detecting
and resolving semantic conflicts in heterogeneous
databases. SCROL basically captures the following
data level conflicts;

o Data value conflict

o Data representation

o Data unit conflict

o Data precision conflict

e Known data value reliability conflicts
(Data present in different databases may
be subject to data reliability i.e.,
measurement  of  error,  measuring
instruments, precision of measurements,
topological properties, and treatment of
time dimension)

e  Spatial domain conflict
(Specifications of geographic regions or
objects are “differently” but “legally”
defined by different people)

Ontological system is presented in this research;
defining the mapping between the ontology is a
complex task that why less concentrations on data
level conflicts are given in this system, apart from the
already defined classification of data level conflicts
two more types are proposed that is; Known data
value reliability conflicts and Spatial domain conflict.

Peristeraset al [6] presented the semantic
interoperability issues in Pan-European Public
Services (PEPS) and Pan-European E-Government
Services (PEGS). They examined the interoperability
issues that may arise when a citizen of one
MemberState requests a public service from the
public administration of another MemberState. They
identified and classified the semantic conflicts
according to the Governance Enterprise Architecture
(GEA) object model concepts. GEA model is a
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semantic gateway for their system that can resolve
the issues at a pan-European level. The basic theme
of their research was to identify the schema and data
level conflicts that may occur in their system. They
identified few of the data level conflicts, these
conflicts includes;

e Data value concepts

e Data representation conflicts

¢ Data unit conflicts

e Data precision conflicts

e  Granularity of the information unit

This paper is basically presents their work about
E-Government Service. ldentification of data level
conflicts is basic and generic. Expect the definition of
the conflict, detailed are not provided.

According to Naumann and Hé&ussler [10] when
integrating the autonomous data sources quality of
data is affected and the cause of the decreasing in
quality is data conflicts that comes after the
integration. For this problem they defined the
resolution function for merging the conflicting data.
They used the common queries through grouping,
aggregation, partition and joining for merging the
relational data sources. Their quires use the
resolution function for data transformation and or for
view integration of data. They also developed a
framework that basically deals with schema mapping
and data transformation. They handled three types of
data level conflicts in their framework, that is;

o Null attribute value
e Missing attribute
e Conflicting attributes
different data sources)
They presented the formal resolution function for
null value attribute and other resolution functions are
defined using the SQL functions.

(provide by

When transforming the data sources many
conflicts can be occur, presented conflicts are not
detailed for transforming system.

Naiman and Ouksel [7] proposed a classification
of semantic conflicts along with two dimensions,
naming and abstraction, they added the third
dimension that is, level of Heterogeneity, to assist in
the schematic mapping between two databases. They
claimed that classification provides a systematic
representation of alternative semantic interpretations
of conflicts when integrating the databases. They also
claimed that their classification is sound and
minimal. In their article they presented the problem
of data representational conflict in the term of having
different length of the attribute value; they also
mentioned four of the data level conflicts;

e Data scaling conflicts
e Data precision conflicts
o Default value conflicts
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e  Attribute integrity constraint conflicts

Classification does not seem to be sound for the
data level conflicts because they did not provide the
details and did not defined any other conflicts beside
from the standard conflicts.

Sheth and Kashyap [3] provided a semantic
taxonomy of schema and data level conflicts they
also discuss possible semantic similarities between
two objects that have various types of schematic and
data conflicts. Their taxonomy includes the following
data level conflicts;

e Naming Conflicts

e Data Representation Conflicts

e Data Scaling Conflicts

o Data Precision Conflicts

o Default Value Conflicts

e  Attribute Integrity Constraint Conflicts

Naming conflict that they explained in their
research basically deals with the schema level
conflicts, the example they provided is also more
relevant to schematic conflict, rest of the conflicts are
standard.

According to Dong and Naumann [8], conflicts
can arise because of incomplete data, erroneous data
and out-of-date data. They distinguish two kinds of
data conflicts; uncertainty and contradiction.
Uncertainty is conflict between a non null value and
one or more null values that are all used to describe
the same property of real-world entity and
uncertainty is cued by missing information. So they
defined the defined two types of conflicts;

e Duplicate Record Detection
o Null Value of Attribute

According to them the data fusion can be performed
using SQL Join and Union function at tuple level. Data
conflicts are not just the duplication and null value and
to obtain the integration more steps are required than
Union and Join operation.

According to Naumann, Bilke, Bleiholder, and
Weis [13] data fusion is performed in tree steps
schema, tuple and then value-level. They developed a
tool, called HumMer, that matches the schema and
detects the duplication of data and finally fusion of
data is performed. This tool is guided by SQL
queries, the main focus of this research is on
duplication detection of record and they also
provided the formal notation of duplicate detection.
Representational conflict of data is solved using SQL
queries

Conflicts defined by many authors are not
discussed for their tool HumMer that fusion the data.

Bleiholder and Naumann [12] also worked on
conflicts handling strategies. These strategies are cry
with the wolves, roll the dice, meet in the middle and
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keep up to date; they have implemented these
strategies in their system, description of these
strategies defines that it would try to resolve the
conflicts but types of conflicts are not discussed by
the researchers.

In [2] [5] [9] [19] schema matching or schema
merging approaches are discussed. These all
techniques discuss the schema level conflicts and
related issues but they do not cover data level
conflicts and related issues.

IV.CRITICAL EVALUATIONOF DATA LEVEL
CONFLICTS

Data level conflict are a must to exist in data
access from multiple and autonomous databases. This
is because every database is created with
organization specific requirements and preferences
that introduce conflicts when compared with the
database of another organization. ldentification and
resolution of data conflicts is a must for proper
integration and understanding of the merged data.
We see little focus on data conflicts in the relevant
literature because more attention is paid to schema
level conflicts which are also a must to resolve for
unified access of data from multiple resources. We
have evaluated the work done on data level conflicts
in three points that we have established on the basis
of activities that are required for resolving the data
conflict. First activity is the identification (mention)
of the conflict; it tells us the particular conflict(s) that
have been discussed in a particular paper. Second
point is that how a conflict has been represented
(defined) in the literature. Conflicts have been given
either the textual definition or a formal one. Third
point is resolution, which means whether an
approach gives technique/strategy to resolve data
conflict(s). This review has been presented in Table
1.

As can be seen from the above table, data level
conflicts have not been given much attention in
literature. The reason that we can analyze from our
survey is that generally it is believed that data level
conflicts will be resolved with the schema conflicts.
This, as a matter of fact, is not true in all cases, that
is, in certain cases data level conflicts will be
resolved through schema level conflict resolution
operations but not all. That means we need to study
the data level conflicts in depth and propose the
resolution operation for them.
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TABLE 1: TREATMENTOF DATA LEVEL CONFLICTSIN LITERATURE

Ref No. Identification Representation | Resolution
. . . Using Join and Union, Tuple
[18] | Duplicate Record Detection, Null VValue of Attribute Textually Level
Schema Integration Approach, No Date level conflicts discussed in
[9] . No No
Schema Integration
Discussed the Dynamic data integration problem for the information of
[14] . e A No No
different web sources. Identified Data Integration as Separate process
Data value concepts, Data representation conflicts, Data unit conflicts,
[6] . . . . . Textually No
Data precision conflicts, Granularity of the Information unit
Schema Mapping Level Issues Discussed, No identification of Data
[19] L . No No
Level Conflicts in Schema Mapping Process
Authors proposed a new problem called Veracity, i.e. conformity to
[15] truth, which studies how to find true facts from a large amount of No No
conflicting information on many subjects that is provided by various
web sites.
Discussed Resolution
. . . Strategies, Textual Solves the
8,12] | Duplicate Record Detection, HumMer (Integration Syst Textuall - -
[8,12] uplicate Record Detection, HumMer (Integration System) extually Representational Conflicts for
Tuple Level
[11] | Data value, Data representation, Data —unit, Data precision Textually No
[10] | Null Value Attribute Conflict Formal Notation | Yes (Formally)
Data representation conflicts (data length), Data Scaling conflicts, Data
[7]1 | precision conflicts, Default value conflicts Textually No
Attribute integrity constraint conflicts
Data representation conflicts, Data precision conflicts,
3 - . - . - . Textuall No
31 Default value conflicts, Attribute integrity constraint conflicts y
[20] | Duplicate Record Detection No No

V. CONCLUSION AND FUTURE WORK

Data level conflicts are a must to resolve for
unified access of data. We have analyzed the
literature related to database integration with a focus
on data level conflicts and it is our finding that very
little attention has been given to data conflicts. Most
of the work on heterogeneities has focused on
schema conflicts as they are to be dealt during
schema matching, a process prior to schema or data
merging. In this study we have identified the data
level conflicts that have been mentioned in the
literature along with the treatment given to them. The
treatment has been studied on the basis of three
points that we have established are necessary for
resolving the data conflicts. Next, we are in the
process of identifying the data conflicts that have not
yet been identified in the literature and build a
complete taxonomy of such conflicts. We are also
working on the formal description of the data
conflicts and approaches to resolve them.

REFERENCES

[1] M. Lenzerini, "Data Integration: A Theoretical Perspective,"
in PODS. pp. 233-246, 2002.

[2] H. Do and E. Rahm, “COMA - A system for flexible
combination of schema matching approaches,” presented at
the 28th Intl. Conference on Very Large Databases (VLDB),
2002.

[3] A. Sheth and Vipul Kashyap, “So Far Schematically yet So
Near Semantically,” Bellcore, 444 Hoes Lane, Piscataway,
NJ 08854-418, 1992.

[4] M. Gagnon, "Ontology-based Integration of Data Sources,"
presented at the 10th International Conference, Quebec, QC,
Canada, 2007.

[5] Z. Linkova, “Ontology Based Schema Integration,” in
Proceedings of SOFSEM, pp. 71-80. Prague, 2007.

[6] L. Peristeras, “Semantic interoperability conflicts in pan-
european public services,”in Proc.of the 15th European
Conference on Information Systems, 2007.

[7] C.E. Naiman and A.M. Ouksel, “A classification of semantic
conflicts in heterogeneous database systems,” Journal of
Organizational Computing, vol.5, no.2, pp. 167-193, 1995.

[8] X.Dong and F. Naumann, “Data fusion - resolving data
conflicts for integration,” PVLDB, vol. 2, no. 2, pp. 1654-
1655, 2009.

[91 A. Radwan, L. Popa, I. R. Stanoi, and A. A. Younis, "Top-k
generation of integrated schemas based on directed and
weighted correspondences,” in Proc. of SIGMOD
Conference, pp.641-654, 2009.

[10] F. Naumann and M. Héussler, "Declarative data merging
with conflict resolution,” in Proc. of the International
Conference on Information Quality (IQ 2002).

[11] Jinsoo Park, and Sudha Ram, “Information systems
interoperability: What lies beneath?”ACM Transactions on
Information Systems, vol. 22, no. 4, pp. 595-632, October
2004.

ISBN 978- 974-672-556-9



[12]

[13]

[14]

[15]

[16]

J. Bleiholder and F. Naumann. “Conflict handling strategies
in an integrated information system,”presented at the
International Workshop on Information Integration on the
Web (I1Web), Edinburgh, UK, 2006.

F. Naumann, A. Bilke, J. Bleiholder, and M. Weis. “Data
fusion in three steps: Resolving inconsistencies at schema-,
tuple-, and value-level,” IEEE Data Engineering Bulletin,
vol.29, no.2, pp.21-31, 2006.

L. Berti-Equille, A. D. Sarma, X. Dong, A. Marian, and D.
Srivastava, “Sailing the information ocean with awareness of
currents: Discovery and application of source dependence,”
in Proc. of CIDR, 2009.

X. Yin, J. Han, and P. S. Yu, “Truth discovery with multiple
conflicting information providers on the web,” in Proc. of
SIGKDD, 2007.

Y. Halevy, A. Rajaraman, and J. J. Ordille, “Data integration:
The teenage years,” In Proc. of VLDB, pp. 9-16, 2006.

The Fourth International Conference on Software, Knowledge,

[17]

(18]

[19]

[20]

[21]

Information Management and Applications

S. Ram and J.Park, “Semantic conflict resolution ontology
(SCROL): An ontology for detecting and resolving data- and
schema-level semantic Conflicts,”I[EEE Trans. Knowl. Data
Eng., vol.16, no. 2, pp.189-202, 2004.

J. Bleiholder and F. Naumann, “Data fusion,”
Computing Surveys, vol.41, no.1, pp.1-41, 2008.

P. A. Bernstein and S. Melnik, “Model management 2.0:
manipulating richer mappings,” In Proc. of SIGMOD, pp. 1-
12, 2007.

A. K. Elmagarmid, P. G. Ipeirotis, and V. S. Verykios,
“Duplicate record detection: A survey,” IEEE Transactions
on Knowledge and Data Engineering (TKDE), vol.19, no.1,
pp.1-16, 2007.

S. Melnik and H. Garcia-Molina, “Similarity flooding: A
versatile graph matching algorithm and its application to
schema matching,” presented at the 18th Intl. Conf. on Data
Engineering (ICDE), San Jose CA, 2002

ACM

ISBN 978- 974-672-556-9



The Fourth International Conference on Software, Knowledge,

Information Management and Applications

Classification Framework for Digital
Preservation Platforms

An Evaluation Approach for Digital Preservation Platforms in
Long Term Preservation Scope

Prem Timsina, Fei Teng, Néjib Moalla, Abdelaziz Bouras
Laboratory LIESP, University Lumire Lyon 2
160 Boulevard de I’Universit,
69676, Bron, France
Prem_timsina28@yahoo.com, Fei.Teng@univ-lyon2.fr, Nejib.Moalla@univ-lyon2.fr,
abdelaziz.bouras@univ-lyon2.fr

Abstract—Recent years, long term digital preservation
has become a crucial mission to enterprises. Many
techniques on long term digital preservation are
proposed, and among all the
techniques, enterprises have to identify which
techniques or tools would be sufficient according to their
own situations. Digital repository platform is the basics
and the significant part of long term digital
preservation. Thus in this paper, we propose a
evaluation approach “Weighted Mean” for digital
preservation platform. We use this approach to evaluate
the most widely accepted three open source digital
repository platforms (i.e. DSpace, Fedora repository and
EPrints) and present their actual technological strength
and weakness on different criteria concerning long
term digital preservation.

Index Terms- digital preservation
evaluation; DSpace; Fedora; EPrints

platforms;

I. INTRODUCTION

A research about digital information has
conducted by IBM, Microsoft and Tessella
Technology. They showed the volume of digital
information held by companies will rise 25-fold over
the next decade, from an average of 20 Thytes to 500
Thytes.[1] Thus, the archiving of electronic
information has become a crucial mission of current
world. Without suitable preservation and strategic
planning process, digital information may be
inaccessible over long term. In production industry,
the product life cycle (e.g., aircraft 50 years) is much
longer than the life cycle of computing hardware,
storage media or used applications. Therefore,
without sufficient Long Term Knowledge Retention
(LTKR), companies will encounter with the technical
and commercial problems after long time. Therefore,
long term digital preservation has become the
unavoidable circumstances for every competitive
enterprise.

Besides simple bit preservation, LTKR also cares
about logical preservation. In the bit preservation, it is
necessary to preserve the files of digital data. On the
logical level it is obligatory to preserve, in the long
run, digital object persistence to technological change,

and document usability [2]. In real case, when new
technology arrives, the oldest will be discontinued.
This makes the digital preservation in very
complicated position, and probably unable to retrieve
the information relying on obsolete technologies.

For sufficient long term digital preservation, we
must be aware of file-format, underlying software
and hardware, and the volatility of host
organizations. Furthermore, we should be sure of
authenticity and integrity of the stored content. To
establish such a digital preservation system, we must
get supports from the digital preservation tools, in
other words, digital preservation platforms. The
digital preservation platforms provide different
functionalities and services. For the scope of LTKR,
we must identify and clarify the functionalities that
not only support digital preservation, but also support
long term requirements. The purpose of this work is
by introducing the long term digital preservation
needs and requirements, to evaluate the capacity of
open digital preservation platforms and their
functionalities, in order to implement the LTKR
system in certain platform(s).

Il. RESEARCH PROBLEMS

The whole task of long term preservation is
worthless if we can’t address the needs of end users in
the future. Although we try to identify all the
additional information needed to be preserved along
with the data bits, actually it is difficult to find out all
the information that the future users want from the
stored content. However, at least we could define the
basic functional needs of future end users as follows:

e The end user should be able to access the

preserved digital document.

e The content should be executable, i.e. the host
machine should be able to render the
document in its original environment.

e The end user should be able to interpret and
understand the content of the digital document.
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e All the above should be possible without the
end user experiencing any errors or complexity

[3].

e The preserved document should be authentic in
the sense that it is the same document that was
preserved and both its content and behavior
have remained unchanged.

e Metadata should accompany the digital
document instructing the future end user on
how to execute the document, as well as
explaining the document content, its intended
behavior and a description of the software
required to run it

Also the information should remains undead over
the infinite period of time. The main barrier
preventing achieving such goal is that the period of
time may be much longer than the life time of any
storage media, formats of the file and the hardware
and software component. Therefore, none of the
existing media, hardware or software can be trusted
fully by the data producers. But any how the
following minimal requirements should be fulfilled
while establishing a preservation system.

e Media, software hardware, and file encoding
formats must flow over the time and it
should be replaced before it fails, or become
obsolete.

e The system mustn’t have even individual point
of failure; it must be designed to persist every
single failures of the system. It should also
tolerate the simultaneous failures of many
components of the system.

e The system should check the data consistency
at the interval frequent enough to keep the
errors below the acceptable levels [4].

I1l. PROPOSED METHODOLOGY

A. Techniques for Digital Preservations

The huge quantity of the preservation technique is
proposed, but most of them can be interpreted into
two headings [5]:

1) Preservation of technological environments:

Preserve  technology and Emulation of
technology. It involves on preserving the whole
circumstances needed to retrieve and interpret the
digital information. The first approach guidelines us
to preserve all the related hardware and the software,
and decoding techniques for retrieving the digital
data. It is the simplest but most unfeasible technique
because for the long term it is unrealistic to guarantee
that all the hardware and software components are
available and still usable. The second approach
referred as Emulation of Technology, says us to
develop the emulator of the outdated software and
hardware which runs on the up to date system
environments. But the problem to create the emulator
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is; we should know the details of the original
environments used for retrieving the information.

2) Persistence of technological obsolesces of data
format:

Migration and Encapsulation. The first approach,
namely data migration tells us to periodically transfer
the information from one software/hardware to the
new up to date environment. It can also be done to
transfer diverse type of format to standard format
which is easy and economical for preservation. For
e.g., all doc file can be transfer to the pdf file, as it is
used universally. The second approach, referred as
the encapsulation is based on idea that the preserved
content should be self describing. The wrapper is
build in which, together with the digital object, some
side information, like the documentation about the
original data format, and all necessary information to
provide access to the object, are stored. But this
strategy dramatically increases the record information
and may not be suitable when original data format is
not well documented.

B. Repository for Digital Preservation
The digital preservation repository serves the
stewardship mission of the institution by providing a
single shared solution for the preservation,
management, and controlled dissemination of digital
collections that support research, teaching, and
learning. There may raises the question, how digital
repositories differentiate from other data collection?
Here we present minimal requirements of repositories
which make it different from other data collection [6]:
e The repository architecture manages content as
well as metadata, unlike data collection which
keeps only data.

e The repositories offer the basic requirement of
the searching and browsing.

e Content is created in the system either by
content created owner or the third party
system.

e The repositories must be sustainable and
trusted i.e. it must guarantee the high level of
protection from the unwanted attack and it
must be persistence to disaster.

e Again it must be well-supported and well-
managed.

Now, from the functionalities of the repository we
can see that how repositories covers some
requirements of the long term digital preservation.

C. Proposed evaluation approach
Here we present our key purpose of the evaluation
of digital preservation platforms:
e To find out the design, architecture and the
implementation  details of short listed
candidates.

ISBN 978- 974-672-556-9

10



e To understand the functionalities of the
repositories according to the given criteria.

e To employ the members of the open source
repository where needed.

e Finally, to find out the perfect match
repository that can address our institution
needs.

We could notice in the purpose of evaluation, the
criteria which would lead the evaluation. Many needs
can be characterized by the functional requirements.
However, others, which relate to extensibility of the
software, sustainability of the user/developer
community and usability, are equally important.
These needs are sometimes conflicting to each other
resulting in difficulty to find out coherent criteria on
evaluation of the system. Anyhow, here we have
identified the following important criteria:

o Ease of system deployment and testing
Versioning
Scalability
Interoperability
Security
Archiving and Database management
Submission
System Configuration
Working with the code
Archival and administrative concerns
Globalization
Searching and Browsing
Community and support

This evaluation methodology of the repositories is

primarily depended on the following methods;

e Deploying and testing the system.

e Examining of the release documentation of
repositories system.

e Examining the papers from the user
community i.e. from research works, reports
and papers as well as wikis, institutions and
projects websites.

e Analyzing the earlier comparison of the
repositories.

e Analyzing the mailing list of the
repositories community.

Each selected criteria is given the important rating
when evaluation is done on the different repository.
The headline criteria are also broken into sub-criteria
for the transparency of the heading and each carry the
important marking. Since each sub-criterion is marked
using the range, these marking can be display as:

o 0: worst or/and feature doesn’t exist.

e 0.25: carry poor support or /and it can be

accomplished with significant labor.

e 0.5: reasonable but needs the adaptation to

reach the desired condition or/and still need
some effort for completeness.
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e 0.75: good but still needs some minimal effort
e 1: as desired or /and need virtually no extra
effort.

We intend to use this evaluation approach to
classify different repository platforms, in order to
select efficient digital preservation platform for
implementation of LTKR system.

Among the different preservation platforms used
around the globe, we have taken the systems as the
short listed candidates which match the following
criteria:

e Open source

e Massively used

e Strong community and support

o Development history and future forecast of the

system

At last, we decide the short listed candidates are
DSpace, EPrints and Fedora. In next section, we will
introduce how the evaluation approach is performed,
with detail description of our case study on the
selected three digital preservation platforms.

IV. DETAIL EVALUATIONOF DIGITAL PRESERVATION
PLATFORMS

A. Ease of System Deployment and Testing

The system is no-longer wanted if it is technically
expensive and unrealistic. Here we analysis the
technical complexity of the system.

TABLE I. COMPARISIONON SYSTEM DEPLOYMENT

Platforms
DSpace | Fedora | EPrints
Software requirement 0.75 0.5 0.75
Copy 0.75 0.75 0.75
Repository installation steps 0.5 0.25 0.5
As a total 0.67 05 0.62

1) DSpace

DSpace is the out of box system, once installation
is finish, we are done. For the general purpose, we
don’t need to write any module or Plugins. It doesn’t
have hardware overhead, it is sufficient to have
hosting machine capable of running apache server and
the database. DSpace needs the following software
[7]: Java 1.4 or higher, Apache Ant 1.5 or higher,
Postgre7.3/oracle9i or higher, and Jakarta tomcat4.x
or higher.

2) Fedora

It is complicated system; we should install Fedora
front end application for the full functioning. Fez,
which is front end of Fedora, needs common
software components of Linux, Apache, Mysgl and
PHP (LAMP). It requires a pre-installation of “tidy”
and GD PHP extensions. It also needs Image
Magick, Graphiz and JHOVE software to enable it to
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operate. Fedora needs the following software [8]:
Apache, PostgreSQL / Oracle, Java, and additional
front end application. The hardware requirement can
be considered similar to DSpace.

3) EPrints

It can be also called out of box system. But we
should install additional software such as Catdoc
0.94.2 for indexing the word file by the EPrints. The
EPrints works well in UNIX system. But for
Microsoft it is still in the phase of development.
It is tested in the xp and vista. But no instance till
date has been encountered in the window7. It
requires the following software [9]: MySQL,
Apaches, Active Perl, optional software for e.g.
Ghost  Script 86 is used to convert
Ps and PDF format, Java.

B. Versioning
Allows the repository to keep older versions of
metadata and files.

TABLE I1. COMPARISIONON VERSIONING

Platforms
DSpace | Fedora | EPrints

Notlc_e o_f similarity of 0 0 1
submission
Keep Versions 0 1 1
Acquiring data and metadata for

: - 0 1 1
new version from old version
Log of versioning 0.5 1 1
As a total 0.125 0.75 1

1) DSpace

There is not any inbuilt feature of versioning in
the DSpace. But user can manually keep the log by
adding information on the metadata.

2) Fedora

We can declare any item in the system as
versionable or non versionable. For the versionable
item, Fedora shows the different versions of the same
information packages in the timeline. As in the
EPrints the Fedora system can’t identify the similarity
of the new item compare to the existing item inside
the system.

3) EPrints

For ingesting the newer version of the item, the
system makes exact copy of the older version. Then
we change the metadata as well as the data. When we
browse any item, the system provides links of all the
versions of that specific file. Another important
feature is that system can identify, if new ingesting
item resemble with existing item in the repository.

C. Scalable

At the current context the volume of the digital
archives may be the small. The balance will change
over the time and archive can expect to receive huge
quantities of digital materials in near future. The
volume of the metadata will also sure to increase over
the time.
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Scale up: Capacity of the system to scale larger by
adding more resources (processor, memory and
other.)

Scale out: The system supports the caching,
adding more instances and other related techniques.

Architecture: Ability of breaking the repository in
different parts and host in geographically located
different machine.

TABLE I1l. COMPARISION ON SCALABLE

Platforms
DSpace Fedora EPrints
Scale up 0.5 0.75 0.5
Scale out 0.75 0.75 0.75
Architecture 05 1 0.75
As a total 0.58 0.84 0.67

1) DSpace

The Dspace @Cambridge says that when the
amount of archived digital objects reaches 100,000
the browse will be slow [10]. It means that as the
number of items gets larger, memory problem occurs.
The reason of that is the memory will never be
cleaned up when connecting the system. OARNZ
(Open Access Repositories in New Zealand,) project
has suggested that adding more memory to deal with
this memory problem [11].

2) Fedora

The University of Karlsruhe has tested the Fedora
with 14 million digital objects. They said that the
ingest time was fairly constant over the duration [12].
But the retrieval of the digital object may have the
problem according to dissemination  method
exposed. Fedora supports the additional operation on
the digital object such as getting text from the digital
object using OCR software. Fedora addresses this
workload as it cans proxy the complex operation to
different machine [11]. The Fedora community is
planning to make scalable up to 30 million digital
objects [13].

3) EPrints

ORANZ project has checked the EPrints up to
100,000 digital objects, and the system goes fine [11].
It writes every digital object as the static files which is
the easiest and the fastest way to access from the web.
The database layout is not normalized and it uses non-
conventional way. It can index 100,000 digital
objects in each run but it doesn’t have incremental
indexing method. Therefore, EPrints indexes fast even
when increasing the cache.

D. Interoperability
It is desirable that our system can interoperate
with the diverse systems inside the organization.
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TABLE IV. CoMPARISIONON INTEROPERABILITY

Platforms
DSpace Fedora EPrints

OAI-PMH 1 1 1
SRW/SRU 1 0 0

SOAP 1 1 0

Bulk import and export 0.75 1 0.5
wézggzggs with the other 0.25 1 0.25

As a total 0.8 0.8 0.35

1) DSpace

DSpace supports the OAI-PMH, METS and
Dublin core metadata. Again it supports the REST
and SOAP web services. It also supports the
SRU/SRW and LDAP authentication.

2) Fedora

It supports the SOAP and REST web services
since it is web service rather than web application. It
doesn’t support the SRU/SRW services. It supports
the FOXML and METS for the bulk import and
export. It also supports the authentication by LDAP.

3) EPrints

EPrints supports the OAI-PMH and standard
Dublin core metadata but yet it doesn’t support any
web service API such as SOAP and REST. Again it
should be noted that the bulk import and export only
supports the metadata. The LDAP authentication can
be made possible.

E. Security

Security is of the topmost importance in building
the confidence of potentials donors. Even the most
flexible but poor security repository is undesirable.

TABLE V.COMPARISIONON SECURITY
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3) EPrints

The security of the EPrints can also be considered
as reliable since, it also supports the data transfer
encryption. But it doesn’t have the good server side
security as desired. And it have three kind of roles
i.e., user, editor andadministrator.

F. Archiving and Database Management
The database used by the repositories must be
finest and archiving must be ease.

TABLE VI. CoMPARISIONON ARCHIVINGAND DATABASE

MANAGEMENT
Platforms
DSpace Fedora EPrints

Archival media and database | 0.5 1 0.25
Storage hierarchy 0.75 0.5 0
Backup and dlsa_ster 05 1 0.25
recovery of archived content

As a total 0.59 0.84 0.17

Platforms
DSpace Fedora EPrints
Data transmission 1 1 1
Server security 0.75 1 0.5
Roles and Authentication 1 0.5 0.5
As a total 0.92 0.83 0.75

1) DSpace

The security features of the DSpace are the finest
as it use the SSL of the tomcat. It also has the good
server side security and it uses the LDAP for the
authentication. It has different roles which can be
combined to produce the tight security.

2) Fedora

For the Fedora, it also uses the data encryption
technique. It doesn’t have inbuilt different roles. But
different roles can be created by the XACML access
policies. The authorization and access policy is given
to the front end application like fez. The
authentication is done by the LDAP access policy.

1) DSpace

It offers two means for storing bit streams. The
first is in the file system on the server. The second is
using SRB (Storage Resource Broker). [7] The SRB
is the option which can be used for the replication of
data or storage of repository inelsewhere. For the
database DSpace uses the Oracle and the Postgres
which are the advance and have huge query
processing capacity. It inbuilt storage hierarchy
of communities and collection. The method on
organizing the backup for DSpace is available. Open
source backup software is also present.

2) Fedora

It supports the huge no of the media since any
digital content mustn’t compulsory be inside the
system. It uses the Mysql and Oracle as the database.
But other database can also be used in the condition;
the database needs to be JDBC-compliant and must
support common SQL-92 syntax [13].

3) EPrints

It uses the Mysql traditional database which is
easy but may not support the complex queries like the
oracle. There is no any inbuilt technique for the
backup. But any how it can be done by backing up the
database and the repository.

G. Submission
The procedure of submission must be user friendly
with appropriate authentication.
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TABLE VII.  COMPARISION ON SUBMISSION
Platforms
DSpace | Fedora | EPrints

user interface 1 0.25 0.75
Authorization 1 0.25 0.5
Individuation of user interface 0.25 0 0
submission report 0.5 0.75 0.75
Workflow 0.75 0.75 0.5

As a total 0.7 0.5 0.5

1) DSpace

The user interface of the DSpace is finest. In the
system we have different roles from the e-person to
administrator.  The  DSpace  provides the
individualization of Ul according to collection or
community home page but can’t accord to the item
page. There is not facility of submission report but
user can subscribe to any collection or community.
DSpace have inbuilt workflows for the submission
and also we can change the workflow by the user
interface.

2) Fedora

The Fedora front end application must be installed
for the UI, authorization and workflows. But it has
great flexibility on those purposes as we can integrate
with diverse type. Fedora has the log information
where we can monitor the entire update made in
particular digital object.

3) EPrints

The Ul of EPrints is also good as all the task is
nicely presented in web Ul. It also has the facility of
history where every change made in particular object
is stored.

H. System Configuration
The system may not overlap with our need; so
many configurations in the system are needed.

TABLE VIII. CoMPARISION ON SYSTEM CONFIGURATION
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For the easiness, the configuration on the Fedora
is very complicated and difficult. Since it is not the
complete repository, for the complete functionality
instead of configuration of the old system, the new
module should be installed. It can be configured and
adapted into the wide range of the system but
technically it is quite complex.

3) EPrints

The Ul configuration of the EPrints is also easy. It
home page can be configured as the desired. But the
Ul cannot be changed as like the DSpace which
supports the individuality of the UlI.

I. Working with the code

TABLE IX. CompARISION ON WORKING WITH CODE
Platforms
DSpace | Fedora | EPrints

Writing Plug ins or other
packages 0.5 0.5 0.5
_Alter the digital object type 075 1 05
including metadata
Documentation and understanding 05 0.75 05
of code
As a total 0.58 0.75 0.5

1) DSpace

DSpace has a user interface to add new metadata
and namespaces. The database layout that stores the
metadata supports adding new metadata. DSpace
supports adding different workflows to a collection
that holds different digital objects.

2) Fedora

Fedora has more code than other system so at a
glance it may be confusing but its code consistency is
good. Adding new content type is supported; content
type is defined by new XSD document [13].

3) EPrints

The code has consistence structure and standard
and changing to the content type looks fine by
consulting the documentation. But the more complex
type of content type requires the database table
change, and due to non-normalized database schema,
it differs from one to another which make difficult on
adding new complex content type.

J. Archival and Administrative Concerns

TABLE X. COMPARISIONON ARCHIVALAND ADMINISTRATIVE

Platforms
DSpace Fedora | EPrints
Configuration of Ul 1 0.25 0.75
Configuring system policies 0.5 0 0.5
S L ER
Configuring archival strategy | 0.25 1 0.25
As a total 0.56 0.56 0.5
1) DSpace

The configuration of the interface is very easy in
the DSpace. There we can change the home-page as
well as the communities and the collection pages.
Again the DSpace can be configured to support the
multi-language and the system can be configured to
the huge number of the workflows.

2) Fedora

CONCERNS
Platforms
DSpace | Fedora | EPrints
Complex inter object relationship | 0.25 0.75 0
Referenced metadata 0 1 0
Support content model 0.5 0.75 0.25
Realistic learning curve of system | 0.75 0.5 0.75
Stability monitoring of data and
metadata 0.75 0.75 0
As a total 0.45 0.75 0.2
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1) DSpace

The inter-object relationship is bounded by the
communities and collections making difficult to
create user desired inter-object relationship. Addition
of the own content model isn’t supported in the
DSpace. DSpace supports the checksum checking via
a command line tool for the integrity monitoring of
the data and the metadata [7].

2) Fedora

Through RDF (Resource Description Framework)
metadata, we can create complex inter-object
relationship of multiple levels. METS(Metadata
Encoding and Transmission Standard) structural
maps are also ingested to reflect the original order of
an archival accession. To ensure that this is preserved
for the archivist who will catalogue the archive. [13]
It also allows the user to define their content model.

3) EPrints

Its learning curve is similar to DSpace. The new
administrator can fine easy to habitat with system by
studying the documentation.

K. Globalization

The repository system should be capable of
computing the multi-language and different symbols
for its wide acceptability.

TABLE XI. COMPARISION ON GLOBALIZATION
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Fedora's features) and RDF based resource index.

TABLE XII. COMPARISIONON SEARCHING AND BROWSING

Platforms
DSpace Fedora EPrints
Search engine 0.75 1 0.75
Browser 0.75 0.75 0.75
As a total 0.75 0.87 0.75

M. Community and Support

TABLE XIIl. CoOMPARISION ON COMMUNITY AND SUPPORT

Platforms
DSpace Fedora EPrints
Development community 1 1 0.75
User community 1 0.75 0.5
Supports for the user 1 0.75 0.5
As a total 0.88 0.81 0.56

Platforms
DSpace Fedora EPrints
Multi-language 1 0.75 0.75
UNICODE 1 1 1
As a total 1 0.87 0.87

1) DSpace

It supports the UNICODE preservation and the
editing, so virtually it is capable of preservation of all
type of language. Again the DSpace system can be
installed in about languages, which is possible by
downloading the language packages.

2) Fedora

It also supports the UNICODE. The front-end
FEZ supports the different language in terms of the
PHP templates.

3) EPrints

UNICODE is supported by the EPrints. Currently
other than English the system can be configured to
Bulgarian, French, German, Hungarian, Italian,
Japanese, Russian, Spanish and Ukrainian [14].

L. Searching and Browsing

All the system has good facility of searching and
browsing that provides ease of locating the desired
object. Fedora has quite nice search facility as it has
4 types of search i.e. simple search, G-search (The
Generic Search Service that makes Fedora's features
useful to different search engines), PrOAI (The OAI
provider service that is designed to take advantage of

1) DSpace

It has the largest and strongest community. The
Wikipedia says that 240 institutions around the globe
are currently using the DSpace. For the assistance it
has the free mailing list as well as the source forge
page. And it gets largest number of mail from its user
compare to other system.

2) Fedora

Currently DSpace and Fedora is under the same
community namely Dura space. Its documentation is
pretty good quality. A wiki, mailing list, and bug
tracker is provided for the public. Till May 2009, 165
known archive of Fedora was noted [13].

3) EPrints

The first version was release in 2000, which
becomes first repository widely accepted. 269 known
archives of EPrints have been discovered [15]. Wiki
page, free mailing list and the paid organization for
assistance of the EPrints is available.

N. Average Observation

We here provide only the foundation for
evaluation of repository and hence to choice
repository relevant to particular organization. Using
above data, we can use mathematical tools such as
Standard Distribution, weighted mean etc., for
evaluation. Here we propose the weighted mean
method to choice the repository that matches our
needs. . For e.g. we have institution where we want to
settle the repository. The administrator of institution
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studying its local situation;

system deployment = 0.2,

versioning = 0,

scalability = 0,

interoperability = 0.05,

security = 0.05,

archiving and database management = 0.1,

submission = 0.2,
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system configuration = 0.05,

working with code =0,

archival and administrative concerns = 0.05,
globalization = 0.2,

searching and browsing = 0.05,

community and support = 0.05.

By the weighted mean formula, using the weight
from system administrator and data from our
repository evaluation, we found that

DSpace=0.75,
Fedora=0.68 and
EPrints=0.57.

In this situation we found DSpace is relevant for us.
TABLE XIV. AVERAGE OBSERVATION

Platforms
DSpace Fedora EPrints

System Deployment 0.67 0.5 0.62
Versioning 0.125 0.75 1
Scalability 0.58 0.84 0.67
Interoperability 0.8 0.8 0.35
Security 0.92 0.83 0.75
Submission 0.7 0.5 05
System Configuration 0.57 0.57 0.5
Working with the code 0.58 0.75 0.5
é(r)cnr;i;z::sand Administrative 045 075 0.2
Globalization 1 0.87 0.87
Searching and Browsing 0.75 0.87 0.75
Community and Support 0.88 0.81 0.56
As a total 0.71 0.75 0.58

V. DISCUSSION

Those enlisted all systems are incredible, but the
fact we perform comparison is to find out which
platform is best suited for long term knowledge
representation. We have performed most of the tests
in the laboratory LIESP of University Lumiere Lyon
2. Issues such as scalability weren’t tested on our own
laboratory because of the large resources
requirement, but collected from the previous
comparison or tests done by different institutions.
Thus, in this paper different feedback of previous
comparisons is also added.

A. DSpace

It can be wused within the medium scale
organization or institution. The overall glance of
DSpace is good but due to scalability issue it can't be
recommended for the national system where the
number of object may exceed million. Furthermore
this scalability issue can’t be solved with simple
effort, but required major re-write of program. Again
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another weakness is the versioning but can be
maintain by local writing the module.

The strength lies on the interoperability and the
security of the system. Again it has the inbuilt roles
and access policy. Strongly speaking DSpace is the
out of box system which can be best suited for the
medium and small institution.

B. Fedora

The key point is it can be adapted to any kind of
local system. The system can be configured to
institution relevant workflows and branding. The
security and the interoperation schema can be
imposed as desired. More than the simple
downloading, it also supports the additional operation
inside repository. Furthermore it has the huge
scalability power. Finally speaking about the Fedora,
it is best suited to the huge organization that have
vague amount of data and complexity and can afford
reasonable value to overcome this.

C. EPrints

It is best suited for the self-configuring institution
which are wanting to built and host its own archiving
system. There is not very tough security and
interoperability schema but on overall rating it still
holds good position. The power of EPrints is, it is
simple and out of box system which need very small
technical and cost overhead. Those institutions which
can’t afford continuous technical staff there is paid
organization for the overall assistance. At last, EPrints
is the most suited for small organization which needs
overall common features of repository but don’t
desired for complex and high level inter-operation.

VI. CONCLUSION

Nowadays, the issue of long term preservation of
digital data has accelerated rapidly and has been
offered more discussion in the literature. However,
there are different technologies i.e., repositories for
the long term digital preservation, but none of them
offer the exact solution of the specific institutions.
Furthermore, different repositories have
different strength in the given criteria and the
requirement of specific organization for long term
digital preservations may be different i.e. some
organization may demand more security while other
may demand more interoperability.  Again
repository may lack the burning feature which is
most essential for the long term digital
preservation for e.g. versioning in DSpace. The aim
of this paper was to address these issues, that is, to
presents the technical strength of short-
listed repository under different criterion and assists
the organization to choose nearest match repository
by using “weighted mean” method for the long term
preservation of digital data. Since we present the
power of repository, the organization can also make
rough estimation of technical and economic value
they have to spend to install the repository. By
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pointing the weakness of specific repository in
certain criterion, we are also focused to keep the

development community to break out the
backwardness of their repository.
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Management of I'T Services —
A Snapshot on Hungary
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Abstract—Although the role of information technology
became more and more important in the daily
operations of organisations, beside consulting a few
analysis there is no detailed exploration of IT service
management practices. The presented survey explored
the evaluation of the role of information technology, IT
budgets, IT strategy planning questions, and IT service
management practices. Survey results show that
Hungarian companies have to face the crisis of the
current economic downturn, and they have to find the
right solutions in IT to support business processes,
despite of the strongly decreasing budgets. Fortunately
in several aspects organisations have good basis, like
above average IT development budgets, IT strategy
foundations, or strong IT service management
processes.

Index Terms: service management; information
technology management

I. INTRODUCTION

Crucial importance of information technology
service management (ITSM) cannot be questioned in
the last few decades. ITSM methodologies and
standards, especially ITIL (IT Infrastructure Library)
have recently become a very popular approach and a
widely used methodology to improve this
organizational activity. ITIL as a comprehensive
approach to manage IT services is based on best-
practices. In the international IT literature numerous
practical ITIL guidelines, case studies, connectional
papers have been published. Though these topics are
popular within the IT consulting domain, little, if any
research activity has been focused on this topic in
Hungary. In the context of the economic crisis the
question remains whether Hungarian organisations
have understood these possibilities, and if they have
s0, to what extent they are able to realize 1TIL-based
innovations.

Il. RESEARCH BACKGROUND

Based on the survey our intention with this article
is to investigate the following issues:
e the role of IT in competitiveness and
innovation,
o the actual activities in IT strategy planning,
e the characteristics of IT infrastructure and
applications,

e the actual and planned state of IT service
management, and

o the IT budget and the role of IT in the financial
planning.

In the rest of the study, these issues are analyzed
illustrated with figures and tables. We compare the
findings to other available studies based on similar
surveys (e.g. “Information Management” block of the
“Competing the World” research project carried out
in 1996, 1999 and 2004; and a recent survey of The
IFUA Horvath and Partners [6]).

This paper presents the findings of a research on
IT challenges, performed among the Hungarian IT
service management applier companies in the first
half of 2009, and with identical questions in the first
half of 2010. Research data were collected through
anonymous questionnaires, and complemented with
case study findings. The questionnaires were filled
voluntarily, mostly by mid-level IT executives and IT
employees.

The target sample consists of 57 organisations
(48% of active members of ITSMF Hungary) that
have critical IT infrastructure, and planning or using
IT service management solutions, therefore they are
valid representatives of the Hungarian information
management practitioners. 15% of the organisations
are micro or small enterprise, 20% are medium-sized
enterprise, and 65% of them are large-sized
enterprises. Organisations both represent the public
sector (35%) and the private sector (65%).

Il. ANALYSING IT CosTs

The practice of information technology is mostly
one of the first areas, where executives try to start
cost cutting [11]: providing IT and business services
demands high operational costs, but the return of IT
services is hard to measure. IT departments
continuously facing the extreme challenge of
showing the value of their work, but failing this
challenge means, that business customers perceive
information technology as a rather expensive, but
mostly useless area, and results the increased interest
of cutting IT costs.

A. Size of IT budget
IT costs usually varies between the average 3-5%
of the revenue, but the current values strongly
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depends of the size of the company, the industry, and
the country of analysis. A few examples for previous
measures: in 2008, in the pharmaceutical industry, IT
spending was 3.61% of the revenue, or in an average
US company the operational IT costs were 1.5% of
the revenue [3] [8]. Another international survey
presents the average 2% of IT budget (cca. 125
million Euros) comparing to the revenue [10].
Hungarian surveys show a developing tendency in
the size of IT budges, Drétos and Szaho [5] reported
1% of the revenue in for 1996 and 1999, Drétos [4]
also reported 2.2% based on a 2004 survey, and
Drétos and Szél [6] reported a rather high 4% based
on 2007-2008 data.

Strong contrasts can be observed: in the case of
innovative organisations, IT spending can reach, or
even exceeds 10% of the revenues, while
conservative companies spend only 0.5-1%. Such
kind of innovative companies can be found in the
financial sector (banks), where IT spending varies
between the fabulous 8-20% of the revenues [7].

The conducted research among the Hungarian
organisations shows a similar picture: IT costs vary
between 0.1% to 20% of the revenue. The lowest
spending can be identified in the public sector and in
the constructions industry, while the biggest spenders
belong to the financial industry (5-20% of the
revenue).

\AI) 6.44%
5 0

- ) |
Ill6.139%

ikl JEP @439

1996 1999 2004 2007/2008 2009 2010

Figure 1. Share of IT budget comparing to annual revenue
(Research findings)

By 2010 the IT budgets decreased again, by an
average 4.85%.

Meanwhile the change of the budget size
comparing to last year shows us, that IT departments
have to face to serious budget problems, because of a
significant decrease of financial background. The
most significant decrease in IT budget can be
identified in the case of large enterprises, and the
average change of the surveyed organisations is
around 11% decrease, below the average decrease of
the Hungarian GDP. These data proves that the
economic crisis reached not only the Hungarian
companies, but also the IT departments.
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Figure 2.1s IT budget going up or down in real terms comparing to
last year? (Research findings)

B. Determining IT Budget

Although researches concentrate on IT budgets,
spending on IT can be two or three times more in an
organisation beside the budget of the IT department,
through business departments finance their own
developments or investments (typically: equipments,
unique applications and external services). Moreover,
IT departments have limited decision right on their
own spending, because business departments and
decision makers can set the priorities, and determine
the target of spending.

Other: 34.11%

IT function:

65.89%

Figure 3. What portion of the IT budget is determined by the IT
function? (Research findings)

The conducted research among the Hungarian
organisations shows, that IT departments are the
owner almost two-third of their budget, while a little
more than a third of the IT spending is determined by
other organisational units.

C. Components of IT Budget

For the cost cutting efforts the content of the IT
budges raises the barrier of a relative high level of
operational costs comparing to the development
costs. As Cramm [2] states, “prior the credit crisis,
around 75 cents of each dollar was spent to keeping
existing systems up and operational.” Another survey
in UK [3] shows that while in the small and medium
level enterprises operational costs are lower (56% for
SMEsS), in the case of large enterprises 78% of the IT
budges is used only to “keep the lights on”.

The conducted research among the Hungarian
organisations shows that average level of operations
costs in the IT budget is relatively low, only 55% of
the IT budget. The rate is 52% for SMEs, and even in
the case of the large enterprises this rate is only 58%.
Beside of these raw statistics, if the results are
analysed in more detailed, we can see, that
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operational costs varies between 30%-80% of the
total IT budget of the large enterprises. Comparing to
the international results, the relative high share of
development budget seems to be promising. A
representative domestic survey in 2004 [4] showed
the international 73%-27% rates for operational and
development budgets, but a recent survey results
shows similar results to our experiences with 51%
operational and 45.2% development costs [6].

Analysing the 2010 year results, a decrease in
development budgets was identified. Because of the
economic  crisis, development budgets were
significantly decreased (and operation budgets were
only moderately decreased), therefore its relative
share in the whole is lower.

= Operations = Developments

SMEs Large Enterprises

Summary

Figure 4. Operations vs. Development Budget
(Research Findings)

IV. IT STRATEGY

IT strategy is a tool for converting organizational
strategy and goals into operational understanding of
IT goals and development projects. There is a
dynamic relationship between IT strategy and
organizational strategy: while the organizational
strategy leads the way, sets priorities, and creates
demands for information technology, IT trends and
IT solutions can offer innovative business models,
including new pricing methods, market segmentation,
or new distribution channels. Our research aimed to
analyze the existence and content of IT strategies,
and the relationship with organizational strategies.

Information strategy planning (ISP) plays a
crucial role in the utilization of the IT potential for
improving competitiveness. A favorite question in
similar studies is how much care is taken about this
in Hungarian organizations. In 1996 27%, in 1999
22% of the surveyed companies formulated separate
information strategy [4] [5] [6], Drétos et al. [4]
reported 27.8%. In our survey the respondents are
leading IT service providers, banks, service
companies, for which the need to elaborate a formal
IT strategy generally is very strong. The findings
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verify this preposition: vast majority, 83% of the
respondents reported that they have prepared a
separate IT strategy document. The average time
horizon of the information strategy is half year
shorter (2.9 years) than the results of the earlier
surveys (3.5 years [5], but almost the same timeframe
(2.75 years) reported in [4].

Concerning the content of information strategies
we found that the information strategies covers most
of the classic issues (application portfolio, standards,
etc.), and a relatively new concept, IT Controlling is
the second in the list.

These results, however, should be interpreted
with caution, since the sample is significantly biased
toward large organizations, for which the need to
elaborate a formal IT strategy is almost inevitably
necessary, and the methodological background is
significantly more matured, than the “average”
companies.

I'T Controlling

Risks Management

Standards

Procurement, Supplier
Policies

Application Portfolio
0% 10% 20% 30% 40% 50% 60% 70% 80%

Figure 5. Some major issues in the information strategy
(Research findings)

V. PERCEPTIONON THE ROLE OF INFORMATION
TECHNOLOGY

Considering information technology as a factor of
the organisational performance and competitiveness, the
research analyses the innovative function of IT
departments, and the uniqueness of IT solutions. It is
as long-lasting challenge of information technology,
how to align its activities with the business, and how
can an IT department offer valuable, and innovative
solutions for the business side. The challenge is that
the language, perception and understanding are
different in the various business, and even in IT units.
The practice of judging information technology is
rather different, starting with the perception of
traditional cost centres, trusted suppliers to reaching
the innovative partner position.

Respondents of our survey see the role of
information technology more as a trusted supplier of
innovative solutions, as accomplishing business
innovations, rather than the source of innovative
ideas. Although information technology has
significant role in several business services, the
perception of its role, and the acceptance of new
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ideas is rather low.

These results mirror the findings of an
international survey [10], in which although 70% of
the organisations agreed on the critical role of
information technology in business innovations, only
around 24% of them accepted the IT function as the
main originator of business innovations. Moreover,
in a 6 elements list examining the initiator role of
innovations, the IT function was ranked only fifth,
below Sales, Marketing, Operations andResearch &
Development, and onlyahead of Finance

2009 ® 2010

IT is the main supplier
of business innovations

Reliable basic IT services

Business understands
the role of IT

Efficient partnership between -0.50 [}

business and IT 12.80

IT is the main initiator -0.95,
of business innovations -0.60

Figure 6. Role of IT (Research Findings: Average ranking
transformed to -10 — 10 scales, where 10 = strongly agrees)

. The results for 2009 are a bit pessimistic in
sense of the innovation performance of the IT
function was ranked first in our survey, with only a
relatively moderate average. Every answer tends to
be around the middle area of the intervallum, there
are only few outstanding companies (Fig. 6).

Although respondents have trust in their service
quality (and it was expected in a sample of IT service
management appliers), they do lack the efficient
partnership with business areas, and continuously
fighting the challenge make the role of information
technology be understood by business partners.
Considering the three main service provider
categories of IT functions [9], comparing to the
above mentioned international results, Hungarian
companies act more in the role of utility player or
trusted suppliers instead of business partners.

Surprisingly, there were significant changes by
2010. The crisis increased the relationship between
business and IT, and business partners try to better
understand the role of IT in these days. The crisis
could create an opportunity for companies to better
understand each other.

VI. IT INFRASTRUCTURE

As the responding companies are strongly
dependent on IT, they probably have a massive IT
infrastructure  and  relatively  state-of-the-art
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applications. In the next session we briefly discuss
the infrastructural findings, comparing them to the
earlier surveys.

The average number of servers/organizations in
the sample is 102, varies between 3 and 200, the
average number of provided IT services is 109. The
number of internal end-users is between 20 and 4000
(average: 1800), and some services are used by
thousands of external users.

The sample shows some similar tendencies to the
earlier surveys [4][5]. Accounting and finance
applications are used in almost every responding
organization. We have observed similar proportion of
ERP applications (39% compared to 42,7% [4]. In
contrast to this, inventory management, manufacturing
management systems are not frequently used, that can
be explained with the different sample (in our survey
service oriented companies were overrepresented).
Some of the classic functions, like HRM, controlling
are also much less popular, than in [4], where these
applications were reported in 90% of the respondents.

The integration of existing applications has been
clear trend in the corporate IT practice in the last
decade. We witness the same level of integration
between the core systems, key functional applications
in our survey than in [4].

Concerning the availability of cutting-edge
applications, we have observed much higher
penetration than in the Drétos et. al. 2006 survey [4].
They reported only 10% in the case of Bl and
knowledge-based applications, we found that 50-60%
of the respondents use this categories. Similarly the
workflow systems are more frequent in our sample
(60% compared to their 30%). Another interesting
finding is the high ratio of groupware applications.

VII. IT SERVICE MANAGEMENT

The processes and activities of IT departments
should be based the IT strategy, but also heavily
depends on the required services (number and
content), complexity of IT environment, number of
users and the size of the infrastructure, briefly
discussed in the previous section. Our research now
focuses on the analyses of the service management
characteristics, and analyses the existence of the
quasi standard ITIL v3 processes and functions.

According to the ITIL, that provides a framework
of best practice guidance for IT Service
Management, the key ITSM procedures can be
grouped into 5 major categories:

e Service strategy (Service Strategy, Service

Portfolio Management, Financial Management,
Demand Management)

e Services Design (Service Catalogue
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Management, Service Level Management,

Capacity Management, Availability
Management, Service Continuity
Management, Information Security

Management, Supplier Management)

e Service Transition (Knowledge Management,
Change Management, Asset and
Configuration ~ Management,  Transition
Planning and  Support, Release and
Deployment Management, Service Validation
and Testing, Evaluation)

e Service Operation (Incident Management,
Problem Management, Event Management,
Request Fulfillment Management, Access
Management, Common Service Operations)

e Continual Service Improvement
Measurement, Service Reporting,
Improvement Process, Service Desk)

(Service
7-Step

We asked the participating companies to submit
data concerning their above listed key ITIL
processes. We distinguished 3 potential status

(implemented, in progress, planned), and an
additional category (not expected).
Not  surprisingly  service desk, incident
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management, request fulfillment, security, BCP and
availability management are amongst the most
frequently reported existing processes. Interestingly
configuration management and change management
have been already implemented or under
implementation in many organizations, showing that
these companies recognized their central role in the
service-oriented transition and operations.

Concerning the implemented and planned
traditional core ITIL v2 service delivery and support
processes, it is clear that they still constitute the
majority of ITIL oriented activities and initiatives.
Most ITIL v3 related initiatives are based on the
existing ITIL platform and proposals (ITIL v3
emphasises the concepts of service life-cycle
management, continual service improvement and the
alignment of IT and business). Our findings are
similar to Broussard’s (2008) report, where 21.1% of
survey respondents replied some implemented ITIL
processes, and 21.8% of survey respondents replied
that they are implementing ITIL processes now.
Considering the current platform and future plans for
ITIL, over one-half (56%) of respondents said they
are implementing ITIL now or looking to implement
ITIL within the next two years.

Financial management applications
Accounting information systems
Groupwork applications

Workflow applications

Payroll systems

Inventory management systems

Sales management applications
Controlling applications

Business Intelligence

Procurement management applications
Human resource management systems
Costmanagement applications
Manufacturing supportsystems
Marketin support systems

E-husiness applications

Information Management oriented applications
Logistic support systems

Executive Information Systems

ERP system

Quality management applications
Systems supporting technical development

Systems supporting organizational development

20% 30% 40% 50% 60% 70% 80% 90%

Figure 7: Penetration rate of the major application categories (Research findings)
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Service Desk |

Incident Management |

Request Fulfillment Management |
Transition Planning and Support |
Change Management |

Access Management 1

Asset and Configuration Management 1
Information Security Management i
Availability Management i

Demand Management

| [ ] ==
Service Measurement [ — 1 I 1 1 —
Service Validation and Testing —— " prm—
Service Continuity Management l _—Eg___ | Already accomplished
Financial Management oo
S Sg ______ @ Implementation in progress
ervice Strate; E— p—— e — E—
Service Reportii; N N — i Planned
S [— I
Problem Management H Notexpected

s —_— I
Release and Deployment Management — —

7-Step Improvement Process
Supplier Management

Capacity Management
Service Level Management 1
Common Service Operations

Service Catalogue Management |

Service Portfolio Management |
Evaluation |

Knowledge Management | T i

Event Management = = -

50% 60% 7% 80% Q0%  100%

Figure 8. Approaches to the major processes of ITIL in the sample (Research findings)

The survey shows intensive development plans
towards the mature level of ITIL oriented service
management. Interesting to note, that service
evaluation and supplier management are not so
popular, although they are really crucial issues of a
sustainable service quality. Another interesting figure
that Common Service Operations, that are probably
really common in all organizations, were not
recognized as implemented processes. This shows
that the transition to process-oriented IT operations is
a tough project.

We should emphasize, that in the sample the
pioneers of ITIL are over-represented, and the
proportions of the implemented ITIL processes are
higher, than in the real Hungarian situation. On the
other hand the trends that can be drawn from the
plans and initiatives are clear: the final destination of
ITSM in the next decade is the implementation of
ITIL based processes.

VIIl. CONCLUSION AND FURTHER RESEARCH

Our research was aimed at surveying some IT
related aspects of domestic companies that manage
their IT infrastructure above average consciousness.
During the time of the survey companies have to face
the current crisis of the economic downturn that has a
serious impact on their IT budgets. IT budgets are
significant parts of organizational budgets, and this
fact pressurizes IT departments to find cost efficient
and innovative solutions to support the expected
business services.

Finding answers to this challenge, organizations
may choose to way to develop both their supporting
IT applications and their IT service management
practice, based on a matured IT strategy.

The survey results comparing to other
international and domestic survey results shows that
Hungarian companies are close to the international
trends in the field of information technology,
although there are significant differences in budget
composition or in the IT application portfolio. As the
biggest problem issue, CIOs have to face the strongly
decreasing IT budgets of their organizations, well
below the decrease of the GDP. To balance this
pressure, Hungarian developments budgets are still
larger than average development budgets in the
international surveys.

This study was presented on a quick survey, in
order to explore the most important and significant
phenomena in the current practice of IT department.
Although there are several interesting results, this
research has its limitations in sample size,
composition, and distortion towards IT savvy
organizations.

Results of this survey are good bases for further,
more concentrated researchers. Further researches are
planned to explore more organizational questions,
customer behavior and perception, described not only
in numbers but with detailed case studies. Moreover,
future researches are planned to fully explored IT
dependent sectors like the financial organizations
(banking and insurance), and telecommunication.
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Future researches will of course reflect the current
study results on IT budget, costs, applications, and IT
service management processes.
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Abstract— The economic crisis has rapid impact on
organizational, and also on IT budgets. Neither
companies, nor IT departments were prepared for such
changes, and first reactions followed a conservative cost
cutting approach. Most IT departments had to suffer a
significant decrease in their budget, and the slow
recovery will last for years. This paper explores the
challenges, how Hungarian organisation can deal with
the crisis, and how they choose their answers. A 2 years
long survey among Hungarian IT departments showed,
that the organisations try to find the balance in these
challenging times, and as promising economic
indicators arise, the status of IT departments is also
progressing.

Index Terms: economic information

technology use

crisis,

I. INTRODUCTION

StevieSacks, an executive of a leader IT service
management supplier prepared a study in 2004 about
IT cost reduction (years before the current economic
crisis). The study started as the following: “In an
economic climate of slow and cautious growth, IT is
under intense pressure to manage costs and ensure
that spending is well aligned with business
drivers.”[21] If these thoughts were true in 2004, in
the area of slow and cautious growth, how should be
information technology managed during downturn?

An economic downturn always creates the
pressure for organisations to rethink their operations.
There are already several studies and analysis on
managing critical situations (e.g. [18] [19] [24]).
Conclusions of these studies suggest traditional
solutions that are useful in any economic climate:
cost reduction, conscious debt management, analysis
of customer behaviour, reducing organisational
complexity, increase the visibility of organisational
processes. Bégel [2] summarises these advices as the
following: “...take the issues seriously, you have not
take before. Do what you have not done.”

Although there are several possible solutions,
organisations started to concentrate on cost cutting
issues, stop investments, developments and hires.
The question is, whether these actions will increase
the efficiency of the organisations, and what will
happen, when the crisis is over?

Through stopping developments inside, and
postponing strategy executions, organisations are not

able to enhance their productivity, and while the
world is changing, these organisations have no
answer to the present and future challenges. Of
course organisations should decide wisely where to
put the money in these times, but they have to
consider both short-term and long-term investments.

The pressure of the crisis is also a good
opportunity to reconsider the current practice of the
organisation: Are we doing everything perfectly? In
which points can we enhance our practice? Where
are the bottlenecks? Are our resources used
efficiently and effectively?

Il. THE IMPACT OFTHE ECONOMIC
CRISISON ICT

Czech Republic and Hungary are good examples
of successful economies in the past. It was hard to
foresee the impact of the current economic situation
on the developing economies of Central Europe,
which is closing up to the EU average in every
indicator. The Crisis presented, that these countries
are not more fragile than other EU countries,
although it still presents significant problems in
several areas (Fig.1).

Central Europe

Indicator European Union R‘;:':;T:"ﬁﬁ:;:':y
and Poland)

Real estate market [VIVIV) 0o 000 o
Consumer spending 00 0o
Inflation rate O 1]
Business environment 0o 000 (111}
Trademomentum (11113 (111 1Y) oo (]3]
Consumer confidence [VIVIV) 000 (11} L1313
Business confidence 000 000 (111] 000
Cost of capital [(1]1) 00 (1]
dcontmaties vuo

Severelyworse OO0 Significantly worse QO Moderately worse

Nearnormal QO Pre-Crisis or better © Significantly better O

Figure 1.Impact of the economic crisis on EU, Central European
Countries, India and China, based on selected indicators. Changes
comparing to the pre-crisis period are indicated. [27]

Information Technology is expected to have an
innovative role and significant contribution to the
economic growth [13]. For example in Hungary the
growth of the ICT sector is continuously above the
average GDP growth of the economy, and
contributes almost around a third of the economic
growth, although the growth has a continuous
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slowing trend.

Therefore it is also expected, that ICT solutions
should contribute to the rebuild of the economies,
through the following factors [28]:

e Contribution to productivity and growth
through technological progress,

e Improvement of productivity of other factors
of production, and

 Spillover effects on the rest of the economy.

Information technology is both a source and
enabler of innovative solutions. Despite of these
expectations, general reality is that although the
demand for basic ICT services is still stabile while
the demand for advanced applications is more
uncertain [1].

The question is how ICT solutions can contribute
to the competitiveness and productivity of
organizations? There are no general ICT solutions for
every business problem, moreover different
organizations, and different organizational units have
unique requirements to be fulfilled. Results are
expected in the following areas [16]:

e Cost reduction, via automation and
standardisation of back- and front-office
activities, centralised solutions and changes
sourcing methods.

» Enhanced time-to market ration or quality, via
productivity enhancement, and new solutions
for customer analysis, marketing and
alternative distribution channels.

« Enabling business innovation, via the use of
ICT solutions. ICT has an important role to
offer novel solutions and possibilities, and
find ways to support new business ideas.

Fulfillment of these expectations is limited by the
relationship through the perception of the role of ICT
by business partners. Generally information
technology is perceived as critical, but IT function
(e.g. departments) are not: in a survey of the
innovative role of ICT solutions 70% of the
respondents agreed that ICT has a critical role in
business innovation, but less than a 50% of the
respondents agreed that the ICT function itself is a
driver of business innovation. Moreover, only 24%
identified the IT function as a main initiator of
business innovation [22].

There is also a difference in interpreting the role
of information technology: while the most of the
business decision makers believe, that the role of IT
is to enable revenue growth, less IT executives agrees
with it [22].

ICT providers and users have to deal with the
above mentioned challenges, and decide on the above
mentioned dilemmas in an environment that pressure
low risk taking and punishes every mistake. In the
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following sections the paper explores the current
practice and answers to the economic crisis in two
central European countries.

IIl. CUTTING IT CosTs

Cutting IT costs are usually one of the first areas
that seem to be promising for business areas. In the
following, the main cost factors of an IT department
are identified, especially concentrating on the cost
cutting and optimisation possibilities, both in the
areas of operations and development. The main focus
of this research is to analyse cost reduction
possibilities, considering both short-term and long-
term impacts.

A. Operation costs (short term impacts)

Operation costs related to providing IT services
and business as wusual, concentrating to the
management of existing services, and the background
infrastructure. The main cost categories are: human
resources, licence fees, public utilities (like
electricity), renting fees, back-ground materials (like
a printer toner), security tools, etc. In the following
the main cost cutting possibilities are analysed.

« Human resources: Although operating an IT
infrastructure demands high cost level itself, human
resources take serious part of the budget. The first
idea for reducing costs is the optimisation of human
resources, meaning considering layoffs, or stopping
new hires. If these steps are based on a conscious
analysis, and performed together with the
optimisation of operational processes, the results can
be promising. But without a well-grounded plan,
layoffs can result declining work efficiency,
overloaded workforce, or increasing number of
mistakes.

* Process management: In order to provide
visible, controllable IT operations, process
management is the first step for any further
enhancement. Exploring and modelling the processes
themselves is a good basis for performance
development, because executives can see a clear
structure of activities and required resources.
Recorded processes create a clear responsibility and
accountability structure; therefore it is a good basis
for human resource optimisation. For IT process
management international best practices, like ITIL,
MOF or eSCM are a good basis to start with.

» Conscious supplier management: Organisations
tend to follow a low-risk, conservative supplier policy,
meaning maintaining long-term partnership with
existing, good per-forming suppliers. Over the time,
as a supplier builds strongly in daily operations, this
long term relationship results a high level of
dependency on existing partners. In these situations
the supplier has power to raise prices. In a more
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conscious supplier management approach, suppliers
should be selected along with the goals of the
information strategy, considering long term risks and
benefits.

e Sourcing models: For reducing operation
costs, business decision makers usually consider the
option of changing the sourcing model for IT
services, reorganising the IT department into an
internal or external centralised service centre, or
outsourcing the whole function. Although these
options can result a significant cost reduction, based
on the mass-efficiency, these approaches cannot
provide a universal solution. Partly or fully
outsourcing services, or centralising function are
mostly efficient in case of services that are easy to
standardise, and flexibility is not the first priority.
Moreover, the results of these models in cost will
appear only in medium term, although these cost
cuttings have long term impact. The challenge of
these decisions is that outsourcing of an unorganised
internal operation cannot be changed in a few days,
but it can cause additional costs in short term. To
prevent this trap, prior changing the sourcing model
process and service optimisation is necessary.

* Reducing losses, managing risks: Operational
risks can cause serious losses for every organisation, and
IT services are strongly vulnerable. Indentifying and
assessing risks is a good basis for risk management
efforts, to prevent future losses. These efforts should
consider the costs of risk management against
expected losses, and approaches should target the
main risk categories.

e Operation optimisation: Organisations maintain
several IT services that are rarely used, and do pay for
licenses and supports that are never used. In order to
reduce costs the assessment of these services should
be performed, analysing the rate and intensity of
usage, business impact of a service, and real business
requirements.  Services, and the  required
infrastructure can be evaluated based on these
assessments, and existing capacities can be used for
more important services. Moreover, based on the
newest technologies, like virtual servers, or
centralised services, additional costs can be spared.

B. Development costs and innovation (long term
impacts)

Comparing to  operations,  developments
concentrate on creating new projects for business
advantage. Developments are organised and managed
in projects, with dedicated resources, time limits and
clear expectations. Unfortunately the success rate and
effectiveness of IT projects is rather challenging in
every industry, and with more conscious project
management efforts, significant cost reduction can be
achieved. During downturn, the risk of stopping or
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reducing the number of development projects
becomes high that results static IT and business
capabilities. Main areas for a more conscious
management of innovation are the following:

» Specify business demands: Changing business
requirements during a project, especially in the
second part of projects can result in significant and
increasing level of additional costs. Business
requirements should be explored and recorded in the
early phases of a project, to avoid unnecessary
changes. Unfortunately, decision makers try to
reduce projects cost on reducing the resources and
time for these specification efforts. A good
requirement specification can reach 25-35% of
project costs and 30-50% of project time. As
development reaches newer and newer stages, any
change in the requirements results in exponentially
increasing costs, and can result a multiple level of
project costs and time comparing to the original
baseline.

« Conscious project management: There is a
strong inverse correlation between project success
and project complexity (project length, developed
functions, impacted units, etc.). Reducing project risk
(and costs) is to reduce the complexity of the projects
through dividing project goals into independent
segments, and managing more, but smaller projects.
Another tool is to prepare regular milestones to check
project health. With these simple efforts, projects
become more controllable, and problems can be
identified earlier, giving a chance to intervene.

e Unnecessary developments: A  regular
problem is the development of already existing
solutions in organisations. The problem is not
counting the existing capacities and capabilities. Why
should a billing system be changed, if the existing
one is working perfectly? A telecom company
wanted to acquire a service management tool in a
development project. The company selected a well-
known, international supplier, and during the
preparatory phase this supplier suggested to check
the existing software the telecom company already
has, because a few years ago they bought already
licences. The supplier manager did not know this
fact, and after checking the existing licences that can
be also used for service management, the telecom
company had to spend less on this procurement.

e Project business case: Although IT
developments are usually hard to justify, and in order
to secure development budget both business and IT
departments have to provide clear calculations about
the business costs and expected benefits of
developments. Although calculations cannot be
perfect, efforts on creating a business case provides a
better understanding of business expectations and IT
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possibilities, and helps to filter the not-viable
solutions. This approach is a proactive risk (and cost)
reduction solution.

» Open source solutions: Several companies
exclude the use of open-source solutions that could
cost only a fraction of other tools. Using open-source
solutions does not mean free solutions, but
considering the TCO (total cost of ownership)
calculations, and the expected functionality, it can be
a good alternative of traditional programmes.

IVV. RESEARCH BACKGROUND

This paper presents the findings of a research on
IT challenges, performed among the Hungarian IT
service management applying companies in the first
half of 2009 and an identical questions in the first
half of 2010, concentrating on downturn issues.
Research data were collected through anonymous
questionnaires, and complemented with case study
findings. The questionnaires were filled voluntarily,
mostly by mid-level IT executives and IT employees.

The target sample consists of organisations that
have critical IT infrastructure, and the do plan or
currently use IT service management solutions,
therefore they are valid representatives of the
Hungarian information management practitioners.
15% of the organisations are micro or small
enterprise, 20% are medium-sized enterprise, and
65% of them are large-sized enterprises.
Organisations both represent the public sector (35%)
and the private sector (65%). 57 companies filled the
questionnaire. While the answer rate is relatively
high, because of the objective sample size, it consists
several limitations

V. ROLEOF ICT SOLUTIONS DURINGTHE CRISIS IN
HUNGARY

The presented results related to the current
situation in Hungary were collected via anonymous
questionnaires, and complemented with case study
findings. The surveyed sample is consists of IT
intensive organisations, which has a high level of
consciousness  of managing IT  solutions.
Organisations currently use or plan to use IT service
management solutions, and were selected mostly
from the members and participants of the Hungarian
IT Service Management Forum. These organisations
are a good representation of Hungarian IT
practitioners. The questionnaire was filled by 68.9%
of the ITSMF members, mostly by ICT managers.

Organisations both represent the public sector
(35%) and the private sector (65%). The research was
conducted in 2009, concentrating on the innovative
role of ICT, and the impact on applying ICT
solutions. 15% of the organisations are micro or
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small enterprise, 20% are medium-sized enterprise,
and 65% of them are large-sized enterprises.

A. Role of ICT solutions

Similarly to the international trends, the
perceived, expected and real role of information
technology is observed differently. Respondents
mostly believe that IT can provide the basic IT
services in an adequate level, and also believe that IT
is able to support effectively the business innovation.
Taking into account, that respondents are mostly IT
people, this self-confidence seems to be very natural,
although the average of the given points (3.6 on the
scale of 1-5) from this view could be even higher.

The survey indicates significant problems in the
relationship of IT and business areas. From an IT
point of view, this relationship was strongly
questioned: there is a problem, that business areas
cannot (or will not) understand the role and offerings
of IT. This can be one of the sources, why innovative
solutions from IT departments are not accepted and
supported, and why the efficient partnership between
IT and business in lacked (Fig. 5).

A-(5)

A-IT has a
significant role in
accomplishing

innovations

E IT is the originator |
of innovations

E-(5) B-(5)

D-There is an
efficient partnership
betweenbusienss
and IT

B IT provides the
basic IT services in an
adequate level

D-(5) C-(5)
C- Business areas
understand the role
of IT

Figure5. Role of IT (Research Findings:
Average ranking 1 to 5, where 5 = strongly agrees)

IT functions of the Hungarian organizations can
be therefore categorized in the role of utility players,
or trusted suppliers at most, and — except few
examples — are not able to reach the business partner
rank, if we follow the Forrester’s categorization of
the IT service providers [20]. It also means that
researched organizations belong to the first or late
majority user category.

Analyzing these results are in accordance with the
international experiences: in an international survey,
in which the initiator role of innovations were
analysed, IT function was ranked only as fifth, below
Sales, Marketing, Operations and Research &
Development, and only ahead of Finance.

Interestingly as the crisis evolved the situation did
not worsened, but got better. The research presented
that business partners try to understand more the role
of IT, and build a stronger relationship between
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business and IT areas. A TOP5 bank CIO reported
this changing situation, as a real advantage of the
crisis. Because IT is a strong cost factor, business
leaders have to explore and understand this area that
requires deep discussions with IT leaders. Similar
experiences were found in other big financial
institutions.

B. Changes in the IT budget

IT budgets of Hungarian organizations (and also
internationally) varies between 3-5% of the revenue,
but organizational specific values strongly depend on
the industry, and the size of the company. Hungarian
survey showed and increasing trend in the size of IT
budgets (starting from 1% in 1996, and reaching 4%
in 2008) [5] [6] [7]. The average budget size of the
researched organizations was almost 6.5% of the
revenue that is a high share comparing to other
Hungarian and International surveys, but acceptable
result in the case of IT intensive organizations.

Of course there are differences between
organizations: the lowest rates (0.1% - 0.5%) were
indentified in the public sector and in the
constructions industry, and the highest rates (5-20%,
even above 20% of the revenue) belong to the
financial sector. The question is how the budget was
changed, because of the crisis?

Survey results indicate that Hungarian
organizations have to face serious problems of a
significantly decreasing budget: only 20% of the
survey respondents reported increase in their budget,
while other companies reported decrease. In the case
of about 40% of the organizations reported more than
20% decrease in their budgets, and the average
decrease of organizations were around 11%, strongly
above the average decrease of the Hungarian GDP.

Hungarian organizations considered the year of
2009 as a critical year, but significant changes were
not expected for 2010. The decrease of the IT
budgets was pressured IT departments and IT leaders
the rethink the current practice. Organizations reacted
as cutbacks in the HR budget (stop hiring new
employees, decrease salaries and benefits, even
layoffs), and stopping developments, especially
postponing procurements, and stopping consultancy
and development projects.

Although IT executives believe that developments
cannot be totally stopped, this budges became very
limited. Development budgets of the Hungarian
organizations were relatively high with around 45%
share of the total IT budget, comparing to the
international average of around 25% [3]. Therefore
there is space for cost reduction, but there is a risk of
losing important capabilities during these years.

Although development budgets are strongly
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decreasing, R&D budgets are still open for
organizations, and used as additional resources even

for ICT topics (it does not include direct
development, but can cover experimenting and
prototyping). This trend is also wvalid in an

international environment: around 75% of the
organizations having loss reported increase in their
R&D budgets [10]. To motivate these really
innovative projects, the Hungarian government
motivates these efforts, although most of the
organizations are still experimenting these new
possibilities.

Considering the pressure of the crisis, the
decreasing IT budgets, and the low considerations of
the innovative role of IT, these R&D projects create a
real opportunity for IT departments to show and
develop their innovative capabilities.

- 40%
40%
35%
30%
25%

20%

15%

10% 00w % 667%
a ey 1 f 8

0%

%]
X

Down Down Down Static Up
(>20%) (10-19%) (1-9%) (1 9°/ (10-19%) (> ZO‘V)

Figure 6. Changes of the IT budget of Hungarian organizations
because of the crisis (years 2008 to 2009)

C. Organisation clusters

Based on the perceived role, and opinions about
information technology, three clusters, three groups
of companies were identified:

e Trusted suppliers of basic IT services: The
business side understands the role of
information technology, and the relationship
between the two sides is close and good.
Inthese companies the share of IT
development budget is low (~20%), even
comparing to the international average.

e IT innovators: Information technology has an
important role in delivering and even
initiating business innovations. In these cases
the share if IT development budget is high.

e Average companies: These companies do not
show any advanced performance, neither in
innovations, nor in delivering basic IT
services.

The identified groups are similar to Forrester’s
company categories, although there are differences
(trusted suppliers, partner players, solid utility) [26].

During the research the change of IT budget was
analysed in these groups. Companies, that are able to
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deliver basic IT services reliably could increase
radically (>20%) their IT budget, although their
innovative capabilities are rather low. The emphasis
is on reliable operations that have a high importance
even during crisis. These companies are able to
increase their IT development budget.

IT innovator organizations had to suffer radical
cuts in their IT budgets (~ -20%). Although these
organizations have an important role in business
innovations, their high development budget is a main
target of cost-cutting efforts, to support cash-flow
management.

Average companies are average in every aspect:
these organizations have to face with a decreased IT
budget, but close to the average level (~-12%).

Although during normal economic periods the
innovation ability has higher importance, during this
economic period innovation is more a risk than an
asset.

TABLE |. ORGANISATION CLUSTERS (RESEARCH FINDINGS)

Avarage Trusted
IT Innovator .
company supplier
IT Development . . Far below
budget High High avarage
::novatlve role of High Avarage Low
Evaluationas
supplier of basicIT | Aboveavarage Avarage High
solution
Partnership
between business | Aboveavarage Low High
and IT
Change of IT Decrease Average High increase
budget aboveaverage decrease (>20%)
8 (~-20%) (~-12%) o

V1. RESEARCH FINDINGS ON COST REDUCTION

The practice of information technology is mostly
one the first areas, where executives try to start cost
cutting [23]: providing IT and business services
demands high operational costs, but the return of IT
services is hard to measure. IT departments
continuously face the extreme challenge of showing
the value of their work, but failing this challenge
means, that business customers perceive information
technology as a rather expensive, but mostly useless
area, and results increased interest of cutting IT costs.

Based on our research findings the crisis already
reached the IT departments. Every re-searched
organisation reported several measures in the area of
IT to reduce costs. Other surveys [25] already
indicated preliminary cost reduction activities: The
CIO Executive Board polled its members, 59% of the
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surveyed CIlOs already started negotiations to change
parameters of the existing supplier contracts, and
61% of them started to rethink the actual IT budget.

A. Short term cost reduction

Our survey shows, that first measures concentrate
on stopping as much thing, as possible, to reconsider
the status and possibilities of the IT Department. IT
departments identified the huge cost group of human
resources: the most popular measure was stopping to
hire any new employee to the IT departments,
indicated by over 68% of the respondents, but layoffs
started only in less than quarter of the companies,
and only less than 18% of the organisations started to
reduce the salaries of IT employees. Although
salaries and other allowances create huge cost for
organisations, companies plan to wait, instead of
intervening in this area. If further short term plans are
analysed, measures on human costs are the least
wanted actions, comparing to other activities.

The second category of cost cutting concentrates
on development projects, large enterprises already
realised the importance of clear business cases to
justify development projects, but the crisis catalysed
these efforts also in other companies. Almost 65% of
the surveyed organisations already prepared new
rules for project decisions, and with the short term
plans almost every company (94.12%) applies more
strict policies.

The crisis has strong impact on a TOP5
Hungarian Bank. Because of the organization-wide
cost cutting expectation (driven by the multinational
parent-bank), several investments and developments
had to be stopped. It has serious impact on the IT
department, because a deep transformation project
was on the way, that expected to have impact on the
performance and long term operation costs of the
whole IT department. The IT department managed to
accomplish several short term cost cutting actions
successfully, but whole, and part budgets were
decreased. The bank has chosen the surviving
strategy: beside ongoing developments, every new
innovation was stopped. These measures have short
term impact on costs, but in medium term the
expected solutions will be missed, and will have
negative impact on incomes. Bank employees hope
that after these times of rigorous budgets, with newer
solutions they will be able to close the gap that arises
in the following months and years.

Following the international trends, CIOs
concentrate on postponing procurements (especially
hardware and software), stopping or limiting already
running developments. Almost half of the
respondents reported postponed procurements, but
together with short term plans almost 95% of the
companies is using this tool. Almost the third of the
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organisations stopped or limited already the
development projects but with the short term plans
almost 90% of the respondents use this approach.
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Figure 2. Planned and already accomplished short term crisis
measures (Research Findings)

Renegotiating contracts and future plans with
suppliers and consultants requires the cooperation of
both parties. Suppliers can try to resist to customer
demands, but risking their long term partnerships,
and the renewing of their contracts, therefore they are
leaning to-wards finding a compromise. A little more
than 40% of the companies already started the
negotiation, which shows that Hungarian companies
are behind the international trends (comparing to the
international 58% at the end of 2008). Considering
the planned actions, almost 90% of the companies
will start negotiations with suppliers in this year,
which makes the third popular measure in this
survey.

Consultants are in a little better position: Only
20% of the companies suspended the consulting
projects, that mirrors the results of another
international survey [22], in which consultants were
evaluated as the most value adding players among
external IT suppliers, while contractor agencies and
hardware providers were the least recognised among
ClOs. Consultants cannot be happy, because with the
short term plans, altogether 55% of the companies try
to cut costs on them.

B. Long term plans

In longer terms, organisations consider several
other options that require a more conscious
preparation, and have no immediate impact on costs.
Following the pre-crisis trends operation optimisation
efforts are the most popular solutions: organisations
continuously look for new technologies and solutions
to exploit their existing infrastructure, or to achieve
higher service levels with lower costs. A little over
72% of the respondents plan to concentrate on
operation optimisation.

The Fourth International Conference on Software, Knowledge,

Information Management and Applications

Process management, especially BPR was one of
the magic concepts in the 1990s [3] [9]. The
approach passed the peak of inflated expectations and
finally reached its maturity to be a productivity tool.
Unfortunately process management creates a less
flexible, but more controllable environment. In IT
departments employees are not good in following
rules and policies, but the complexity of IT
departments demand these efforts, and more than
60% of the companies plan to investigate this
opportunity, especially in the IT department.

The development of IT Service Management
practices is in the mind of more and more Hungarian
IT employee, especially if it is a basic expectation of
employment. Unfortunately in practice only a few
key processes are used daily, especially in the field of
operations. Although the international best practices
(ITIL, MOF, eSCM, etc.) cover the whole life-cycle
of IT activities covering IT strategy, planning,
developments,  deployment,  operations  and
improvement  Hungarian ~ companies ~ mostly
concentrate on operations (service desk, incident and
problem management, demand management, etc.),
and developments are slow. Although these
challenges, half of the companies plan to expand or
start their IT service management practice, expecting
a more conscious and cost effective IT operation.

The crisis increased the interest on alternative
sourcing models. The interest shown in this survey
will not result change in the sourcing models
necessarily, but the interest of almost 45% of the
respondents show, that in the current economic
situation companies do look for alternative solutions,
especially to share the risk of operations.

Project management issues were already
mentioned among the short term cost cutting efforts,
but as third of the respondents see, more conscious
project management efforts have also long-term
impact on cost and effectiveness. Efforts include
creating centralised project offices, project
management teams, methodologies, trainings and
support tools.

At the end of the list 16.7% of the respondents
plan to consider open-source investments, partly
because the promising total cost of ownership (TCO),
and partly because of the reliability of special
applications that became industry standards.

Partly surprising, that plan for IT risk management
is the least important issue, but we should take into
consideration, that IT risk management, especially IT
security issues are already part of the daily practice in
almost every organisation at least in a basic level, and
in more than 40% of the respondents in a conscious
level, and companies do not expect further cost
reductions because of these actions.
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 Business areas should understand the role of
IT (0.433)
* IT has an important role in delivering business
innovation (0.416)
Although several factors were identified, neither
factor is determining 1T budget alone.

80.00% -
70.00% 4

60.00% 4

TABLE Il. CORRELATION MATRIX FOR ANALYSING IT BUDGET
(RESEARCH FINDINGS)
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cK3a- Pearson AT74* -.464* .464* 546**
R.Change of Correlation .042 .030 .030 .003
IT Budget Sig.(2-
VIl. SLow RECOVERYFROMTHE CRISISIN HUNGARY (200955010)  Taike)
. . K1-R. Size of P 1 -.269 .269 221
As the tendencies show, 2010 is expected t0 be | iTooaet . orolation 265 265 349
the end of the crisis, although there are differences | Srearna’ iﬁig{)
between world regions. The dynamic countries of [ K2Rr-op. Pearson 1 T000 | -596%
. . . . R - Share of IT Correlation .000 .003
Asia can continue their raid economic growth, while | operation Sig.(2-
Europe is less optimistic: although the economic [ Budeet Tailed)
. . . K2-R. DEV. Pearson 1 .596**
growth can be started again in North America and | shareof IT Correlation 003
. . . . devel t ig.(2-
Asia, it has only little impact on European | s e
* Correlation is significant at the 0.05 level (2-tailed)

economies, because European countries have to deal
with the unbalanced national budgets, that has strong
impact on private organisations: increased or industry
specific taxes (e.g. for the financial sector),
stagnating customer demand postpone the arrival of a
more suitable economic environment [17].

The situation seems to be promising in Hungary:
Although companies still report decrease in their
annual revenue, it value is better comparing to last
year. The positive economic changes have impact on
IT budget. By 2009, 80% of the organizations
reported decrease, by 2010 this value decreased to
58%. The average change of IT budget is still
negative: - 4.85%

Organisations that were able to increase their
annual revenue had more chance to increase their IT
budget (r =0.546). While in the first year of the crisis
budget cuts had impact on IT development budgets,
by 2010 budget increases appeared in this category
(probably partly compensating last year).

The research identified the following factors, or
characteristics that have impact on securing
additional budget for delivering IT solutions (based
on Pearson correlation matrix, with minimum of 0.05
level of significance):

» There is an efficient partnership between IT
and business (0.693)

e Business and IT strategy are
integrated (0.546)

* IT should deliver reliable basic IT solutions
(0.461)

» IT has an important role in differentiating in
competition (0.475)

strongly

** Correlation is significant at the 0.01 level (2-tailed)

VIIl. CONCLUSION

Although the identified long term cost cutting
plans can be independent of the current crisis, the
economic downturn pressured organisations to
rethink their current practices, and to speed up the
promising developments. IT departments decided on
several short term solutions, navigating themselves
into a stasis, and waiting for better times. Only a few
organisations were able to see the big picture and try
to harmonise business and IT goals.

Beside short term cost cutting, another TOP5
Hungarian Bank started a long lasting cost reduction
project. In the first part of the project financial data is
analysed in order to identify possible overspendings,
comparing to international and local benchmarks. In
the second step (partly parallel with the financial
analysis) international best practices are collected for
cost cutting, and not only for IT departments, but also
for the business units, but concentrating on IT
solutions. In the final step the results, demands and
possibilities are synthesized and clear development
priorities are set. In this case the business and IT side
should work strongly together to identify the role of
information technology in business processes that is a
key for long term cost reduction, while maintaining
user satisfaction.

Environments, where operational costs have a
high share in the IT budgets, short term solutions
have only limited impacts. In order to achieve
enduring results, long term solutions (process
management, optimisation, IT service management)
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efforts should be applied.

Beside the popular cost cutting efforts, the value
creation capability of IT departments should be also
taken into account. If costs are reduced along with
decreasing performance, there is no benefit on
company level. In order to understand these benefits,
the business areas (and so the IT department) should
understand the value chain and the cost structure of
IT supported business services.

The forthcoming months and years provide a
great challenge for IT departments and CIOs:
operational efficiency and showing business value
was never so important as it is now. IT departments
should achieve results in a climate where cost cutting
is a priority, and the business side leans to forget the
importance of IT services and innovation.
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A Workflow-based Risk Management
Approach

Giancarlo Nota, Maria P. Di Gregorio and Rossella Aiello

Abstract- The management of operational risks is
receiving increasing attention as a fundamental part of
monitoring, controlling and decision support systems.
However, organizations are reluctant to support risk
management programs probably because of the high
cost of human resources necessary for acquisition,
manipulation and analysis of risk data. The paper
presents an approach to continuous risk management
which exploits the workflow management technology.
The capability to measure executable process instances
provided by a Workflow Management System (WfMS)
is assumed as a major premise for the design of a
workflow based risk management system. The benefits
deriving from this approach are manifold: first, the
responsibility of data collection necessary to risk
evaluation at workflow execution time is assigned to the
WfMS that can automatically record execution data.
Second the workflow performance measurement
capability can be exploited as a fundamental mechanism
that can feed a framework of key risk indicators. Third,
a proactive police can be planned to risk treatment at
workflow execution time when there is still time to react
to adverse events. In the following, the model of a
workflow oriented risk management system, the
fundamental performance measures of workflow and
some example of workflow based key risk indicators are
discussed.

Index Terms- risk  management;  workflow

management; workflow management system

I. INTRODUCTION

Every enterprise can be affected by risks with
potential impact on their single organizational parts
or on their organizations as a whole. The need to
identify, assess, and manage risks has motivated
organizations to develop integrated frameworks to
improve Enterprise Risk Management (ERM) [1].
The literature about risk proposes various techniques
to identify and classify risks in different fields of
knowledge or descriptions of various innovative
approaches for managing risks. For example, in [2]
two approaches for managing risks are compared:
tactical risk management and systemic risk
management. Tactical risk is traditional, bottom-up
analysis defined as a measure of the likelihood that
an individual potential event will lead to a loss
coupled with the magnitude of loss. In contrast to the
bottom-up analyses employed in tactical risk
management, systemic risk management approach
starts at the top with the identification of a program’s
key objectives. Once the key objectives are known,
the next step is to identify a set of critical factors,
called drivers that influence whether or not the key
objectives will be achieved.

In order to minimize the impact of risks,
Enterprise Risk Management framework typically
includes four major areas corresponding to the
achievement of enterprise objectives:

e Strategic: high-level goals, aligned with and
supporting its mission

e Operations: effective and efficient use of its
resource

e Reporting: reliability of reporting

e Compliance: compliance with applicable laws
and regulations.

Many organizations are reluctant to support risk
management programs, probably because of the high
cost of human resources necessary for acquisition,
manipulation and analysis of risk data. However, the
management of operational risks is being given
increasing attention as a fundamental part of
monitoring, controlling and decision support systems
because of the opportunity that Workflow
Management Systems (WfMS) provide in terms of
automatic collection of business process execution
data.

The lack of models and systems in the field of
real time management of operational risks
encourages new research activity. In this paper we
propose a model that integrates WfMS and Risk
Management System (RMS) functionalities in order
to represent operational risk management. The
process oriented approach to continuous risk
management, based on a top level model for the
representation of qualitative and quantitative risks, is
able to reduce effort and cost necessary to implement
a risk management program. The capability to
continuously measure executable process instances
provided by a WfMS is assumed as a major premise
for the design of a workflow based risk management
system. We will show how the typical WfMS
capabilities, in terms of process enactment and
performance evaluation, can be represented within an
augmented model that integrates WfMS capabilities
and continuous risk management aiming at the
monitoring and control of operational risks. The
benefits deriving from this approach are manifold: a)
the cost reduction for the risk management systems
due to the automatic process execution data recoding
provided by the WfMS; b) the definition and
management of qualitative and quantitative risks
within  the unifying framework of process
management; c) the definition of a proactive policy
for the treatment of operational risks.
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Il. WORKFLOW APPROACHTO ERM

This section introduces the rationale and the
building blocks of an approach for the design and
implementation of a workflow oriented risk
management system. When the management decides
to follow a risk management program, one of the
hurdles hindering the success of such initiative is that
many roles, e.g. business administration or IT,
perceive different views of risks [3]. This separation
is mainly due to different goals pursued by different
roles [4], [5]. From one hand, management roles
adopt, more or less consciously, a system thinking
approach [6] to the understanding of organizational
structures, processes, policies, events, etc. This
approach allows, once business processes have been
designed and implemented, to monitor them at a high
abstraction level; watching at ‘the big picture’ and
transcending organizational boundaries, the manager
focuses himself on business goals and on risks that
could threat their achievement. On the other hand,
operational roles have a completely different view of
risks. For example, IT personnel are usually
concerned about how data and information can be
stored/retrieved and how to provide access to ICT
services over the organization’s ‘digital nervous
system’. In this case, the perception of risks mainly
concerns the availability and performances of
communication/database  systems, application
programs, access policies, etc.

As pointed out by Leymann and Roller in [7],
workflow technology helps to bridge the gap between
these different views of business processes because:
a) management roles typically look at the process
models and at their execution instances eventually
asking for execution data to evaluate the process
performance, b) operational roles implement process
activities and perform them with the support of a
workflow management system.

The model shown in Fig. 1 represents an
integrated system aiming at the management of
operational risks in a context where processes are
enacted with the support of a workflow management
system.

The process management subsystem comprises
the usual tools for process definition, process
instance creation and execution as well as
maintenance services. One of the most appealing
features of workflow management systems is the
measurement capability offered by this class of
products. Both research and industrial applications
are mature enough and provide measurement tools
concerning workflow measurable entities [8], [9].

Several kinds of duration measures about
activities/processes, waiting queues, produced
deliverables and human resource efforts are

frequently evaluated and can provide quantitative
knowledge about business processes. However,

The Fourth International Conference on Software, Knowledge,

Information Management and Applications

current workflow products do not take into account
risk management. Indeed, the workflow log collects
automatically raw execution data that can be used for
process monitoring and performance evaluation.
These log data are invaluable to lay out a process
oriented risk management system.

RISK MANAGEMENT PROCESS MANAGEMENT

Process models
DEFINITION TIME Risk igentification Oefipizion
Riskanaksys 5 e E
Risk assessment = L2} |T|
Treatment rules & treatment rules . | [ ]
ToCess execution Instances
EXECUTION TIME . _ Infoemiation needs el
Risk monitering <]
Risk contral
Exacution data D
io

Figure 1. Top level model for process oriented risk management

The premise behind the process oriented risk
management system is similar to other widely
accepted approaches to assessment and measurement:
there exists information need that, when satisfied,
increases the decision capability.

A widely accepted approach to project
measurements in the field of software engineering is
GQM (Goal-Question-Metrics) [10], [11]. The GOM
approach is based upon the assumption that, an
organization must first specify the goals for itself and
its projects in order to measure in a powerful way.
Subsequently the organization must trace the goals
and the relative operational data and finally provide a
framework for interpreting the data according to the
stated goals.

Another  well-known method for software
measurement is PSM (Practical software and systems
measurement) [12]. It describes an approach to
management based on integrating the concepts of a
Measurement Information Model and a Measurement
Process Model. A Measurement Information Model
defines the relationship between the information
needs of the manager and the objective data to be
collected, commonly called measures. The
Measurement Process Model describes a set of
related measurement activities that are generally
applicable in all circumstances, regardless of the
specific information needs of any particular situation
and provides an application.

From the point of view of the risk management
system, there exists an information need about
process instances that a WFfMS can help to satisfy.
The left side of the model shown in fig. 1 describes
how a risk management system can be integrated
with a WFMS. At definition time, when the process
model is established, risk data are stated and relied to
the process model. Note that the risk statement can
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be relied to both process and activity. This choice
reflects the different process perspectives that
managers and operational staff have on processes.
Managers look at the process level and think in terms
of risks at this level in order to provide support for
continuous monitoring of risks deriving from the
execution of workflow instances.

1. WORKFLOW QUANTITATIVE MEASUREMENT

A risk assessment methodology normally
comprises a combination of qualitative and
quantitative techniques. Management often uses
qualitative assessment techniques where risks do not
lend themselves to quantification or when sufficient
reliable data required for quantitative assessments are
not available. Quantitative techniques typically bring
more precision and are used in more complex and
sophisticated activities to supplement qualitative
techniques [13].

Starting from these premises, we build on the top
level model for process oriented risk management
shown in fig.l to determine quantitative and
qualitative measures inspired by the GQM approach
applied to the domain of business processes and in
compliance with the three layer PSM measurement
model.

Before discussing the method that faces with the
quantitative approach, we briefly introducethe open
procedure “call for tender” managed by a public
agency, that will be used as a case study. This
procedure, whose BPMN model is shown in fig. 2,
selects the provider of goods and services on the
basis of award criteria stated in the tender
specifications.

| m’.\eﬁnm-mu]

IR BAE
i

AL BN

|s\—-..¥x | |

Figure2. Call for tender process BPMN model.

The procurement documents, as contract notice,
tender specifications or invitation to tender, are first
sent to the Registry Office that proceeds to a formal
registration. Then, the Information Services
organizational unit publishes the call for tender
announcement enabling the interested enterprises to
download the procurement documents. The Registry

The Fourth International Conference on Software, Knowledge,

Information Management and Applications

Office awaits the incoming request to participate
until the time limit for receipt of tenders is reached.
Afterward, the Board of Examiners is involved in the
sub-process of “tender evaluation” that produces the
ranking to be published by the Information Services.

Considering the case study discussed above and
following the GQM approach that defines in a top
down fashion Goals, related Questions and Metrics,
in the scenario of WfMS supported business
processes we could be interested to obtain general
goals stated in terms of efficiency, effectiveness and
control costs. These goals are then refined into
process oriented queries that, in their turn, are related
to metric in order to provide a precise evaluation
about the degree of goals achievement.

Goals

G1. efficiency: the comparison of what is actually
produced or performed with what can be
achieved with the same consumption of
resources (money, time, etc)

G2. effectiveness: the degrees to which objectives
are achieved and the extent to which targeted
problems are resolved.

G3. control cost: the application of investigative
procedures to detect variance of actual costs
from budgeted costs, diagnostic procedures to
ascertain the causes of variance and corrective
procedures to effect realignment between
actual and budgeted costs.

Questions
Some typical questions addressed by an analyst

during the process evaluation are [14]:

Q1. What is the duration of a given task instance
of “tender evaluation”? (G1)

Q2. What is the global throughput (process stared
and completed) over the past year? (G1)

Q3. How many work items has a given employee
completed? (G1)

Q4. How many procurements have been done with
respect to the procurement plan? (G2)

Q5. What is the exception rate in the WfMS after
the deployment of processes? (G2)

Q6. What is the average cost of “call for tender”?
(G3)

Q7. How much is the difference between the
planned costs and the real costs of a process
instance? (G3)

To obtain precise answers to the queries such as
those above, we need to develop a measurement
framework by means of which numbers can be
assigned to the various entities represented within the
WfFMS. The following examples are representative of
a three levels measurement framework: primitive,
fundamental and derived measures whose complete
definition can be found in [15]. It will be used as a
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fundamental model for a risk management system
based on workflow execution data.

Two primitive operators for measuring work and
time are:

#(x) = [x| @)
the cardinality of a set, and
n(ej ,ej):abs(time(ei )—time(ej)) )

the length of the time interval between the
occurrence times of two events ejand e; . Let | be the
set of process, task and work item instances and i a
generic instance, i€l. We assume that each instance,
at a given time, can be in one among the states:
created, running, suspended, and
completed; furthermore a state transition is a
consequence of a suitable event such as
completedlInstance that happens when a task
instance is completed or when a process instance
completes its last task. The fundamental measures
arise from the composition of primitive operators.
For example, by means of the operator A, it is
possible to build different fundamental measures
such as instanceDuration that evaluates the
total duration of an instance from its creation to its
completion.

instanceDuration(i)=

a(event(ie_type(i.e)createdlnstance)), (3)
event(i,e_type(i,e)=completedlinstance))

instanceDurationcan be used to answer the
question Q1. The operator filter is the standard
operator for the choice of elements from a set I,
according to a first order predicate p:

filter(l, p)=1"with I"c I such that:
Yiel p(xX)true if iel” (3)
p(xX)false if igl”

The following example refers to the case study
introduced in section 3. According to the predicate p,
filter returns all the tasks instances named
“procurement document registration”
in the context of the process “call for tender
announcement”.

filter(l,p):

P=i_type(i)task A (4)
i_name(i)F"'procurement document registration™ A
i_name(father(i))="call for tender announcement"

A frequently used fundamental measure evaluates
the workload in the scope provided applying a
suitable filter to the set of all workflow instances.
Queries of this kind require the capability to isolate
within the WfMS the set of objects with the desired
properties and then to evaluate its cardinality. By the
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combination of the operators # and filter we
define the measure work;

work(l p)#(filter(l,p)) )

The example below shows how the measure work
can be applied to evaluate the question Q3.

work(l,p):

P=i_type(i)task A
i_name(i)="procurement document registration’a (7)
i_name(father(i))"call for tender announcement'a
actor_name(i)="Brown" A
current_state(i)=completed

The need of a derived measure (the third level of
measured framework) becomes evident if we
consider the evaluation of contribution that resources,
especially human resources, make to the progress of
a process. Given a process P, the contribution of the
generic actor to P is considered. The evaluation can
be done from the point of view of time overhead,
work overhead or cost and is expressed in
percentage.

In order to define some kind of contribution
measures, it is necessary to introduce the auxiliary
function sigma that is itself defined in terms of
sumand map. sigma implements the concept of
“summation of measures” where the input parameter
measure gets as a value the measurement definition
to apply to the elements of a set X. The function sum,
given a set of values, returns the sum of all the
members in the set.

sigma(measure, X)sum(map(measure, X)) (8)

where map is a function that denotes the usual
operator for the application of a function to a set of
values

map (F{x1x2. - -xp PF {FOD Fx2D o - - Fxp)} (9)

timeContribution(timeMeasure ,xl,x2)=

sigma(timeMeasure X))
sigma(timeMeasure ,x2)

100 (10)

costContribution(costMeasure ,xl,x2)=

sigma(costMeasure X)), 100 (11)
sigma(costMeasure ,xp)
_ _ work(l,py)
kContribution(l,p;,p,)= ———=—2= * 100
workContribution(l,p;.p,) work(1,pp) (12)

Care must be taken to specify the set X,;and X,and
the predicates p; and p,since a proportion requires
that the numerator is less than or equal to the
denominator.

Let taceor kbe the working time spent by the
generic actor on P . In general, to actor_k can be
assigned more than one work item even in the
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context of a single process P. Given a process P, the
actor time contribution (atc) of actor_kon P is

tactor_k(P)

atc(P) = o L o
Zi=1tactor_iP)

*100=

= timeContribution(workingDuration,
filter(l ,pl) , Filter(l ,p2); (13)
p2 = i_type(i) = workitem A
current_state(i) = "completed” A
i_name(father(father(i))) = "P";

Py = actor_name(i) = "actor_k"

Let cythe hourly cost of actor_k; a particular
case of(11) provides the definition of actor cost
contribution (acc) of actor_kon a process P:

tactor k(Pyok

acc=——  *100
Z?zltacto r_jP)rcj (14)

IV. WORKFLOW QUALITATIVE MEASUREMENT

Qualitative analysis is usually pursued relating
likelihood and consequences of risks; a widely used
model for this kind of analysis is the priority-setting
matrix [16], also known as risk matrix where cells,
representing fuzzy risk exposure values, are grouped
in a given number of risk classes. In the matrix
shown in Fig. 3, the risk exposure classes are
represented by: L means low, negligible risk, M
indicates a moderate risk, H a risk with high impact
and probably high loss, and E represents the class of
intolerable, extreme risk with very likely loss.
Obviously, when the impact or likelihood grows, or
both, the risk consequently grows; therefore a risk
can modify its position from a lower category to an
upper category. For each category of risk exposure,
different actions have to be taken: values E and H
involve a necessary attention in priority management
and a registration in the Mitigation plan; a value M
requires to be careful during the whole project
management; a value L falls within ordinary
management.

2| T|

| I m
-
=
=

EINHNOASNOD

H
L L M H H

L L L M H

wa7 Aey mo wnipagy YEiH YEiH e

Rare Unlikely Moderate High Very likely
LIKFELIHOOD
Figure 3. A risk matrix
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The qualitative analysis is very useful either when
a preliminary risk assessment is necessary or when a
human judgment is the only viable approach to risk
analysis. However, since a risk state(likelihood
and/or consequence) might change continuously, the
data collection about it is a time consuming activity
often perceived as an unjustified cost. Another
problem is the timing; if data are not collected
according to a real time modality, they are of little or
any value as the actions anticipated by the
contingency plan could be no more effective. These
considerations inhibit the implementation of risk
management systems. The top level model for
process oriented risk management suggests how, at
definition time, the organization of questionnaires
and checklists can be arranged. For example, within
the scope of “call for tender”, if we are interested in
the following goals:

G4. Transparency:

e Lack of hidden agendas and conditions,
accompanied by the availability of full
information  required  for  collaboration,
cooperation, and collective decision making.

e Minimum degree of disclosure to which
agreements, dealings, practices, and transactions
are open to all for verification,

G5. Impartiality:

e Impartiality is a principle holding that decisions
should be based on objective criteria rather than
on the basis of bias, prejudice, or preferring the
benefit to one person over another for improper
reasons,

G6. Correctness:
e Conformity to laws,

then, the related questions and checklists can be:

TABLE |.QUALITY ASSESSMENT SPECIFICATIONS FOR THE
TAsksoF "CALL FOR TENDER"

call for tender: quality assessment

goal question Checklist Task

G4 Q8.Are the full call for tender
information available announcement
and published on the web [yes, no]
site ?

Q9. Are the evaluation [poor, plan

criteria for call for sufficient, procurement
tenders complete and non good,

ambiguous? very good]

G5 Q10. Are all tenders tender
evaluated with the same [yes, no] evaluation
criteria?

G6 Q11.1s the announcement | [compliant, | plan
compliant with the not procurement
current laws? compliant]

Q12. Has the call been procurement
registered at the registry [yes, no] registration
office?
Q13. Does the winner [poor, tender
provide the right sufficient, evaluation
solution? good,

very good]
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where we associate to each task a set of goals
together with the corresponding set of questions (at
least one question for each goal, according to the
GQM approach) and a checklist that suggests the
judgment to be expressed. Generally, the question is
aimed at assessing a quality criterion and is evaluated
against a list of fuzzy values such as {compliant,
not compliant} or {poor, sufficient,
good, very good}. Human judgments collected
as soon as possible can feed the risk matrix. In other
words, we can define task quality criteria whose
satisfaction provides a contribution in the direction of
quality goals for the task and in general for the whole
process. When given criteria are not satisfied, the risk
relied to the task increases and the task monitoring
rules react raising the risk status and invoking the
appropriate risk treatment. We will return on this
point in the next section.

A WFMS usually provides a suitable definition
and execution environment that allows with little
implementation effort the set up of a subsystem
devoted to the collection of qualitative process
execution data. Indeed, applications for the
exposition of questionnaires and checklist can be
easily designed and implemented because usually the
WfMS allows the launch of a complementary
software application both at scheduling time and at
completion time of a task instance, for example, the
interaction with a questionnaire. In this case, the
answers are collected and then stored in the
workflow execution log feeding the part of the risk
management system that has the responsibility for the
monitoring and control of qualitative risks.

V. WORKFLOW ORIENTED RISK ASSESSMENT

To show how the top level model for workflow
oriented risk management allows continuous
operational risk management with respect to tasks
and processes, consider the phases of a generic risk
management methodology that encapsulates the
concepts discussed so far:

e Define the context: goals,

stakeholders, evaluation criteria

o Identify the risks: what events can have an

impact on tasks and processes?

e Analyze the risks: state the likelihoods,

processes,

consequences, measures, thresholds,
prioritization
e Write the contingency plan: define the

approach — avoidance, minimization, transfer-
about risk or a set of a related risks

e Monitoring: collect qualitative and
quantitative execution data, acquire risk status
and record it, evaluate risk indicators

e Control: decide for the best reaction when the
risk probability increases or when unwanted
events happen
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e Communication: is a cross activity in the sense
that data or information handled by a certain
task/process can be communicated to the
involved stakeholders.

To be useful a sound risk management system
must be reactive; in other words, it must provide real
time responses to unwished events that might happen
in an unpredictable way. To specify the behaviour of
a risk management system charged to manage events
with a possible negative impact on the correct
execution of tasks and processes, we shall use a rule
based logic language called RSF [17], [18]. With this
language a reactive system can be defined in terms of
event-condition-transition rules able to specify
systems requirements subjected to temporal
constraints. A shown in fig. 4, at risk definition time
the risk manager has the possibility to access the
process model database in order to link behavioral
rules to tasks and processes that state how to react
when the risk exceeds a given threshold.

At process execution time, critical task or process
attributes are evaluated against the measurement
framework and/or the risk matrix discussed in the
previous sections. Then, if the current risk state is
acceptable the process enactment proceed regularly,
otherwise the dangerous situation is immediately
notified at the appropriate responsibility role, e.g. the
task executor, the process owner or the risk manager.

At each time, the risk management system
records a state concerning various kinds of data about
risks. When an unwished event with a negative
impact on an activity is recognized, the system reacts
adjusting the state and eventually taking some risk
treatment action.

EALCUTION TIME
"

Figure 4. Relations between process management andrisk
management

At risk definition time, as shown in Fig. 4, the risk
manager defines a questionnaire containing, for
example, two questions q10 and 11 (cfr. the case
study “call for tender”) and establish four risk
assessment values for the task D. At execution time,
when D completes its execution, the workflow engine
presents the questionnaire to the user, collect the
answers and send them to the RMS in order to
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associate the appropriate risk status for D depending
on the collected responses. The rule for the treatment
of qualitative risks linked to D states that if the risk
assumes the value E, then send an alert to the actor
who executed D and activate an escalation procedure.
The escalation signals a “process risk” to the process
owner (the role responsible for the process instance
that provide execution context for D) and an
“organizational risk” to the appropriate business
manager.

In section 3 we outlined a three level measurement
are supported by a WfMS that, during the execution of
workflows, stores raw execution data in log files using
them to feed the measurement framework.

By the coupling of a WfMS with a RMS we can
obtain an additional value in terms of capability to
manage operational risks through quantitative
techniques. Consider again the opportunity that a risk
manager has at definition time to define the reactive
behavior of a RMS. The rule b) shows how a reactive
behavior can be relied to a task D. It states that when
the workflow engine creates an instance of D
assigning it to the work list of an actor, a check has to
be done. If the instance of D is created 50 time units
after the instance creation of its father, (the process P
to which D belongs) then two messages highlighting
a schedule risk for the task D are produced, one to
the actor that is executing the task and the other to
the process owner.

The measurement framework can bring more than
a reactive behavior. The need to assess the risk relied
to the missing process completion is one of the
characteristic that one could require to a system that
integrates a WfMS with a RMS. Such proactive
behavior lays on the availability of execution data
automatically collected by the WfMS and on the risk
analysis data represented within the RMS.

Let P be a process and i, an instance in the
execution of P. The WfMS can assess the residual
duration of ipby considering the difference between
the average duration of already completed instances
of P and the current duration of i,. Remembering
that sigma evaluates the sum of measures of
instances (filtered by means of P) and that work
counts the number of such instances we have:

residual _ duration (ip) =
sigma(instance_duration, filter(l,p))
work(l,p)

current_duration(ip)

(15)

p=i _name(i)=i _ name(ip)n

current _ state (i) = completed

Depending on the value returned by the
application of residual_duration, the RMS
has three possible alternative interpretations of the
expected residual duration of P. When the value is
equal to 0 we have an indication that from now on
delay will be accumulated; if the value is less than 0,
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the process is late, otherwise, the residual duration
represents an assessment of the time needed to
complete the process. The measure
residual_duration should be evaluated by the
WfMS at the completion of each task instance in i,
thus providing in real time to the RMS the
information necessary to eventually choose the best
reaction to the current situation.

Apart from the workflow measurement
framework used in this paper, the risk manager can
take advantage of other existing set of risk indicators.
It is sufficient to plan at risk definition time both: a)
the link between expected value of measures and
tasks b) the rules for the risk treatment.

In this way standard measures can be used and
evaluated locally to put under control potential risks
engraving on tasks. Moreover, the set of measures
can be enhanced if a distributed process is enacted by
one centralized WfMS or different cooperating
WIFMSs; as an example, in [19] are discussed new
measures taking into considerationthe interaction
among different Virtual Enterprise (VE) participants.
The contribution of a participant to the global risk
exposure is a measure that requires the acquisition of
distributed knowledge.

To formally define such an indicator, let us
consider the probability pe(T)that the generic
taskTfails (e.g. it never starts, it begins at some point
but it never ends, it ends but the customer does not
remunerate the activity as expected by the VE), and
the completion percentage p.(T) of the taskT.

Given 05 and the set T; of tasks assigned to Oj.
The function assumes the following values

1 when the task T has not already starte
p-(T)=11-p(T) when the task T is in progress

1 1-p(Tp) at the end of the task T. (16)

Where p.(T)has values in [0,1] and
represents the completion degree of the tasks that are
members of Tj. In other words, pc(T;)is equal to O
when do not exist tasks already started in T; and it
assumes value 1 when all the tasks in Tjhave been
completed and compliant with the customer
expectations. In all other cases O<p(T;)<1.

The functions pc(Tj)and p¢(T) have to be
evaluated at the completion of each assigned task.

The value pe(T)=1-p.(Tj)expresses a residual
risk on a that depends on how many tasks in T;
have been considered compliant by the customer.

During the execution of a distributed process,
we can use indicators to compute either the
Economic Risk Exposure of an organization at time
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ERE

tx or the Global Economic Risk Exposure of the
project at time ty as follows:

ERE, 1, = 2ea PG (D) (17)
where nj<m is the number of task of O;

_§o 18
ERE, ,, =1 ERE, ., (18)

where Gis the set of all organizations.

To evaluate the Expected Contribution of a
participant to the economic global risk exposure we
define:

ERE,,
ERE,

(19)

Fig. 5 shows how these indicators can be used in
the practice. At time t,, the risk manager assesses
the risk project state trying to evaluate the expected
global economic risk exposure. Two tasks have been
already successfully completed by O,, three by O,
and none by Os. One task for O,is in progress and
contributes only for a fraction of its cost to the
determination of ERE, ., - At the beginning of the

project the leader organization can easily compute
the expected value grg_ , because it is equal to the

entire budget scheduled for the project. Once the
tasks have been assigned and the project is in
progress, the leader organization can evaluate this
variable when it obtains from each organization the
value ERE,, ., - The evaluation of gre . provides

a prediction for the future project trend from the
perspective of cost risks.

0,

Figure 5. Evaluating the Global Economic Risk Exposure
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VI. CONCLUSION

Enterprise risk management is an emergent
research field. Apart from application area such as
banking, insurance and health where risk
management has traditionally been considered a
primary management discipline, more and more
organization are planning today the introduction of a
risk management system. The model for workflow
oriented risk management proposed here arise from
the consideration that the degradation of process
execution in terms of poor performances/
effectiveness, high costs and low quality can cause
great difficulties even undermining the survival of
organizations. It can be taken as a reference model by
process focused enterprises for the implementation of
advanced risk management systems. As a matter of
fact, from the coupling of a WfMS with a risk
management system we obtain an integrated system
capable of managing risks that could have an impact
on the regular execution of workflows. Any deviation
from the prescribed workflow behavior implies either
a missed deadline, an increased execution cost or

even a danger or an illegal situation. The basic
information needs concerning the workflow
execution, from the point of view of risk

management, can be satisfied by the workflow
engine either automatically recording relevant events
during the process execution (i.e. creation,
completion of work items, task and processes) or
collecting qualitative data before or after the
examination of each scheduled activity.

Both kinds of measures, qualitative and
quantitative are effective tools that help the
management to identify threats during the enactment
of processes. At risk definition time, the risk manager
looks at the definition of activities and processes
assigning to them risk monitoring rules that can be
automatically managed by the WfMS during the
workflow execution.

Even if the implementation of the level model for
process focused risk management can contribute to
reduce the cost of data collection and to the
acquisition of precise data about workflow execution,
the model brings its advantages especially in the area
of operational risks. A risk manager must be aware of
this limitation considering the decision support
system provided by the process focused risk
management as an important part of a wider RMS
that can take advantage also of traditional techniques
in order to handle the four risk management areas
discussed in the introduction.
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Abstract—In this paper, we prepare a Bangla speech
database for a phoneme recognition system of Bangla
Automatic Speech Recognition (ASR). Most of the
Bangla ASR system uses a small number of speakers,
but 40 speakers selected from a wide area of
Bangladesh, where Bangla is used as a native language,
are involved here. In the experiments, mel-frequency
cepstral coefficients (MFCCs) and local features (LFs)
are inputted to the hidden Markov model (HMM) based
classifiers for obtaining phoneme recognition
performance. It is shown from the experimental results
that MFCC-based method of 39 dimensions provide a
higher phoneme correct rate and accuracy than the
method of using LFs with 25 dimensions. Moreover, it
requires fewer mixture components in the HMMs.

Index Terms- Bangla speech corpus; phoneme
recognition; hidden Markov model

|I. INTRODUCTION

There have been many literatures in automatic
speech recognition (ASR) systems for almost all the
major spoken languages in the world. Unfortunately,
only a very few works have been done in ASR for
Bangla (can also be termed as Bengali), which is one
of the largely spoken languages in the world. More
than 220 million people speak in Bangla as their
native language. It is ranked seventh based on the
number of speakers [1]. A major difficulty to
research in Bangla ASR is the lack of proper speech
corpus. Some efforts are made to develop Bangla
speech corpus to build a Bangla text to speech system
[2]. However, this effort is a part of developing
speech databases for Indian Languages, where
Bangla is one of the parts and it is spoken in the
eastern area of India (West Bengal and Kolkata as its
capital). But most of the natives of Bangla (more than
two thirds) reside in Bangladesh, where it is the
official language. Although the written characters of
Standard Bangla in both the countries are same, there
are some sound that are produced variably in
different pronunciations of Standard Bangla, in
addition to the myriad of phonological variations in
non-standard dialects [3]. Therefore, there is a need

to do research on the main stream of Bangla, which is
spoken in Bangladesh, ASR.

Some developments on Bangla speech processing
or Bangla ASR can be found in [4]-[11]. For
example, Bangla vowel characterization is done in
[4]; isolated and continuous Bangla speech
recognition on a small dataset using hidden Markov
models (HMMs) is described in [5]; recognition of
Bangla phonemes by Artificial Neural Network
(ANN) is reported in [8]-[9]. Continuous Bangla
speech recognition system is developed in [10], while
[11] presents a brief overview of Bangla speech
synthesis and recognition. However, most of these
works are mainly concentrated on simple recognition
task on a very small database, or simply on the
frequency distributions of different vowels and
consonants.

In this paper, we build an ASR system for Bangla
phoneme in a large scale. For this purpose, we first
develop a medium size (compared to the exiting size
in Bangla ASR literature) Bangla speech corpus
comprises of native speakers covering almost all the
major cities of Bangladesh. Then, mel-frequency
cepstral coefficients (MFCCs) and local features
(LFs) are extracted from the input speech, and finally
extracted features are inserted into the hidden
Markov model (HMM) based classifier for obtaining
the phoneme recognition performance. For
evaluating Bangla phoneme correct rate (PCR) and
phoneme accuracy (PA), we have designed two
experiments (a) MFCC+HMM and (b) LF+HMM.

The paper is organized as follows. Section Il
briefly describes approximate Bangla phonemes with
its corresponding phonetic symbols; Section Il
explains about Bangla speech corpus; Section 1V
provides a brief description about MFCC-based and
LF-based methods, while Section V gives
experimental setup. Section VI explicates the
experimental results and discussion, and finally,
Section VII draws some conclusions and remarks on
the future works.
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Il.  BANGLA PHONEMES WITH PHONETIC SYMBOLS

Phonetic inventory of Bangla consists of 8 short
vowels, excluding long vowels, and 29 consonants.
Table | shows Bangla vowel phonemes with their
corresponding International Phonetic Alphabet (IPA)
and our proposed symbols. On the other hand, the
consonants, which are used in Bangla language, are
presented in Table Il. Here, the Table exhibits the
same items for consonants like as Table I. In the
Table II, the pronunciation of /#/, /a/ «== /%1/ are same
by considering the words &= (/bi/), =a(/bia/) and
f%1(/@ia/). On the other hand, in the wordsss
(/dmam/) and =< (/dmak/), there is no difference of
pronunciation of /R/ and /h/. Again, there is no
difference of /Y/ and /b/ in the words =&« (/h@in/) and
f&5 (/tin/). Phonemes /o/ and /p/ carry same
pronunciation in the words ¢ (/paha?/) and =aE
(/amazy).

Native Bangla words do not allow initial consonant
clusters: the maximum syllable structure is CVC (i.e.
one vowel flanked by a consonant on each side) [12].
Sanskrit words borrowed into Bangla possess a wide
range of clusters, expanding the maximum syllable
structure to CCCVC. English or other foreign
borrowings add even more cluster types into the
Bangla inventory.

TABLE I. BANGLA VOWELS

Letter IPA Our Symbol
=t /B/ and /o/ a
= /a/ aa
= /i/ i
= /i/ i
2 Ju/ u
3 Ju/ u
@ /e/ and /®/ e
- /oi/ oi
= /o/ 0
= Jow/ ou

I1l.  BANGLA SPEECH CORPUS

At present, a real problem to do experiment on
Bangla phoneme ASR is the lack of proper Bangla
speech corpus. In fact, such a corpus is not available
or at least not referenced in any of the existing
literature. Therefore, we develop a medium size
Bangla speech corpus, which is described below.

Hundred sentences from the Bengali newspaper
“Prothom Alo” [13] are uttered by 30 male speakers
of different regions of Bangladesh. These sentences
(30x100) are used for training corpus (D1). On the
other hand, different 100 sentences from the same
newspaper uttered by 10 different male speakers
(total 1000 sentences) are used as test corpus (D2).
All of the speakers are Bangladeshi nationals and
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TABLE Il . BANGLA CONSONANTS

Letter IPA Our Symbol
= /k/ k
o /K" kh
e e/ g9
=T /eR/ gh
© /n/ ng
1= 1/ ch
13 /teE/ chh
24 /de/ j
= /dER/ jh
1 /a/ ta
> JER/ tha
< 18/ da
lcy /eR/ dha
- /n/ n
Al It/ t
=r /t B/ th
Al /d/ d
= /d &/ dh
= /n/ n
i /o/ p
= /pB/ ph
= /b/ b
= /bB/ bh
= /m/ m
= /d&/ i
= e/ r
=T N |
=T 18/ //s/ S
= /a/ S
= 1a///s/ S
= /h/ h
h2 /B/ rh
= /a/ rh
= /e //- y

native speakers of Bangla. The age of the speakers
ranges from 20 to 40 years. We have chosen the
speakers from a wide area of Bangladesh: Dhaka
(central region), Comilla — Noakhali (East region),
Rajshahi (West region), Dinajpur — Rangpur (North-
West region), Khulna (South-West region),
Mymensingh and Sylhet (North-East region). Though
all of them speak in standard Bangla, they are not
free from their regional accent.

Recording was done in a quiet room located at
United International University (UIU), Dhaka,
Bangladesh. A desktop was used to record the voices
using a head mounted close-talking microphone. We
record the voice in a place, where ceiling fan and air
conditioner were switched on and some low level
street or corridor noise could be heard.

Jet Audio 7.1.1.3101 software was used to record
the voices. The speech was sampled at 16 kHz and
quantized to 16 bit stereo coding without any
compression and no filter is used on the recorded
voice.
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IV. SYSTEM CONFIGURATIONS

A. MFCC-based method

Conventional approach of ASR systems uses
MFCC as feature vector to be fed into a HMM-based
classifier and the system diagram is shown in Fig. 1.
Parameters (mean and diagonal covariance of hidden
Markov model of each phoneme) are estimated, from
MFCC training data, using Baum-Welch algorithm.
For different mixture components, training data are
clustered using the K-mean algorithm. During
recognition phase, a most likely phoneme sequence
for an input utterance is obtained using the Forward
algorithm.

>

[w}

2

5 12 AMFCC
=3

o 12 MFCC
@

Speech signal 2 12 AAMFEC I | Phoneme
= P =
@ = | strings
g AP
R AAP
(o]
=3
o
5

Phone - list

Figurel.MFCC-based phoneme recognition method.

B. LF-based method

At an acoustic feature extraction stage, firstly,
input speech is converted into LFs that represent a
variation in spectrum along time and frequency axes
[14]. Two LFs are first extracted by applying three-
point linear regression (LR) along the time t and
frequency f axes on a time spectrum pattern
respectively. After compressing these two LFs with
24 dimensions into LFs with 12 dimensions using
discrete cosine transform (DCT), a 25-dimensional
(12 At, 12 Af and AP, where P stands for log power
of raw speech signal) feature vector named LF is
extracted. Then, the extracted LFs are inserted into
the HMM-based classifier for obtaining the phoneme
strings. The procedure is shown in Fig. 2.

f A—
< Local fealure extraction > |

LF /&y Compressed LF
Speech Signal

Phoneme

string

Powar i

Caleulation

=
5
E
o
5
1ByIsseD
peseq-ININH EEd

Figure2. LF-based phoneme recognition method.
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V. EXPERIMENTAL SETUP

The frame length and frame rate are set to 25 ms
and 10 ms, respectively, to obtain acoustic features
(MFCCs or LFs) from an input speech. MFCC
comprised of 39 dimensional (12-MFCC, 12-
AMFCC, 12-AAMFCC, P, AP and AAP, where P
stands for raw energy of the input speech signal).
Acoustic feature vector LFs are a 25-dimensional
vector consisting of 12 delta coefficients along time
axis, 12 delta coefficients along frequency axis, and
delta coefficient of log power of a raw speech signal
[14].

For designing an accurate phoneme recognizer,
PCR and PA for D2 data set are evaluated using an
HMM-based classifier. The D1 data set is used to
design 39 Bangla monophone (8 vowels, 29
consonant, sp, sil) HMMs with five states, three
loops, and left-to-right models. Input features for the
classifier are 39 dimensional MFCC and 25
dimensional LF for the MFCC-based and LF-based
systems, respectively. In the HMMs, the output
probabilities are represented in the form of Gaussian
mixtures, and diagonal matrices are used. The
mixture components are setto 1, 2, 4, 8, 16 and 32.

To obtain the PCR and PA we have designed the
following experiments

1) MFCC+HMM

2) LF+HMM

V1. EXPERIMENTAL RESULTS AND DISCUSSION

Fig. 3 shows the comparison of PCR of training
data set between MFCC-based and LF-based
systems. It is observed from the figure that MFCC-
based system always provides higher PCR than the
other method investigated. For an example, at
mixture component 32, the MFCC-based system
exhibits 79.25% correct rate, while 70.04% PCR is
obtained by the LF-based system. On the other hand,
Fig. 4 gives corresponding PA for the methods
investigated. It is also shown from this figure that

an B MFCC+HMM
- oOii) LF+HMM
% a0
=
-3
0
8

60
:
S 507
=

40

1 2 4 g 16 32
Mixture Componert{s)

Figure 3.Phoneme correct rate for training data.

similar types of results are obtained. These results
exhibit the excellence of MFCC-based systems over
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Figure 5.Phoneme correct rate for test data.

the LF-based systems.
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Figure6. Phoneme accuracy for test data.

On the other hand, the PCR and PA for test data
are shown in the Figs. 5 and 6, respectively for the
investigated methods. The MFCC-based method
outperformed the LF-based method for the both
evaluation. It is noted from mixture component 32 of
Fig. 6 that the MFCC-based system having 60.88%
accuracy shows its better recognition performance
over the LF-based system of 34.68% accuracy.
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The reason for providing better result by MFCC-
based system are i) dimensionality (MFCC
dimension is 39, whereas LF dimension is 25), where
large dimensional feature vector exhibits its
excellence and ii) insertion of AAP parameters in
MFCC (no AA parameter in LF).

VIl. CONCLUSION

This paper showed a preparation of Bangla
speech corpus and provided some experiments to
obtain phoneme recognition performance. The

following conclusions are drawn from the

experiments:

i) The MFCC-based system  provides
tremendous improvement of Bangla

phoneme recognition accuracy for both
training and test data.

ii) A higher Bangla phoneme correct rate for
training and test data is also obtained by the
MFCC-based system.

The author would like to do further experiments
for obtaining phoneme recognition performance after
inserting both features into the neural network based
systems.
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Abstract—The usage of native language through
Internet is highly demanding now a day due to rapidly
increase of Internet based application in daily needs.
Universal Networking Language (UNL) addressed this
issue in most of languages. But the UNL is unable to
convert from any native language to Bangla.
Addressing this issue, this paper presents a structure
namely, “Formation of Bangla Word Dictionary
Compatible with UNL Structure” by integrating Bangla
Word Dictionary along with grammatical attributes of
Bangla Words into the framework of UNL. The
proposed work is theoretically able to format any kinds
of Bangla Words with Prefixes and Suffixes that is
compatible with UNL.

Index Terms- Bangla Word Dictionary; DeConverter;
EnConverter;  Morphological  Analysis;  Universal
Networking Language; Universal words

. INTRODUCTION

The Universal Networking Language Programme
started in 1996, as an initiative of the Institute of
Advanced Studies (IAS) of the United Nations
University (UNU) [1, 5] in Tokyo, Japan. In January
2001, the UNU set up an autonomous organization,
the UNDL Foundation, to be responsible for the
development and management of the UNL
Programme. The Foundation, a non-profit
international organisation, has an independent
identity from the UNU, although it has special links
with the United Nations (UNs). It inherited from the
UNU/IAS the mandate of implementing the UNL
Programme so that it can fulfill its mission. Its
headquarters are based in Geneva, Switzerland. The
mission of the UNU program is to allow people
across nations to access information in Internet in
their own languages. The core of the project is UNL,
a language independent specification for serving as a
common medium for documents in different
languages. Researchers involved in this project from
different countries have been developing UNL
system for their respective native languages. The
goal is to eliminate the massive task of translation
between two languages and reduce language to
language translation to a one time conversion to

UNL. For example, Bangla corpora, once converted
to UNL, can be translated to any other language
given UNL system built for that language. The UNL
system does this by representing only the semantics
of a native language sentence in a hypergraph.
EnConverter [13] (parser) converts each native
language sentence to a UNL hypergraph and
DeConverter [14] translates from hypergraph to any
native language. The main aim of the UNL project is
to overcome language barriers. This project currently
includes 16 official languages. Bangla is not yet
included. We have attempted to demonstrate that we
can do similar tasks for Bangla as it has been done
for other official languages. By this time we have
reached two agreements with the UNL Center of
UNDL Foundation to incorporate Bangla with the
UNL as Bangla is the 4™ widely spoken language
with 250 millions speakers so that a great number of
people can be accessed and shared a vast repository
of knowledge through the Internet. They assigned us
ID, User Name and Password to use their resources
to progress our work. In this paper we present the
Bangla Words compatible with UNL structure. The
major components of our research works touches
upon i) construct the concept of words,ii)
development of morphological analysis and construct
the concepts of both roots, words and their
morphemesand iii) outlining the concept of
grammatical attributes of Words .

This paper is organized as follows: the literature
review related to the UNL structure and the UNL
format of dictionary is presented in Section 2 while
the proposed structure together with its constituent
parts is detailed in Section 3 and Section 4 shows
concluding remarks 2. Literature Review.

The UNL structures and the UNL format of
dictionary that are related to the proposed work are
detailed in the next sections

Il. UNL STRUCTURE

UNL is an artificial language that allows the
processing of information across linguistic barriers
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[10]. This artificial language has been developed to
convey linguistic expressions of natural languages
for machine translation purposes. Such information is
expressed in an unambiguous way through a
semantic network with hyper-nodes. Nodes (that
represent concepts) and arcs (that represent relations
between concepts) compose the network. UNL
contains three main elements:
« Universal Words: Nodes that represent word
meaning.

« Relation Labels: Tags that represent the
relationship between Universal Words i.e.
between two nodes. Tags are the arcs of UNL
hypergraph.

« Attribute Labels: Additional information
about the universal words.

These elements are combined in order to establish
a hierarchical Knowledge Base (UNLKB) [10] that
defines unambiguously the semantics of UWSs. The
UNL Development Set provides tools that enable the
semi-automatic conversion of natural language into
UNL and vice-versa. Two of such tools are the
EnConverter and the DeConverter. The main role of
EnConverter [11] is to translate natural language
sentences into UNL expressions. This tool
implements a language independent parser that
provides a framework for morphological, syntactic
and semantic analysis synchronously. This allows
morphological and syntactical ambiguities resolution.
The DeConverter [3, 12], on the other hand, is a
language independent generator that converts UNL
expressions to natural language sentences.

A. Universal Words
Universal Words are words that constitute the
vocabulary of UNL. A UW is not only a unit of the
UNL syntactically and semantically for expressing a
concept, but also a basic element for constructing a
UNL expression of a sentence or a compound
concept. Such a UW is represented as a node in a
hypergraph. There are two classes of UWSs from the
viewpoint in the composition:
» labels defined to express unit concepts and
called “UWSs” (Universal Words)
e a compound structure of a set of binary
relations grouped together and called
“Compound UWSs”.

B. Relational Labels

The relation [1] between UWs is binary that have
different labels according to the different roles they
play. A relation label is represented as strings of
three characters or less. There are many factors to be
considered in choosing an inventory of relations. The
following is an example of relation defined according
to the above principles.

Relation: There are 46 types of relations in UNL.
For example, agt (agent), agt defines a thing that
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initiates an action, agt(do, thing), agt(action, thing),
obj(thing with attributes) etc.

C. Attributes

The attributes represent the grammatical
properties of the words. Attributes of UWSs are used
to describe subjectivity of sentences. They show
what is said from the speaker’s point of view: how
the speaker views what is said. This includes
phenomena technically [4, 5] called speech, acts,
propositional attitudes, truth values, etc. Conceptual
relations and UWSs are used to describe objectivity of
sentences. Attributes of UWSs enrich this description
with more information about how the speaker views
these state of affairs and his attitudes toward them.

D. UNL Format of Dictionary

The UNDL foundation provides a dictionary
format. The Word Dictionary is a collection of the
word dictionary entries. Each entry of the Word
Dictionary is composed of three kinds of elements:
the Headword (HW), the Universal Word (UW) and
the Grammatical Attributes. A headword is a
notation/surface of a word of a natural language that
composing the input sentence and it is to be used as a
trigger for obtaining equivalent UWs from the Word
Dictionary in enconversion. An UW expresses the
meaning of the word and is to be used in creating
UNL networks (UNL expressions) of output.
Grammatical Attributes are the information on how
the word behaves in a sentence and they are to be
used in enconversion rules.

Each Dictionary entry has the following format of
any native language word [5].

Data Format:

[HW] {ID} “UW” (Attributel, Attribute2,...) <FLG,
FRE, PRI>

Here, HW < Head Word (Bangla word), ID &
Identification of Head Word (omitable), UW <&
Universal Word, ATTRIBUTE & Attribute of the
HW, FLG < Language Flag(we use B for Bangla),
FRE < Frequency of Head Word, PRI < Priority of
Head Word

Format of an element of Bangla-UNL Dictionary
would be:

[HWH} “UW (icl-restriction)” (Attributes) <B, 0, 0=

Bangls _ _
Head Grammatical Motphological
Word

Figure 1. Format of Word Dictionary

Some example entries of dictionary for Bangla are
given below:
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[7==] {} “city(icl>region)” (N, PLACE) <B,0,0>

[=w=] {3 “huge(icl>many)” (ADJ) <B,0,0>

=] {3 “bird(icl>animal>animate thing)” (N, ANI,
SG, CONCRETE) <B,0,0>

Where attributes, N stands for Noun, PLACE for
place, ADJ for Adjective, FLG field entry is B for
Bangla, ANI for animal, SG for Singular number,
CONCRETE for concrete thing respectively.

Now we are concerned how to make Bangla
Word Dictionary for UNL. In UNL Knowledge Base
(KB) made by the UNL center of UNDL Foundation
(Last updated version) on May 26, 2009, there are
21862 formats of Universal Words (UWs) [11]. We
can find the UWs for each of the Bangla HW by
searching the UNL KB to develop Bangla Word
Dictionary for UNL. As per our perception this is not
the suitable way to find out the UWs for the Bangla
HW. Firstly, it is a long process to build Bangla
Word Dictionary for UNL by searching the
appropriate UWs from a huge number of words
formats in UNL KB. Secondly, a word may have two
or more meanings. Such types of words are
represented with various concepts in UNL KB. So,
which one to choose out of two or more meanings for
a Head Word is a hard job and we cannot get out
appropriate/accurate words for the corresponding
Bangla HWs.

I1l. PROPOSED WORK

Construct the concepts of simple Bangla Words
for UNL and Outlining the Morphological Analysis
of Bangla Words along with their grammatical
attributes compatible with UNL structure:

A. Construct the concepts of simple Bangla Words

for UNL

We have found a new way (easiest and shorten)
of searching based on existing works of other
languages especially for English. Firstly, we can take
some manually translated texts from Bangla to
English in different forms and then convert them into
UNL expressions (using English-UNL EnConverter).
For example,

Assertive sentence: =it sre azwe®in English “ | am

eating rice.”
Interrogative sentence: @iy & e a2? in English
“Do | eat rice?”

Negative sentence: sifiy sre 2 arl in English “I do
not eat rice.”

If we convert the first sentence by the English-UNL
Converter [12] we get the following UNL
expressions.
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I am eating rice.
agt(eat(icl>consume>do,agt>living_thing,obj>concrete_thi
ng).@entry.@present.@progress,i(icl>person))
obj(eat(icl>consume>do,agt>living_thing
,obj>concrete_thing).@entry.@present.@p
rogress, rice(icl>cereal>thing))

The same way, if we convert the two other sentences
above, we get the same concepts of the words “I”,
“eat” and “rice” respectively. So, the Bangla Words
“aifsr”“4z” and “sre” can be represented as.

[=fa] {3 i(icl>person)”
[=3] {}“eat(icl>consume>do)”
[ere] {}“rice(icl>cereal>thing)”

These concepts are not enough for representing
the words for the dictionary entries. We have to
develop grammatical attributes for the words.
Grammatical attributes have to be developed by the
rules (EnConversion and DeConversion) and
Dictionary developers. Now we are representing the
above Bangla Words along with their grammatical
attributes for Dictionary entries as follows.

[=f]{}“i(icl>person)”(1P,1SG,PRON,HPRON,SUB
J) <B,0,0>

[23] {}*“eat(icl>consume>do)”(V) <B,0,0>

[ers] {}“rice(icl>grain>thing)”(N,CONCRETE, HF)
<B,0,0>

Here we have defined 1P, SG, PRON, HPRON,
SUBJ for “arfy”, V for “s=” and N, C, HF for “sre”
as grammatical attributes. As “sifir” is the first person
we have used 1P, SG for singular number, PRON for
pronoun, HPRON for human pronoun and SUBJ as
the word used as a subject in a sentence. As “a3” is
the root we have used V and as “sw” the noun,
human food and concrete thing, we have used N, HF
and CONCRETE respectively.

In the same way by manually translating the
different types of simple Bangla sentences (with
variety of words) to English sentences and then
English sentences to UNL expressions, we can get
the appropriate concepts of thousand of Bangla
Words to build the Bangla Word Dictionary for
UNL.

Secondly, we would take texts from some reliable
translated sources (from Bangla to English) from
Bangla Academy Scientific literatures. Then we can
convert them into UNL expressions as above
sentences and again can get the concepts of
thousands of words for dictionary entries.

During Word Formation of Bangla Word
Dictionary for UNL we have to resolve many
ambiguities. Say, many Bangla Words have two or
more English meanings. Similarly, many English
Words also have two or more Bangla meanings. For
example, we use “cr” in Bangla, but in English it has
two meanings “he” and “she”. Again, we use “rice”
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in English, but in Bangla it has three meanings
“ere”or “mea” ory”. “” means paddy in English,
when it is in the field. To resolve these ambiguities

we can represent them in the dictionary as follows.

[sCG#)] {3} “he(icl>person)” (PRON, MALE, ANI,
3SG, HPRON) <B,0,0>

[eGEm] {3 “she(icl>person)” (PRON, FEMALE,
ANI, 3SG, HPRON) <B,0,0>

[ers] {} “rice(icl>cereal>thing)” (N, C)<B,0,0>

[ere=] {3 “rice(icl>grain>thing)” (N, C)<B,0,0>

[==] {3 “rice(icl>grain>thing)” (N, C)<B,0,0>

[==] {3 “rice(icl>paddy>thing)” (N, C, PLANT)<B,0,0>

Same way we have to
ambiguities  while  preparing
Dictionary.

resolve many other
Bangla Word

B. Outlining the Morphological Analysis of Bangla
Words Compatible with UNL structure
Morphological analysis is found to be centered on

analysis and generation of word forms. It deals with

the internal structure of words and how words can be
formed [8]. It is applied to identify the actual
meaning of the words [6, 7] by identifying the

Prefixes (&2ptf) and Suffixes(ererm)

C. Prefixes (&)

Prefixes are the words that are used before words
to express various meanings of the same words.
There are around fifty (50) prefixes used in Bangla
sentences. In Shangskrit Bangla we use twenty (20)
prefixes[2] say &(@F9), *RI(RRAS), TARR), etc. ,
in Bangla we use thirteen prefixes (13)
prefixes[2]such as (@), TR(R=RTeT) , SH(STER)etc.
five(5) foreign prefixes[5] such as *® (), 77 (F™R),
% (@) etc.,four English prefixes[3] such as R(SR
o), (@), FACRD), TR etc. and  other
prefixes[3] say=ReCHReR/TNE) 207w AR @),
etc. These prefixes are used before words to make
thousands of meaningful Bangla Words.

In our work, we will make separately Word
Dictionary entries for all of these prefixes and words,
so that they can combine meaningful words by
applying rules. For example, if we consider prefix
“of$”[10](means  like/similar/every/opposite/against
etc.) we can make “afefry’, “efew”, “efésmetc.
Now we can make the word “of$” for dictionary
entry. But the word “ef$” has two or more meanings

so that we have to represent two or more dictionary
entries for the word as follows.

[2f%]{} “every (icl>thing)” (ABSTRACT THING)
<B,0,0>
[ef5]{} “opposite (icl>thing)” (ABSTRACT THING)
<B,0,0>
[2f$]{} “against (icl>thing)” (ABSTRACT THING)
<B,0,0>
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Now if we want to represent the concepts of the
words say &f$fi, efe= , af$sm etc., we need not
represent the whole words. We have to represent only
the words “f" “*=” and“=/” in the dictionary entry
as per the following format.

[f&=] {3 “day(icl>period>time)”(N,ABSTRACT
THING, LIGHT)<B,0,0>

[*=] {} “sound(icl>occure>thing)”(N,ABSTRACT
THING)<B,0,0>

[sm=1] {} “group(icl>person)”’(N,CONCRETE)<B,0,0>

If we have the concepts of the prefix “af$” and
the root words “fa", “*mt”, and“sm” with their
grammatical attributes in the Word Dictionary as
above format, the conversion rule will make the
concepts of the whole words“efefr”, “afe=m” and
“ef$»m”, combining the first, second and third
concepts of “2f$” respectively. By applying the same
rule the EnCo can make all other words used with
“ef$”, which have the concepts of the words in the
word dictionary.

Similarly, if we consider Bangla prefix “a=” we
can make ‘e, “mEmi’etc. We can separately
represent the concepts of “a=” , “gs=and"“#“in the
dictionary entry according to the following format.

[m=] {}“big(icl>large>thing)”(ADJ, ABSTRACT
THING) <B,0,0>
[=m=]{}“goat(icl>animal>animatething)”(N,
CONCRETE, ANI) <B,0,0>
wi{}“knife(icl>edge_tool>thing)”(N,C) <B,0,0>

Therefore, if we have the concepts of all the
words in the dictionary we can make the dictionary
entry of all the complete words combined with “sm”.
Here we also can use “gs«” and “w” as separate
words for other dictionary entries. Finally, we can
infer that conversion rules can be applied to prepare
thousands of complete Bangla Words combining
with prefixes (mentioned above) and words to
represent their full concepts in the Bangla-UNL
Dictionary.

D. Suffixes (2973)

Morphological analysis describes that every word
is derived from a root word. A root word may have
different transformations. This happens because of
adding different morphemes with it as suffixes. So,
the meaning of the word varies for its different
transformations. There are four different types of
morphologies [9].

1) Noun Morphology: Bangla Nouns have very
strong and structural inflectional morphology base on
case. Case of noun may be nominative (“®=&", boy),
accusative (“m@”, to the boy) and genetive(“&=t-
37, of the boy) and so on. Gender and number are
also important for identifying proper categories of
nouns. Number may be singular (“&==", boy or
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“@&gS”, the boy, “%”, book, “I2f6”, the book) plural
(“a=m=”, boys “@Fefer, the boys“32ewT”, the books
etc.). So, from the word “®=" we get “®&ER”,
R, “E@ERT e, “@Eefer etc. and from the
word ‘IR’ we get “IF[/’, “IRSEN” etc. Some
dictionary entries may look like. [®=]{} “boy
(icl>person)” (N, HN, C, ANI)<B,0,0>

Here, “boy (icl>person)” is the UW for “®&&T" but
“g7 , “&@” etc. have no UWs. Therefore, they should
be represented in the dictionary only with
grammatical attributes as follows.

[ {3 * (3P, SUF, N)<B,0,0>
[=] {}"”(3P, SUF, N, HUMN, SG)<B,0,0>
[ {3 (3P, PL, SUF, N, HUMN)<B,0,0>
[®1 3" (N, SG, SUF,3P) <B,0,0>

[efer] {3*” (N, PL, SUF,3P) (<B,0,0>

[ew] {3*”(N, SG, SUF,3P) <B,0,0>

We use 3P, SUF and N as grammatical attributes
with “=1”, because “ar” is used with third person say
“@&==1”, N for noun and SUF as “si” is a suffix. We
have to put meticulous attention while defining the
grammatical attributes. Because we use HUMN for
human noun as “w&”, “ar” are used with human being
only, say @, ORI, ®ER, SREbUt NOtTFEE
srFetc. But we can not use HUMN with “3”,“®%”,
“gfer” and“ew” because they are used with both
human and non human, say =, &6, P, etc.

2) Adjective Morphology:As Adjective we can
consider Bangla words “Jrg®”, “s7vd” and G’
meaning “bravery”, “beautiful” and *“good” in
English respectively. From the first word we get 3=
CTTH+), PR (T@H+4ad).And from the second and
third words we get J%al, ©reT=, eresietc. We have
to have the dictionary entries for =3, 93, [T, ¥,
93, 9, 51to make the meaningful words T2, ZEH,
WA, ©rElete. by combining the morphemes with
the root words using analysis rules.

For example, if we consider a Bangla sentence,
SRS FRET IR AR 29 & 1"We can represent
the sentence as ““TE-2-F1 AT A TIR-GF 2fS-I™M
334917, Here, %, 91, @9, 3, 9 etc. are morphemes. So,
we can see that a number of morphemes are added
with the root words to make the full meaning of the
new words as well as sentence.

3) Pronoun Morphology: Here we can consider
the word root “e®”’(he/she). From this we get Srg-4T,
-, O, ORI, OF-{9E etc. So, we have
to consider these morphemes @1, &, ™7, fscsfor
dictionary entries to form words with “erZg” as above.

4) Verb Morphology: Diversity of verb
morphology in Bangla is very significant. If we
consider @’ (means go) as a root, we can represent
this root in the dictionary as
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[@1{3} “go (icl>move>do)” (V, @present) <B,0,0>
Some transformations based on the persons and
tenses are.

e For first person:
[R{} “” (SUF, PRESENT, 1P)<B,0,0> for T @+%))
2o ] {}*” (SUF, PRESENT, 1P) <B,0,0> (for
TR (T+0OM) ) etc.

e For second person:
[Zrefeem] {}“”( SUF, PAST)<B,0,0> (forarersfemem
(TH+ETofRE™) )

e For third person:
[@] {3 (SUF, FUTURE)<B,0,0> (foraT& (@+) )

For resolving the ambiguities of the words f@f,
forcafeeT, Fiawe, Pafkes, A%© =@, PR ete. we
have to define them as full words for dictionary
entries. For instance,

[PrafeEm]{} “go(icl>move>do)”(V, PAST, INDEF,
1P). Using the same procedure we can make
dictionary entries for different transformations of
other roots such as 9(do), f&(write), ™ (give) etc.

Moreover, there are a huge number of Primary
(3= oroi) and Secondary (Sfes erex) suffixes used
with roots and words. Each of them has own meaning
[4]. For example, Tif¥s (FF+3F), MPREPHET),
wi(T+eF)etc. Here, ¥Jis a suffix added with
“@=”, “wrrand “fewords to form new words.

Primary suffixes (¥% #973):The suffixes that are
used after roots to form new meaningful words called
primary suffixes [4]. In examples above ¥, ¥efg,
rofe@,@ are all primary suffixes. In addition to
these there are many more primary suffixes like s
(U=, ATG+O=AT5 ) , S(G+SN="1T) etC.

Secondary suffixes (@@ &erz): The suffixes that
are used after words to form meaningful new words
called secondary suffixes. Examples are given above
with noun, adjective and pronoun morphologies. In
addition, there are many other secondary suffixes like
TR (M+IR=M0R, Te+u=7ey) =} (Rorerz=fug,
BIFHSZ=6[ITE, AGA-+SN2=512)etC.

We will outline Dictionary entries for all these
primary and secondary suffixes along with their
grammatical attributes, so that we can prepare
thousands of Bangla Words combining with roots
and words for building Bangla Word Dictionary for
UNL.

IV. CONCLUSION

In this paper we have outlined a dictionary
development procedure of simple Bangla Words and
roots along with their prefixes and suffixes for UNL.
We have also presented morphological structures of
the Bangla Words compatible with UNL structures
and outlined grammatical attributes of the Head
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Words (Bangla Head Words  means all the
Dictionary entries of Words, morphemes etc.) for
developing Bangla Word Dictionary to convert the
Bangla sentences to UNL expressions and vice
versa. Our future plan in this respect is to outline
comprehensive Bangla Word Dictionary of around
50000 words and analysis rules for EnConverter to
convert Bangla sentences to UNL document and
generation rules for DeConverter to convert any UNL
document to Bangla sentence.
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Abstract—Conversion from another language to native
language is highly demanding due to increasing the
usage of web based application. Firstly, the respective
sentence of a native language is converted to Universal
Networking Language (UNL) expressions and then
UNL expressions can be converted to any native
language. There is no method to convert Bangla
sentence to UNL expressions. This motivates to propose
a new model that performs morphological, syntactic,
semantic, and lexical analysis synchronously to convert
Bangla to UNL. The proposed model will successfully
able to convert error-free and ambiguous Bangla
sentences to UNL expressions. Hopefully this paper will
be helpful for the MT researchers to build and efficient
MT System for Bangla Language.

Index Terms- DeConverter; Enconversion;
EnConverter; Natural Language Parsing; Predicate
Preservation; Universal Networking Language; Universal
Words

I. INTRODUCTION

The Internet today has to face the complexity of
dealing with multilinguality. People speak different
languages and the number of natural languages along
with their dialects is estimated to be close to 4000
[5]. Of the top 100 languages in the world, English
occupies the top position. That is why English is the
main language of the Internet. But not all people
know English. And vast information resources in
different languages that are scattered all over the
world remains mostly inaccessible due to non
machine representation and language barrier. But
knowledge and information should be shared
globally as much as possible to advance civilization
[11]. This is how the problem interlingua translation
rose to its new heights worldwide. Among those who
did their best to tackle this problem was the United
Nations University/Institute of Advance Studies
(UNU/IAS) [2, 5]. The institute conducted a review
of all internationally available machine translation
programs, and finally decided to start devising a
better, more efficient and more workable technique
via the Internet under the Universal Networking
Language (UNL) project. The UNL project is
concerned in developing an intermediary language
system whereby any written text can be converted to

many languages (all languages involved in the UNL
programs; so far sixteen official languages are
involved, Bangla is not yet included) through UNL
and simultaneously, all text written in different
languages can be converted to that particular
language.

Bangla is the fourthwidely spoken language with
more than 250 million speakers, most of whom live
in Bangladesh and the Indian state of West Bengle
[7]. Therefore it is essential to take into account a
conversion process of Bangla to UNL and vice versa,
so that a vast people can be benefited to share
information in the Internet. We attempt a system to
automate the generation of semantic net like
expressions from text documents. The objective is to
establish appropriate relations between the syntactic
units of a sentence to capture the syntactic and
semantic attributes of words. The output of the
system is a set of UNL Expression, which is binary
relations among disambiguated words along with
speech acts attributes attached to these disambiguated
words. The UNL represents information, i.e. meaning
sentence by sentence. Each sentence is represented as
a hypergraph having concepts as nodes and arcs
represent relation between concepts. This hypergraph
is also represented as a set of directed binary
relations, each between two of the concepts present
in the sentence. Concepts are represented as
character-strings called Universal Words (UWSs).
Knowledge within a UNL document is expressed in
three dimensions:

A. Universal Words (UWSs).

Word knowledge is expressed by Universal
Words which are language independent. UWSs
constitute the UNL vocabulary and the syntactic and
semantic units that are combined according to the
UNL laws to form UNL expressions. They are tagged
using restrictions describing the sense of the word in
the current context. For example, drink (icl>liquor)
denotes the noun sense of drink restricting the sense
to a type of liquor. Here icl stands for inclusion and
form an is-a relation like in semantic nets [8].
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B. Relation Labels.

Conceptual knowledge is captured by the
relationship between Universal Words (UWSs)
through a set of UNL relations [2]. For example,
Human affect the environment is described in the
UNL expression as,

agt(affect(icl>do).@present. @entry:01,human(icl>an
imal). @pl)
obj(affect(icl>do).@present.@entry:01,environment
(icl>abstract thing).@pl)

where, agt means the agent and obj the object. affect
(icl>do), human (icl>animal) and environment
(icl>abstract thing) are the UWSs denoting concepts.

C. Attribute Labels

Speaker’s view, aspect, time of event, etc. are
captured by UNL attributes. For instance, in the
above example, the attribute @entry denotes the
main predicate of the sentence, @present the present
tense ,@pl the plural number and :01 the scope ID.
The above discussion can be summarized using the
following UNL expression and as a UNL graph.

e i feufamrercas s, fofq ez sfwe «s
HTCEATBAT ST ATCHTGT FCICE 17

In English, “Kamal, who is the professor of the
university, has arranged a meeting at his office.”
The UNL expression of the above sentence is:

mod(professor(icl>post):01.@present. @def,universit
y (icl>institution):02.@def)
aoj(professor(icl>post):01.@present. @def,
(icl>person):00)
agt(arrange(icl>do):03.@entry.@present. @complete.
@pred, kamal(icl>person):00)

pos(office (icl>shelter):04, kamal (icl>person):00)
obj(arrange(icl>do):03.@entry.@present. @complete.
@pred, meeting(icl>conference):05.@indef)
plc(arrange(icl>do):03.@entry.@present. @complete.
@pred, office(icl>shelter):04)

The graph for the sentence is given in figure 1.

kamal

( ;uiverairf,'\\\l
S _,,/‘ obj
mod :
a0]
Feh Paaw B a2 i
Professor Kamal :.—/ gﬁce\ ./,;eetiug h
L S N

Figure 1. UNL graph

In the figure above, agt denotes the agent relation,
obj the object relation, plc the place relation, pos is
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the possessor relation, mod is the modifier relation
and aoj is the attribute-of-the-object relation. The
UNL expressions provide the meaning content of the
text and search could be carried out on this meaning
base instead of the text. This of course means
developing a novel kind of search engine technology.
The merit of such a system is that the information in
one language needs to be stored in multiple
languages. This paper organized as follows: the
literature review related to the analyzer system
EnConverter and Lexicon (format of word in the
dictionary) is detailed in Section 2 while the
proposed model with its constituent parts is presented
in Section 3 and finally Section 5 focuses some
concluding remarks.

Il. LITERATURE REVIEWS

The UNL structures of the EnConverter and UNL
format of Bangla Word Dictionary that are related to
the proposed work are detailled in the next sections.

A. Enconverter Machine

The EnConverter (EnCo) [2, 3, 4] is a language-
independent parser provided by the UNL project, a
multi-headed Turing Machine [8] providing
synchronously a framework for morphological,
syntactic and semantic analysis. The machine has two
types of windows namely Analysis Windows (AW)
and Condition Windows (CW). The machine traverses
the input sentence back and forth, retrieves the
relevant dictionary entry (UW) from the Word
Dictionary (Lexicon) and depending on the attributes
of the nodes under the AWSs and those under the
surrounding CWs and finally generates the semantic
relations between the UWSs and /or attaches speech
act attributes to them.
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Figure 2. Structure of EnConverter

“A” indicates an Analysis Window, “C” indicates a
Condition Window, and “n” indicates an Analysis
I

Node. As a result, a set of UNL expressions is made
equivalent of UNL graph.
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B. Analysis rules theory

EnCo is driven by analysis rules to analyze a
sentence using Word Dictionary and Knowledge
Base. These rules are condition-action structure that
can be looked upon as program written in a
specialized language to process various complex
phenomena of a natural language sentences. The
enconversion rule has the following format: [6]

<TYPE>

["(" <PRE>")" ["*"]]..

""" [<COND1>] ":" [RACTION1>] "
[<RELATION1>] ":" [<ROLE1>] 'l}ll|llnnn
["(" <MID>")" ["*"] ]...

"™ [<COND2>] ™" [<ACTION2>] ™"
[<RELAT|ON2>] e [<ROLE2>] n}u|mmn
[ll(ll <SUF> l')ll ['l*ll] ]...

“P(* <PRIORITY> )"

Where, characters between double quotes are
predefined delimiters of the rule.

The rule means that IF , under the Left Analysis
Window (LAW) there is a node that satisfies
<COND1> attributes and under the Right Analysis
Widow(RAW) a node that satisfies <COND2>
attributes and there are nodes to the left of the LAW,
between the LAW and the RAW and to the RAW
that fulfill the conditions in <PRE>, <MID> and
<SUF> respectively, THEN the lexical attributes in
the nodes under the AWs are rewritten according to
the <ACTION1> and <ACTION2> as specified in
rule and new attributes are added if necessary. The
operations are done on the node-list depending on the
type of the rule shown in the field <TYPE>. There
are 15 types of enconversion rules [5]. They are left
composition rule (+), right composition rule(-), left
modification rule(<), right modification rule(>), left
shift (L), right shift(R), insertion/attribute
changing(:), backtrack(?), left node assignment
backtrack (?L), right node assignment
backtrack((?R), node copy(C), Syntactic tree coy(G),
node exchange (X), left node deletion (DL) and right
node deletion(DR). <RELATION1> describes the
semantic relation of the node on the RAW to the
node on the LAW and <RELATION2> describes the
reverse  [6]. <PRIORITY>  describes the
interpretation order of the rules, which is in the range
of 0-255. Larger number indicates higher priority.
Matching rule with the highest priority is selected for
multiple matching rules [1].

A sequence of such rules get activated depending
on the sentence situation i.e. the conditions of the
nodes under the AWSs. The main task is to creating
the UNL expressions of natural language sentences
using EnCo by providing a rich lexicon and a
comprehensive set of analysis rules. For example
like, ‘sf= erear Karim breaks, the animate attribute
of Karim, the verb attribute of break and the
adjacency of these two words under the AWs dictate
with high probability establishing agt (agent) relation
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between the corresponding two nodes in the UNL
graph. The dictionary entries (along with the rich
lexicons) of the above two words in the sentence are:

[?fa@] {3 “Karim(icl>person)”’(N, ANI, 1P, SG,
CONCRETE, SUBJ)

[erean] {3} “break(icl>do)” (V, ROOT, SORNT,
PRES, SIMPL)

Here N stands for noun, ANI stands for animate
object, 1P for first person, SG for singular,
CONCRETE for concrete object, SUBJ for subject of
the sentence, V for verb, ROOT for verb root,
SORNT means that the word ‘s is ended with
vowel, PRES and SIMPLE for simple present

C. Lexicon

The lexicon used for the system consists of
mapping of Bangla words to Universal Words and
lexical-semantic attributes describing the words. Any
entry in the Dictionary is put in the following format
[2]:
[HW] {ID}*UW”(ATTRIBUTEL, ATTRIBUTE2 . .
.) <FLG, FRE, PRI>

Where, HW « Head Word (Bangla word), ID «
Identification of Head Word (omitable), UW
«—Universal Word, ATTRIBUTE «Aittribute of the
HW, FLG «Language Flag (e.g. B for Bangla), FRE
«—Frequency of Head Word, PRI «Priority of Head
Word .

Some examples of Dictionary entries for Bangla are
given below.

[w=] {} “fish (icl>animal>animate thing)” (N, ANI,
SG, CONCRETE) <B,0,0>

[] {3 “he(icl>person)” (PRON, MALE, ANI, 3SG,
HPRON) <B,0,0>

[™=] {} “beautiful (icl>state)” (ADJ) <B,0,0>

Here the attributes, N stands for Noun, ANI stands
for animate object, SG stands for singular,
CONCRETE for concrete object, PRON for pronoun,
MALE for gender is male, 3SG for third person
singular, HPRON for human pronoun, ADJ for
adjective and FLG field entry is B which stands for
Bangla. The attributes in the lexicon are collectively
called Lexical Attribute. The syntactic attributes
include the word category-noun, verb, adjectives, etc.
and attributes like person and number for nouns and
tense information for verbs.

I11. PROPOSED WORK

In this section we describe about the preserving of
predicate till the end of the conversion, scanning and
encoding Bangla Sentence to UNL expressions.
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A. Predicate Preserving Parser

As EnCo scans the input sentences from left to
right, the Morphological Analysis and Decision
Making are taken place at every step. Morphology is
concerned in which words are formed from basic
sequences of morphemes. It acts as the crossroads
between phonology, lexicon, syntax, semantics and
context. Morphology [8, 9, 13] is required to identify
the actual meaning of the word. Because the meaning
of the word varies for its different transformations.
For example, if we consider a Bangla word “21” as a
root then after adding “t<”” we get a word “«me3” (will
eat). Similarly, “«r2tete” (is eating), “ctafecsn” (ate)
etc. The UWs defined in the lexicon have roots
specified as UWs followed by appropriate restrictions
while the headword has the Longest Common Lexical
Unit (LCLU) of all the possible transformations of
the roots. For example, the dictionary entry for the
verb ‘«1’ (to eat) is:

[21] {} “eat (icl>consume>do)” (List of Semantic
and Syntactic Attributes) <B, 0, 0>

Where “s” is the LCLU for “ams”, ““arztecy”,
“raeateee” etc.

Word suffixes along with their attributes for nouns,
verbs and adjectives are kept in the lexicon. For
example,

[«1{}*’(V,SUF,FUTURE INDEF, PRON) <B, 0, 0>
[2wete] {3 “” (V, SUF, PRESENT CONT, PRON)
<B, 0, 0>

EnCo selects the longest matched entry from the
lexicon, starting from the first character. So, when
EnCo consults the dictionary for a particular
morpheme say “2tece”, will be able to retrieve the
LCLU (a1 here) present in the dictionary. Then the
analysis rules, which look ahead and signal that there
is a verb suffix ahead, take control and complete the
morphological analysis.

In case of decision making according to the
lexical attributes of the nodes under the two AWSs, the
parser decides whether (i) the nodes are to be
combined into a single headword or (ii) a relation is
to be set up between them or (iii) an UNL attribute is
to be generated. While combining or modifying the
two nodes, one of the nodes is deleted from the node-
list. Multiple rules may be applied for firing in a
situation, calling for assignment of priorities for the
rules as in expert systems. The strategy for
prioritizing the rules is briefly as follows [8].

1) Morphological analysis rules have the highest
priority. Obviously, unless we have the morphed
word we cannot decide the part of speech of the word
and its relation with the adjacent words.

2) Rules for dealing with specific constructs are
given higher priority than those for general sentence
structures. For instance, rules for clausal and passive
sentences are given higher priority, so that while
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analyzing clausal or passive sentences a general rule-
eligible to be applied-does not fire.

3) Right shift rules which facilitate right
movement when there is nothing else to do are given
the lowest priority. For example, when the LAW
(Left Analysis Window) is on SHEAD (sentence start
marker) and the RAW (Right Analysis Window) is
on the subject (N), no rule other than the right shift is
applicable. This rule, which is very useful, is:

R {SHEAD: ::}{N:::}P1

4) Composition rules are usually given less
priority than modification rules. The former
ultimately resolve relations while the latter change
the properties of the nodes under the AWSs.

B. Scanning a Bangla sentence

Say we convert the Bangla sentence, “snfw sre
{73refz |7 meaning, | am eating rice. We assume that
we have all the words and morphemes of the give
sentence in the dictionary as follows:

[=nf¥]{} “i(icl>person)”(1P, SG, SUB, PRON,
HPRON)

[ers]{} “rice(icl>cereal>thing)” (OBJ, CONCRETE,
FOOD)

[*x0{} “eat(icl> consume > do)” (V, ROOT,
SORANT)

[Erefe]{}(KBIVOK, SORANT, PRESENT, CONT)

EnCo can input either a string or a list of words for a
sentence of a native language. A list of
morphemes/words of a sentence must be enclosed by
[<<] and [>>] [6]. When we input our sentence into
EnCo, the Sentence Head (<<) will be on LAW,
sentence texts/morphemes/words will be on RAW
and the Sentence Tail (>>) will be on Right
Condition Window (RCW) shown in figure 1. EnCo
uses CWs for checking the neighboring nodes on
both sides of the AWSs in order to judge whether the
neighboring nodes satisfy the conditions for applying
an analysis rule or not.

EETY T
ollo][e

Figure 3: Initial state of the Analysis Windows and the Node-list.

When the sentence is input, the input sentence is
scanned from left to right. Here left most word of our
sentence is “smw”. When an input string “sif” is
scanned, all matched morphemes with the same
string characters e.g. =, wnfy, =1y, =93 etc. are
retrieved from the Word Dictionary and become the
candidate morphemes according to a rule priority in
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order to build the syntactic tree and the semantic
network (UNL expressions) of UNL for the sentence.

In this case, the following insertion rule is applied
to these candidate morphemes to select “snfs” from
Word Dictionaryfor the node list.

Rule 1:

. {SHEAD :::} {SuBJ::}
e !
Rule LA RAW

{“SHEAD?” :::} denotes the condition of the node on
the LAW, here sentence head (<<) is on the LAW,
{SUBJ :::} denotes the condition of the node on the
RAW, here “snfy” is the first word of the sentence
which is subject. This rule is applied to insert the
subject “snfs” of the sentence into the node-list and
word “sufs” is shifted left to the next window which
is LAW. Now EnCo analyzes the next word of the
sentence “srs” like as “snfy” using the following rule
to insert the word into the node-list

Rule 2:
(SHEAD, SANI) {SUBJ :::} {OBJ, FOOD :::}

A J
Rile LCW LAW' RAW
Type

This rule can be applied to insert word “ers” into
the node-list, when Sentence Head(SHEAD) is on the
LCW1 and subject is animate(SANNI) , which is on
the LAW and the object “srs” is on the RAW. After
applying the rule the word “ers” will be shifted left
to the next window and the last word of the sentence*
grecete” will be on the RAW.

Now EnCo starts morphological analyses with the
word “xrgtete”, to find the actual meaning of the
word. It first breaks the word into “x1” and “3tetz”,
which are available in the dictionary. Here rule 3 and
rule 4 are applied to insert root “«1” and suffix
“grelz” in the node list:

Rule 3:
:(SUBJ, SANI) {OBJ:::}{ROOT, SANI:::}

Rule 4:
: (SUBJ, 1P) (OBJ, FOOD){ROOT:::}{KBIVOK,
1P, HPRON}

The analyzer then adds the root (1) and suffix (2ref)
using rule 5 to find out the actual meaning of the
word “xr2refz” from the dictionary.

Rule 5:
+:+{ROOT, SORANT::H{KBIVOKTI, SORANT,
PRESENT:::}

When the EnCo finds the meanings of all the
words/morphemes of the input sentence from the
word dictionary, it makes two binary relations
namely agent (agt) relation between the words eat
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(2m) and | (=nfw) and object (obj) relation between the
words eat (1) and rice (®r®) using the rules 6 and 7.

Rule 6: > PRON::agt :}{ V, "SUBJ :::}
Rule 7: > {N::0bj} {V, "SUB :::}

Where, " indicates the negation of the following
attributes.

Agent relation: The rule 6 denotes that the UW of
the node pronoun, which has the attribute PRON will
act as the agent indicated by the relation agt of the
UW of the following node verb, which has the
attribute V. When this rule is applied, a binary
relation of UNL such as “agt(UW of V , UW of
Pronoun) is created.

Obiject relation: The rule 7 describes that the UW
of the node noun, which has the attribute N, will act
as an object relation indicated by the relation obj,
with the UW of the following node verb, which has
the attribute V. When the rule 7 is applied a binary
relation of UNL such as “obj(UW of V, UW of N) is
created.

When the both rules 6 and 7 are applied the
following UNL expressions will be created.

agt(eat(icl>consume>do,agt>living_thing,obj>concre
te_thing). @entry.@present.@progress,i(icl>person))
obj(eat(icl>consume>do,agt>living_thing,obj>concre
te_thing). @entry.@present.@progress,rice(icl>cereal
>thing))

As we have already the UNL expression of the
given Bangla sentence by EnCo, this expression can
be deconverted to any native language, the member
of UNL society.

C. Encoding a Bangla sentence

The encoding process will be performed by
shift/reduce parsing [1]. We have observed that Hindi
language has syntactic similarities with Bangla and
Hindi to UNL [5, 12] system developed at Indian
Institute of Technology, Bombay serves as a
reference for us. Here we give an example of the
analysis of a simple assertive sentence. Assertive
simple sentences have only one main clause. The
analysis of such sentences is explained below with an
example. We assume that analysis rules
(Enconversion rules) and the dictionary of Bangla to
UNL are given to the analyzer system EnCo.

The Bangla sentence is:

“FRyrearsga (At home today is very joy.)

In English:
“It is a very joy today at home.”

The node list is shown here within “<<”and “>>".
The analysis window is within “[” and “]”. Steps
related to morphological analysis are shown here.
The nodes delimited by “/” are those explored and
fixed by the system. /<</[=fE ]/ [@] / SowE a=w>>/.
The pronoun “ais” of the type PLACE and case
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maker “@” are combined and an attribute PLC is
added to the noun to indicate that plc relation can be
made between the main predicate of the sentence and
this noun. /<</ =% @ 1/ s 33 sm=/>>/.1n this step,
the system right shifts here because there is no
combination or modification rule between noun and
adverb. j«/ afs @ / o / [ 47 1/ [aw==ls/ . The
system recognizes “wmrr” as a predicate of the
sentence. So, it generates man relation between the
adverb “y3” and the predicate “amvt” and “33” is
deleted. So we get, /<</=fs @ / [ar] / [@maw1/>>/

Then the analyzer looks ahead further right shift
beyond the noun phrase “wm” to get the predicate
“am=". A tim relation is created between “S&” and
“am=" and “wmer” is deleted. Current sentence in the
analysis window is as follows: /<</ [a1fs @] / [@==
/>>/. Similarly, by using PLACE attribute of the noun
“aifs”, the system generates plc relation between the
noun “aif” and the predicate “sm=" and “afe” is
deleted. /<</ a@m=/>>/

A right shift at this point brings the Sentence Tail
(STAIL) under the LAW and thus signals the end of
analysis. This right shift rules also attaches the
attribute @entry to the last word left in the Node-list
and thus the predicate “s==" is preserved till the end.
The UNL output of the corresponding sentence is:

aoj(joy(icl>emotion>thing,ant>sorrow).@entry.@pre
sent,it(icl>thing))
fictit(joy(icl>emotion>thing,ant>sorrow).@entry.@p
resent,very(icl>how,equ>extremely))
tim(joy(icl>emotion>thing,ant>sorrow).@entry.@pr
esent,today(icl>how,equ>nowadays))
fictit(joy(icl>emotion>thing,ant>sorrow).@entry.@p
resent,at_home(icl>how))

We have also verified that some other types of
sentences such as interrogative and exclamation
sentences can similarly be translated.

IV. CONCLUSION

In this paper a pioneer approach is presented for
Universal Networking Language (UNL) expressions.
This model uses a language analyzer called
EnConverter developed by the UNL organization.
The Bangla Sentence will be firstly converted to
UNL expressions by integrating morphological,
syntactic, semantic and lexical analysis rules into the
framework of UNL and then the UNL expressions
can be deconverted to any native language. This will
increase the application of Bangla Sentence in web
based technology.
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Abstract—The Universal Networking Language (UNL)
deals with the communication across nations of
different languages and involves with many different
related discipline such as linguistics, epistemology,
computer science etc. It helps to overcome the language
barrier among people of different nations to solve
problems emerging from current globalization trends
and geopolitical interdependence. In this paper we
propose a pioneer work that aims to contribute with
morphological analysis of those Bangla words from
which we obtain roots and Primary suffixes and
developing of grammatical attributes for roots and
Primary suffixes that can be used to prepare Bangla
word dictionary and Enconversion/Deconversion rules.

Index Terms- Bangla roots; Bangla words;
Grammatical Attributes; Morphology; Primary Suffix;
Universal Networking Language

|. INTRODUCTION

In the last few years, machine translation
techniques have been applied to web environments.
The growing amount of available multilingual
information on the Internet and the Internet users has
led to a justifiable interest on this area. Hundreds of
millions of people of almost all levels of education
and attitudes, of different jobs all over the world use
the Internet different purposes [1]. English is the
main language of the Internet. Understandably, not
all people know English. Urgent need, therefore,
arose to develop interlingua translation programs.
The main goal of the UNL system is to provide
Internet users access to multilingual websites using a
common representation. This will allow users to
visualize websites in their native languages. The
UNL system has a growing relevance since the usage
of the WWW is generalized across cultural and
linguistic barriers. Many languages [10] such as
Arabic, French, Russian, Spanish, Italian, English,
Chinese or Brazilian Portuguese have already been
included in the UNL platform. Lexical knowledge
representation is a critical issue in natural language
processing systems. Recently, the development of
large-scale lexica with specific formats capable of
being used by several different kinds of applications

has been given special focus; in particular to
multilingual systems. Our aim is to introduce Bangla
into this system. In order to implement this project
with the lowest time and human effort costs, we will
reuse linguistic resources already available as much
as possible.

In this paper we present the UNL system for
Bangla. The major components of our research works
touches upon i) development of grammatical
attributes for Bangla root and Krit Prottoy to
construct Bangla Word Dictionary and use of
morphological analysis ii) UNL Expression of the
Bangla attributes and iii) Selecting scheme of
attributes. In section 2 we describe the UNL system.
In sections 3 and 4, we present our main works that
include all the above three components.

Il. UNIVERSAL NETWORKING LANGUAGE

UNL is an artificial language that allows the
processing of information across linguistic barriers
[10]. This artificial language has been developed to
convey linguistic expressions of natural languages
for machine translation purposes. Such information is
expressed in an unambiguous way through a
semantic network with hyper-nodes. Nodes (that
represent concepts) and arcs (that represent relations
between concepts) compose the network. UNL
contains three main elements:

» Universal Words: Nodes that represent word

meaning.

* Relation Labels: Tags that represent the
relationship between Universal Words. Tags
are the arcs of UNL hypergraph.

o Attribute Labels: Additional
about the universal words.

information

These elements are combined in order to establish
a hierarchical Knowledge Base (UNLKB) [10] that
defines unambiguously the semantics of UWs. The
UNL Development Set provides tools that enable the
semi-automatic conversion of natural language into
UNL and vice-versa. Two of such tools are the
EnConverter and the DeConverter. The main role of
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EnConverter [11] is to translate natural language
sentences into UNL expressions. This tool
implements a language independent parser that
provides a framework for morphological, syntactic
and semantic analysis synchronously. This allows
morphological and syntactical ambiguities resolution.
The DeConverter [3, 12], on the other hand, is a
language independent generator that converts UNL
expressions to natural language sentences.

A. Universal Words
Universal Words are words that constitute the
vocabulary of UNL. A UW is not only a unit of the
UNL syntactically and semantically for expressing a
concept, but also a basic element for constructing a
UNL expression of a sentence or a compound
concept. Such a UW is represented as a node in a
hypergraph. There are two classes of UWSs from the
viewpoint in the composition:
» labels defined to express unit concepts and
called “UWs” (Universal Words)
e a compound structure of a set of binary
relations grouped together and called
“Compound UWSs.”

B. Relational Labels

The relation [1] between UWs is binary that have
different labels according to the different roles they
play. A relation label is represented as strings of
three characters or less. There are many factors to be
considered in choosing an inventory of relations. The
following is an example of relation defined according
to the above principles.

Relation: There are 46 types of relations in UNL.
For example, agt (agent), agt defines a thing that
initiates an action, agt(do, thing), agt(action, thing),
obj(thing with attributes) etc.

C. Attributes

The attributes represent the grammatical
properties of the words. Attributes of UWs are used
to describe subjectivity of sentences. They show
what is said from the speaker’s point of view: how
the speaker views what is said. This includes
phenomena technically [4, 5] called speech, acts,
propositional attitudes, truth values, etc. Conceptual
relations and UWs are used to describe objectivity of
sentences. Attributes of UWs enrich this description
with more information about how the speaker views
these state of affairs and his attitudes toward them.

11l. MORPHOLOGY OF BANGLA WORDS

Morphology is the field of linguistics that studies
the structure of words. It focuses on patterns of word
formation within and across languages, and attempts
to formulate rules that model the knowledge of the
speakers of those languages. Thus morphological
analysis is found to be centered on analysis and
generation of word forms. It deals with the internal
structure of words and how words can be formed.
Morphology plays an important[2, 8] role in
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applications such as spell checking, electronic
dictionary interfacing and information retrieving
systems, where it is important that words that are
only morphological variants of each other are
identified and treated similarly. In natural language
processing (NLP) and machine translation (MT)
systems we need to identify words in texts in order to
determine their syntactic and semantic properties [7].
Morphological study comes here to help with rules
for analyzing the structure and formation of the
words. A Bangla morpheme, besides the root word, is
supposed to be represented in the Bangla-UNL
dictionary using the following UNL format [10].

[HW] “UW” (ATTRIBUTE 1, ATTRIBUTE 2 ...)
<FLG, FRE, PRI>

HW«— Head Word (Bangla Word)

UW« Universal Word

ATTRIBUTE« Attribute of the HW

FLG« Language Flag

FRE« Frequency of Head Word

PRI« Priority of Head Word

The attributes describe the nature of the head
word classifying it as a grammatical, semantic or
morphological feature. So, we will be especially
concerned about representation of morphemes using
various attributes.

A. Bangla Roots

Bangla Language contains a lot of verbs. The
core part of those verbs is called roots. In another
way if we split the verbs we get two parts Roots and
Suffixes. From verbs if we remove suffixes we get
roots. For example ‘wca’ (do) is a verb. Its two parts
are: s+49; here ‘s9’ is a root and ‘@’ is a suffix.
Some other Bangla roots verbs are 5¢ , 1@, &9, g,
9, 915, I etc.

B. Bangla Primary Suffixes (g/2®r3)

We know that the core of the verb is called root
and if number of suffixes are added to roots then they
form verbs. When sound or sounds [8] are added
with roots and form nouns or adjectives then the root
words are called root verbs and the sound or sounds
are added with root verbs are called Primary
Suffixes. For example s«(Root verb)+sq(Primary
Suffix)=pe1 (Noun) and se(Root verb)+s® (Primary
Suffix)= ve®  (Adjective). Some others primary
suffixes are S, <41, Wi, &, I €tc.

C. Vowel ended and Consonant ended root

Verb roots that are ended with vowel are called
SORANTO root. For example, &1, %, =, .y, 20 etc.
And verb roots that are ended with consonant are
called BANJANTO root. For  example,
¥, 57,18, 71k, foe1. €tC.

D. Morphological Analysis of Bangla verbs
Morphological analysis is applied to identify the

actual meaning of the word by identifying suffix or

morpheme of that word. Every word is derived from
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a root word. A root word may have the different
transformations. This happens because of different
morphemes which are added with it as suffixes. So,
the meaning of the word varies for its different
transformations. For example, if we consider
‘1’ (do) as a root word then after adding "2’ we get
the word ‘%ta’[6, 8] which means a work done by
someone(first person , present tense). Similarly after
adding ‘s’, we get the word ‘F=1’. Here, this word
represents noun of the root word ‘¥%’. Therefore, by
morphological analysis we get the grammatical
attributes of the main word. Derivational morphology
is simple and a word rarely uses the derivational rule
in more than two or three steps. The first step forms
nouns or adjectives from verb roots. The next steps
form new nouns and adjectives [5]. We have
examined derivational morphology for UNL Bangla
dictionary too.

The UNL format of the word for the dictionary:

[==1{} “do(icl>do”(List of Semantic and Syntactic
Attribute)<B,0,0>;

In the following we have given morphological
analysis of a Bangla verb word. We can select the
head words as the Longest Common Lexical Unit
(LCLU) of all the possible transformations of the
word [8]. We can give the example of the Bangla
word “s1g”(means read). The corresponding UW in
basic form is “read”. The dictionary entry is: [*re] { }
“read (icl>do)”, where ‘srg’ is the head word and
(icl>do) is from the knowledge base. Some possible
transformations of ‘s/g’ in the Bangla to UNL
dictionary are given as follows [9, 10]:

/I For first person:

[*e]{ }“read (icl>do)” (ROOT, BANJANT)<B, 0, 0>
[Z{ }read(icl>do)” (ROOT, BANJANT, PRESENT
INDEF)<B, 0, 0>

[Zrefe]{ }“read (icl>do)”
PRESENT CONT)<B, 0, 0>

/I For second person:
[e{ “read (icl>do)” (ROOT, BANJANT)<B, 0, 0>

(ROOT, BANJANT,

[ces]{ }“read (icl>do)” (ROOT, BANJANT,
PRESENT CONT)<B, 0, 0>
[=<l{ }‘read (icl>do)” (ROOT, BANJANT,

FUTURE INDEF)<B, 0, 0>

/[For third person:
[#/]{ }“read (icl>do)” (ROOT, BANJANT)<B, 0, 0>

[efe]{ }“read (icl>do)” (ROOT, BANJANT,
PRESENT PERF)<B, 0, 0>
[cel{ }“read (icl>do)” (ROOT, BANJANT,

PRESENT CONT)<B, 0, 0>

Such dictionary order with root word followed by
derivations will help in any quick search to find UW
and the attributes of a Bangla word.
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IV. METHODS OF FINDING GRAMMATICAL
ATTRIBUTES FOR THE HEADWORDS FOR BANGLA
WORD DICTIONARY

Representing Universal Words (UWSs) for each of
the Bangla Head Word we need to develop
grammatical attributes that describes how the words
behave in a sentence. Grammatical Attributes (GA)
have to be developed by the rules (Enconversion and
Deconversion) and dictionary developers. They play
very important rules for writing Enconversion and
Deconversion rules because a rule uses GA in
morphological and syntactic analysis, to connect or
analyze one morpheme with another to build a
meaningful (complete) word and to examine or
define the position of a word in a sentence.

When we analyze the head words for representing
them in the word dictionary as UWs, we find all the
possible specifications of the HWs as attributes
named grammatical attributes, so that they can be
used in the dictionary for making rules. For example,
if we consider “«1” meaning eat as a HW, then we
can use attributes V(as it is verb), ROOT( as “«1” is a
verb root), SORANT( as is vowel ended). So, this
word can be represented in the dictionary as follows:

[21] {3 “eat(icl>consume>do)”(V, ROOT, SORANT)
Head Universal Word Grammatical Attributes
Word

Same way we can represent the words &= (paddy),
=tz (bird) etc. as follows:

[a=] {3 “rice(icl>grain>thing)”(N, CONCRETE)

[>nfx J{} “bird(icl>animal>animate thing)”(N, ANI,
SG, CONCRETE)

Where, N for noun, CONCRETE for any concrete
thing which is touchable, ANI for animal and SG for
singular number.

As we are the initiators of developing rules and
word dictionary for Bangla we are proposing some
grammatical attributes and their descriptions in
tablel.
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TABLE 1. SOME PROPOSED GRAMMATICAL ATTRIBUTES
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B. Primary suffix with vowel ended roots
(SORANTO):
Some SORANTO is added only with primary

suffix ‘Av’ to form nouns are shown in table 3.

TABLE 3. VOWEL ENDED ROOTS WITH PRIMARY SUFFIX

SORANTO root + Primary suffix Noun
B+ 18T
A+l M
T+ @337
AT+l 133

Grammatical Descriptions Examples (Here we cam use
Attributes Bangla Words)
ROOT Omnly for ver oot *rz (Read), #(do]) etc.
SORANT Verb roots that are ended with | & (want), mgz] etc
vowel
BANTANT Verd roots that are ended with | =r (read), = (canch) etc.
Consonant
il First person e (T), = (we) etc.
] Second Person = (you) ete.
ip Third Persen o o (He), ovsfeem (She) etc
PROT For all suffixes o, T, T AL
EFROT For the suffixes that are used affer | 7, == aic
oats to create Nouns, Adjectives
afr.
KBIVOKTI For the suffimes that are used afier | ¥, Soofe, et
Tt 10 create only verds.
ALT For any adjective w (zood), e (heauriful) etc.
N For any noun T (pad), =T mango) et
MNOUN For the suffives that are added | =metc
with roots to make nouns.
MADT For the suffives that are added [ =weir

So, the dictionary entries would be

[} “want(icl>do)” (ROOT, SORANT)<B,0,0>
[]{} “get(icl>obtain)” (ROOT, SORANT)<B,0,0>
[@]{} “give(icl>do)” (ROOT, SORANT) <B,0,0>
[an]{} “eat(icl>do)” ( ROOT, SORANT) <B,0,0>

o] {3 (PROT, KPROT, SORANT,
MNOUN)<B,0,0>

C. There are some such primary suffixes which have
two forms. One form is added with vowel ended roots
and other forms are added with consonant ended
roots. Those are given in table 4.

TABLE 4. PRIMARY SUFFIX WITH SORANTO ROOTS AND

A. Primary suffixes with consonant ended roots
(BANJANTO):
Some primary suffixes that are added with roots
(which are ended with consonant) to form nouns and
adjectives are given in table 2.

TABLE 2. CONSONANT ENDED ROOTS WITH PRIMARY SUFFIXES

BANJANTO RoOTS

BANJANTO root + Primary suffix Noun
BT+l IR
ST+ TSI
@+ [GIRRE
BT+l il
TG+l o1
PG+ FI6T

BANJANTO root + Primary suffix Noun and Adjective
P+ PG,
TG+I8 93,
BeT+91g 15
5+ 151
G5+ S
I+ FHfo
e e

The dictionary entries for the roots and their suffixes
are as follows:

[+=1{} “do (icl>do)”( ROOT, BANJANT)\

[*s]{} “read (icl>do)”( ROOT, BANJANT)

[s]{} “go (icl>do)”( ROOT, BANJANT)

[#%1{} “cut (icl>do)”( ROOT, BANJANT)
[3l{}“hang (icl>do)”( ROOT, BANJANT)

[sw]{} (PROT, KPROT, BANJANT, MADJ)
[f]{}(PROT,KPROT,BANJANT, MADJ, MNOUN)

The UNL form:

[=1{} “want(icl>do)” ( ROOT, SORANT)<B,0,0>
[=1{} “get(icl>obtain)” ( ROOT, SORANT)<B,0,0>
[@]{} “give(icl>do)” (ROOT, SORANT) <B,0,0>
[=]{}*“”(PROT,KPROT,SORANT,MNOUN)<B,0,0>
[»=]{} “read (icl>do)”’( ROOT, BANJANT)<B,0,0>
[&=11{} “go (icl>do)”’( ROOT, BANJANT)<B,0,0>
[#%]{} “cut (icl>do)”( ROOT, BANJANT)<B,0,0>
[e]{}*’(PROT,KPROT,BANJANT,MNOUN)<B,0,0>
All the Roots are added with “=r” Krit Prottoy and
form a meaningful word. For example,

FH+A=FAT

TF+A=TAT

But Some BANJANTA Roots (77,347) etc do not form
a meaningful Bangla word to add with “ar” Prottoy.
For example,

=
TS5,
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Rather @ in place of 7 and aw in place of #= is
added with “ar” Krit Prottoy and form meaningful
word. For example, Grr+sr=@r, @+ air=@re.

D. To solve this problem we divide BANJANTA Roots
into two categories. One is General BANJANTA that
is attributed as BANJNT and another is attributed
with URoots.

TABLE 5. EXAMPLES OF GENERAL BANJANTO AND UROOTS

BANJANTO root + Primary suffix Noun
FE+IA FAT
TG+ ST
TF+I &l
il ful
Al Rl
@17+ @17
QT+ QTeTT

The UNL form:

[z=]{} “do (icl>do)”( ROOT, BANJANT)<B,0,0>
[z=]{3} “lost (icl>do)”( ROOT, BANJANT)<B,0,0>
[={}(PROT, KPROT, SORANT, MNOUN)<B,0,0>
[@=]{} “swing (icl>do)”( ROOT,
BANJANT)<B,0,0>

[er]{} “open (icl>do)”( ROOT, BANJANT)<B,0,0>
[ {3 “swing(icl>do)”( ROOT, BANJNT ,URoot )
<B,0,0>

[x=1] {3 “open(icl>do)”( ROOT, BANJNT ,URoot )
<B,0,0>

We make two entries in Bangla word dictionary for
URoots. For example, 77 and @, 3 and am. In
Bangla there are some primary suffixes which added
with roots and form a new different words for
example, ss + f& = 5 fand s+ f$= 5 f8. These words
are added to word dictionary in special category.

The dictionaries would be:

[sf&]{} “speech (icl>do)’( ROOT, BANJANT,
SP)<B,0,0>
&R 3
SP)<B,0,0>

“free (icl>do)”( ROOT, BANJANT,

The suffixes =g, fs,ametc. will be in the dictionary
only with grammatical attributes. They will be added
with the roots to form verbs, nouns or adjectives
using rules. In the above examples we have classified
suffixes in the basis of adding either with SORANTO
(vowel ended) or BANJANTO (consonant ended) to
give them proper attributes so that they can be used
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to make appropriate rules enconversion and

deconversion.

V. CONCLUSION AND FUTURE WORK

In this paper we have generated grammatical
attributes of Bangla roots and Krit Prottoy for
developing Bangla Word Dictionary for Universal
Networking Language (UNL). We have presented
some method to select grammatical attribute using
morphological analysis Bangla words that can be
used to make dictionary for converting the Bangla
sentences to UNL documents and vice versa. We
have done limited work so far for Bangla words. Our
future plan is to build a Bangla language server that
will contain a complete Bangla Word Dictionary.
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Abstract—This paper presents a method for extracting
distinctive phonetic features (DPFs). The method
comprises three stages: i) acoustic feature extraction, ii)
multilayer neural network (MLN) and iii) HMM-based
classifier. At first stage, acoustic features, local features
(LFs), are extracted from input speech. On the other
stage, MLN generates a 45-dimentional DPF vector
from the LFs of 75-dimentions. Finally, these 45-
dimentional DPF vector is inserted into hidden Markov
model (HMM) based classifier to obtain phoneme
strings. From the experiments on Acoustic Society of
Japan (ASJ), it is observed that the proposed DPF
extractor provides a higher phoneme correct rate with
fewer mixture components in HMM compared to the
other methods investigated.

Index Terms-hidden Markov model;
language; phonetic feature extraction

Japanese

. INTRODUCTION

There have been many researches [1-3] for
feature extraction in speech recognition. In the
research by Kirchhoff [1], acoustic features were
mapped into the distinctive phonetic features (DPFs)
using a set of lower level multilayer neural networks
(MLNSs) of five groups, in which each MLN was
trained to extract a corresponding DPF in the group.
The DPFs output from lower level MLNs were input
to a higher level MLN which produced an acoustic
likelihood of subword units. Their work improved
the recognition accuracy of spontaneous speech as
well as speech with additive noise. Again, Jain et al.
[2] also applied a set of MLNs corresponding to each
BPF channel to extract DPFs, and then used the
DPFs in a higher level MLN as input that is similar to
[1].Though these methods provide recognition
accuracy up to a particular level, they have some
demerits: i) they require higher mixture component to
obtain higher recognition performance, ii) higher
computational cost is needed and iii) they use mel-
frequency cepstral coefficient features.

To eliminate these problems, in this paper we have
developed a method based on articulatory features
(AFs) or distinctive phonetic features (DPFs). The
method comprises three stages: i) acoustic features,

local features (LFs), extraction from an input speech,
ii) MLN to obtain DPFs from LFs and iii) HMM-
based classifier for achieving phoneme recognition
performance. This method has some advantages: (i)
it uses local features (LFs) instead of MFCCs as
input to the MLN and (ii) it provides a higher
phoneme with fewer mixture components in HMMs.
For evaluation purposes, we have investigated the
following  methods: i) MFCC+HMM, i)
MFCC+LF+HMM and iii) LF+MLN+HMM (the
proposed method).

The paper is organized as follows: Section Il
discusses the necessity of DPFs. Section 11l explains
the system configuration of the existing methods with
the proposed one. Experimental database and setup
are provided in Section IV, while experimental
results are analyzed in Section V. Finally, Section VI
draws some conclusion and some remarks on future
works.

Il. DISTINCTIVE PHONETIC FEATURES

A phoneme can easily be identified by using its
unique DPF set [4-5]. The Japanese balanced DPF set
for classifying Advanced Telecommunications
Research Institute International (ATR) phonemes
have 15 elements. These DPF values are vocalic,
high, low, intermediate between high and low <nil>,
anterior, back, intermediate between anterior and
back <nil>, coronal, plosive, affricate, continuant,
voiced, unvoiced, nasal and semi-vowel. Here,
present and absent elements of the AFs are indicated
by “+” and *“-” signs, respectively. Table | shows the
Japanese balanced DPF-set for classifying ATR
phonemes.
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TABLE |

JAPANESE BALANCED DPF-SET FOR CLASSIFYING ATR PHONEMES

DPFs a i u e o N w y j myky dy by gy ny hy ry py p t k ts ch b d g z m n s sh h f r
vocalic + + + + £ - - - - - - - - - - - - - - - - - - - = - = = - = = = = -
high Eoo4 Eoo4 Eoo4 ¢ ¢ ¢
low + - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - + - -
nil - - - 4+ + 4+ - - - - - - - - - - - — 4 4+ - 4+ - 4+ + - + + + 4+ - - - +
anterior - - - - - - - - 4+ + - 4+ + - 4+ -+ 4+ o+ o+ -+ o+ o+ o+ -+ o+ o+ o+ o+ -+ o+
back + - + - 4+ - + - - - - - - - - - - - - - 4+ - - - - 4 - - - - - - - =
nil - 4+ - + - 4+ - 4+ - - 4+ - - 4+ - + - - - - - - - - - - - - - - - 4+ - -
coronal - - - - - - - - 4+ - - 4+ - - 4+ -+ - -+ =+ o+ -+ -+ -+ o+ o+ ==+
plosive - - - - - - - - - - 4 4+ 4+ 4+ - - - 4+ + + + - - & + + - - - - = = = =
affricative +
continuant S S S S S S S S e S e S S S S
voiced + + + + + + + + + + - + + + + - + - - - - - - + + + + + + - - - - +
unvoiced + + +
nasal - - - - - + - - - 4+ - - - - 4 - - - - - - - - - - - - 4+ 4+ - - - - =
semi-vowel - - - - - - 4+ + - 4+ 4+ + + + 4+ + + 4+ - - - - - - - - - - - - = - = +

I1l. PHONEME RECOGNITION METHODS

A. The Existing Methods

1) MFCC- based Method: Conventional approach
of ASR systems uses MFCC of 38 dimensions (12-
MFCC, 12-AMFCC, 12-AAMFCC, P and AP, where
P stands for raw energy of the input speech signal) as
feature vector to be fed into a HMM-based classifier
and the system diagram is shown in Fig. 1.
Parameters (mean and diagonal covariance of hidden
Markov model of each phoneme) are estimated, from
MFCC training data, using Baum-Welch algorithm.
For different mixture components, training data are
clustered using the K-mean algorithm. During
recognition phase, a most likely phoneme sequence
for an input utterance is obtained using the Forward.

12 MECC
12 AMFCC
12 AAMFCC
P
AP

Input Speech Signal

UOUIBNNG] UNJE | SN0

£ ¥
Phone lexicon '

Figure 1.MFCC-based system.

2) MFCC- LF based Method: At an acoustic
feature extraction stage, firstly, input speech is
converted into 25 dimensional local features (LFs)
that represent variations in spectrum along time and
frequency axes [6]. These 25 dimensional LFs are
combined with MFCC of 38 dimensions (12-MFCC,
12-AMFCC, 12-AAMFCC, P and AP, where P stands
for raw energy of the input speech signal) to obtain a
63-dimensional feature vector. This feature vector is
inserted into an HMM-based classifier to obtain
phoneme recognition performance.

B. Proposed Method

Twenty five dimensional LFs vector extracted
through the procedure mentioned in section 111.A(2)
are then entered into an MLN with four layers,
including two hidden layers, after combining a
current frame x; with the other two frames that are
three-points before and after the current frame(x.s,
Xu3). The MLN has 45 output units (15x3)
corresponding to a set of context-dependent DPF
vector, which consists of three DPF vectors (a
preceding context DPF, a current DPF, and a
following context DPF) with 15 dimensions each.
The two hidden layers consist of 256 and 96 units
from the input layer. Fifteen DPF elements of
Japanese balanced DPF set are used. The MLN is
trained by using the standard back-propagation
algorithm to output a value one for the corresponding
DPF elements with an input phoneme and its
adjacent phonemes. This method has several
advantages: it provides (a) robust features in different
acoustic environments and (b) higher WCR with
fewer mixture components in the HMMs. On the
other hand, this method still occupies some demerits:
it shows some misclassification caused by co-
articulation at phoneme boundaries; it cannot solve
co-articulation problems because a single MLN has
an inability to represent context information.

< Local feature exraction >

It Spesech Signal

0
g
B
E
T

I
=
¥
o
@
in
@
a

SHOMIDN [BINap Jakeniny

Figure 2.Proposed System.
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IV. EXPERIMENTS

A. Speech Database
Following two clean data sets are used in our
experiments.

D1) Training data set: A subset of the Acoustic
Society of Japan (ASJ) Continuous Speech Database
[7] comprising 4513 sentences uttered by 30 different
male speakers (16 kHz, 16 bit) is used.

D2) Test data set: This test data set comprises
2379 Japanese (JNAS) [8] sentences uttered by 16
different male speakers (16 kHz, 16 bit).

B. Experimental Setup

The frame length and frame rate are set to 25 ms
and 10 ms, respectively, to obtain acoustic features,
MFCCs and LFs, from an input speech.LFs are a 25-
dimensional vector consisting of 12 delta coefficients
along time axis, 12 delta coefficients along frequency
axis, and delta coefficient of log power of a raw
speech signal. On the other hand, MFCCs comprises
38 dimensions (12MFCC, 12AMFCC, 12AAMFCC,
P and AP, where P is the power of raw speech
signal).

To measure phoneme error rate (PER), D2 data
set are evaluated using an HMM-based classifier.
The D1 data set is used to design 37 Japanese
monophone HMMs with five states, three loops, and
left-to-right models. Input features for the classifier
are MFCCs of 38 dimensions, MFCC-LF of 63
dimensions and DPFs of 45 dimensions. In the
HMMs, the output probabilities are represented in the
form of Gaussian mixtures, and diagonal matrices are
used. The mixture components are set to 1, 2, 4 and
8. In our experiments of the MLNSs, the non-linear
function is a sigmoid from 0 to 1(1/ (1+exp (-x))) for
the hidden and output layers.

To obtain PER, we have investigated the
following DPF based methods.
i) MFCC+HMM
ii) MFCC+LF+HMM
iii) LF+MLN+HMM

V. EXPERIMENTAL RESULTS AND DISCUSSION

This DPF-based method (i) gives robust features
to different acoustic environments with fewer
mixture components in HMMs, and (ii) it improves
the margin between acoustic likelihoods. Figs. 3(a)
and 3(b) show the phoneme distances of five
Japanese vowels in an utterance /ioi/ that are
calculated with a mel-frequency cepstral coefficient
(MFCC)-based ASR system and a DPF-based
system, respectively. In both the systems, each
distance is measured using the Mahalanobis distance
between a given input vector and the corresponding
vowel set of mean and covariance in a single-state
model. The input sequence in the figures,
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Figure 3.Phoneme classification for a) MFCC- based system

and b) DPF-based method system.
fil . fillol..lolli]..[il, exhibits phoneme for each frame
and has total 20 frames in which first three frames,
middle 13 frames, and last four frames are phonemes
fil, lo/, and /i/, respectively. The MFCC-based system
(Fig.3(a)) shows seven misclassification of phonemes
(/u/ output for /i/ input) for frames 4, 5, 13, 14, 15,
16, and 17, while two misclassification (/o/ and /u/
output for /i/ input) for frames 17 and 18 are
exhibited by the DPF-based system (Fig. 3(b)).
Therefore, the DPF-based system outputs few
misclassifications.

29 +— OMFCC

OMFCC+LF

Pheneme Error Rate (%)

26 1| WLF+MLN (Proposed
T i_H_I—ﬂ—l:
20 T T T

1 2 3 4

Number of Mixture Component(s)

Figure 4.Phoneme error rate for investigated methods.

Fig. 4 shows PER for different investigated
methods. From the figure, it is observed that the
proposed system provides lower PER for all the
mixture components investigated except 8. For an
example, at mixture component 2, 23.94% PER is
obtained by the proposed method while
corresponding values for the methods based on
MFCCs and MFCC+LF are 27.6% and 27.47%
respectively.
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TABLE II. COMPARISON OF TIME COMPLEXITY BETWEEN
MFCC+LF+HMM AND PROPOSED METHODS

MFCC+LF+HMM Proposed
PCR=76.43 4 Mix -
PCR=76.06 - 2 Mix
Required 20 k 10k
Multiplication

Table 1l is given to indicate the computation time
more specifically with the methods based on
MFCC+LF+HMM and the proposed one. We have
measured the HMM time required by
MFCC+LF+HMM and the proposed method using
the formula mS?T where m, S and T indicates
number of mixture components, states and
observation sequences respectively. For
MFCC+LF+HMM, the required time is 4x5°x200
(=20K), while the corresponding time for the
proposed method is 2x5°x200 (=10K) assuming
number of observation sequence is 200 frames.
Therefore, our proposed method is faster than the
method based on MFCC+LF+HMM.

VI. CONCLUSION

This paper has presented a method for extracting
DPFs and then evaluated phoneme recognition
performance using the extracted features. Findings of
the method are given below:
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(@) At lower mixture components the proposed
method provides better result than the other
methods investigated.

(b) The proposed method requires less
computation time for fewer mixture
components.

In near future, the authors would like to evaluate
Bengali articulatory feature extraction using the
method proposed in this paper.
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Abstract—The research aims to build a technology
system that improves service and operation for a zoo
using RFID application. A problem investigation has
been conducted with a case study at Chiang Mai Zoo,
Thailand to propose and develop a prototype solution
to overcome some practical issues. The proposed
framework utilises RFID technology to store data and
deal with other information technologies, there are two
major subsystems: e-Ticket system and mobile
tracking system. An implementation of the proposed
system should provide significant benefits to the zoo as
well as other similar businesses.

Index Terms- Chiang Mai zoo; RFID applications;
RFID Technology; Thailand zoo

|.INTRODUCTION

Chiang Mai is one of Thailand most popular
tourist destinations, located in the North of Thailand.
For years ithas been the tourist hub of the north
having more than 5 million people visiting per
year, bringing in around THB 38 million in revenue
[1]. Chiang Mai is surrounded by a variety of famous
tourist attractions including Chiang Mai Zoo, which
is the first and only zoo in the North of Thailand,
established in 1974 C.E. by My Young, an
Americanmissionary, and latercontrolled by the
Zoological Park Organization in 1977 [2]. Chiang
Mai Zoo is a popular eco-tourism and wild life
learning attraction for all kinds of tourists, ranking
top three most visited tourist attractions in Chiang
Mai Thailand [1].

In order to maximise the zoo’s assets, increase the
number of tourists and customer satisfaction, an
investigated into emerging Radio Frequency
Identification (RFID) technology, which is an
identification technology using radio waves to
identify objects, has been undertaken. RFID has
normally been used in manufacturing, logistic
andsupply chainmanagement domain. Recognition
and acknowledgement of the significant potential of
using RFID in other areas inspired this investigation
into employing this technology in thetourism sector
in particular at Chiang Mai Zoo. RFID can be used
to improve the zoo’s management, quality of
services and customer satisfaction. Investigation has
been carried out on the zoo’s current systems and
services. Observations were made to assess whether
RFID technology could enhance the existing
framework and the problem justification is outlined in

Section Il. The paper is structured as follows:
Section 111 provides a review of RFID technology
and Section 1V explains a proposed framework.
In Section V there is a discussion of the system
architecture. Section VI projects the benefits of
implementation and finally Section VII provides the
conclusions.

Il. PROCEDURE FOR PAPER SUBMISSION

Problem investigations were studied by reviews
andobservation at the zoo. From the current system,
thefollowing challenges were identified that could
be improved by using RFID technology.

A. Handling a large management system

Chiang Mai zoo is one of the largest zoos in
Thailand with an area of more than 200 acres.
Because of its large size, it is difficult for staffs to
deliver the highest quality services, for example
some of the tourists might encounter problems
involving searching and locating different locations
e.g. Panda’s enclosures, toilets, snack shops, in the
z0oo etc. The zoo accommodates more than 8,000
animals in which different species require different
type of foods and habitats. Veterinarians and zoo
staffs have challenges in remembering and
identification of factual information for individual
animals e.g. on specific illness and treatment, dietary,
etc., as currently there are no online devices available
to support staff. Recently due to the arrival of a new
baby giant panda as there is one ofa few pandas born
outside China, the zoo has received more attention
from both locals and overseas tourists. The increase
in the number of visitors have given further
recognition to the case for a new management system
being introduced in order to maintain visitors’
satisfactions and best care for the animals.

B. Improve Manual operation

Most of the zoo operations are done manually
including key operations such as selling and
checking tickets. For example, at the entrance, a
staff member will check the visitor’s ticket. This is
prone to human error as the staff visually inspects
the ticket. Also, from the observation, only one
staff member is allocated to this job which causes
a bottle neck during rush hours. As the labour
intensive process slow the flow of the overall
process and is unproductive and inefficient. The
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safety and security of such a process is low as there
is no system to keep process and it is possible that
unauthorized people could enter the zoo without valid
tickets.

C. Improve guiding aids

The zoo is not just a place to visit for recreation,
and many tourists may come with an expectation of
also gaining some knowledge related to zoology
and ecology. Observations indicated that the
current services could be improved, for instance
many current animal explanatory boards are not
effective enough i.e. some are made fromflimsy
materials (Figure 1) and some do not provide
information in other languages for foreign tourists.

Figure 1.Ineffective animal information label.

In this research, RFID could be used to improve
efficiency at the zoo or at least to overcome the
issues mentioned previously. RFID e-ticket
would be proposed to tackle the
inefficiency problem of paper tickets and
associated manual checking operations would offer
a safe and secure system as money-related tasks
are completed electronically over an automated
machine system. The e-ticket would allow visitor
information such as adults and/or children,
nationality, etc. to be created automatically and
used to create tailored services for improved
visitors’ experience. For example, the animal
information could be displayed in different
languages according to visitors’ nationalities to
support moretourist groups. Tourists can also
use the e-Tickets for locating themselves within
the zoo i.e. e-Ticket will display a map and
surrounding locations when it is ‘present’at the
informationpoint (RFID reader and linked
network) at the animal enclosures. Also
converting a manual system to a digital system as
proposed would allow analysis to provide executive
information, statistics and reports to answer ‘what
if’ scenarios such as which service generates the
most profit, which customer type visits the most
etc. This information could be used to improve
future systems and services.
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I1l. RFID TECHNOLOGY

A. Explanation of RFID Technology

Radio Frequency Identification (RFID) is a
contact less data identification system using radio
frequencies as a carrier andcanreplace barcode
technology. The technology allows asmall radio
device attached to an item to carry an identification
of that item [3]. At least 3 components are required to
integrate the system; that is, the reader, tag and
middleware respectively [4]. The RFID concept is
shown in Figure 2 and a brief explanation of each
unit is given asfollows:-

Tag is an electronic chip containing storage
memory and it communicates with a reader via an
antenna. Tags are roughly divided into 3 types
according to the source of power: activetag, passive
tag, and semi-active tag. An active tag is a tag that
supplies power to itself by using an onboard battery,
a passive tag is supplied with power by a reader,
while a semi-active is a hybrid of active and passive.
A tag also has on-board power supply for its
operation, but for transmitting its data, a semi-active
tag uses emitted power from reader like passive tag
[5]. The tag can be classified into several types based
on its radiofrequency usage, for example
LowFrequency (LF), HighFrequency (HF), and Ultra
High Frequency (UHF).

Figure 2. Component of RFID system

Reader or receiver is an RFID device that sends
instructions to the tag, and it normally operates with
a computer device. Although its primary operation,
as its name suggests, is reading the tag, a write
operation is possible on some types of tags and there
are several types of readers. For example, a
stationary reader can be used for desktop computers,
while a handheld reader is used for mobile computers
such as PDAs.

Middleware or reader interface layer is a unit that
controls the reading process and handles the acquired
databeforesending it to the backend database system
such as SQL, MySQL, Oracle, Postgres, or a similar
database for a specific vendor system.
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B. RFID in non-logistic applications

RFID is an alternative technology which is being
used in several applications to replace traditional
barcodes systems. Primarily RFID is used in logistics
operation and this paper outlines a novel application
of this technology to a zoo operation. In medical
application, Nicholls and Young [6] proposed an
ebed system to improve in-patient management
which can identify bed vacancies in real time; it can
also contribute a key identification role to support
‘life-or-death’ operations in health care. Jiang et al
[7] proposed an RFID solution for blood transfusion
services in hospitals to prevent misusing of donated
blood by medical staff. In livestock, RFID is applied
to track the movement of animals without
interrupting normal activities [8]. In military’s
operations, RFID tag can be attached to all weapons
and equipments, so that at any time during a given
mission, the exact equipment that each individual
soldier holds can be known, so a unit leader of the
troop can properly assign tasks to specific soldiers. In
education, RFID technology can play a role as one of
the key components in building the ubiquitous
learning environments for school students by
verifying current location and environment of a
learner.

C. Emerging RFID Technology in Thailand

A 2005 survey found that the RFID market in
Thailand was valued THB 857 m (Tag: 38%,
Reader: 32%, System: 23%, and Software: 7%)
[9]. Anecdotal evidence shows RFID technology
has been adopted in several areas, for instance, in
the airline industry where the international airport in
Bangkok uses RFID tag technology to keep a
record of all air freight (including internal
luggage logistics) passing through its cargo
terminals [10]. With this growing trend, its value
is expected to reach $32 m in 2010 [11].

IV.PROPOSED FRAMEWORK

RFID technology applications other than logistics
can drive improvements in efficiency for example at
a zoo operation. The proposed system is composed
of two platforms of application as depicted in
Figure 3. An E-ticket is the core system and mobile
tracking is a complementary system having potential
to improve animal care and improve tourist
satisfaction. Each system is described as follows:-
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RFID for Zoo Application
[
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Pocket PC

e-Ticket system Applications
Zoo Staff Tourist

Exhibition

Animal care
assisted devices

management

Figure 3. Conceptual framework of the two platform system

An E-ticket system is proposed to substitute the
existing conventional paper based ticket system. An
e- ticket is technically a RFID tag which acts as a
pre-paid cash card. A credit amount is set to the
card by a Write operation once a tourist buys a
ticket. The card can also be used to attend special
events or buy additional services in a zoo. The
cardholder is required to operate a Read operation
with a machine (RFID reader) at service points. The
new system will not only improve the efficiency of
ticket validation, but it will also improve tourist
satisfaction when travelling though the zoo. With
only one ticket, they can pursue any services provided
in the zoo, accurately locate their current position at
an animal enclosure (this helps to prevent tourists
from getting lost) and use the new interactive system
to provide a more enjoyable and informative
experience. Figure 4 shows a scenario of the
proposed system.

Figure 4.e-Ticket system

The flow of the proposed new system is shown in
Figure 5. When tourists arrive at the zoo, they
have to buy their electronic ticket and charge a
credit for entrance. At the gate, they have to present
their ticket to the system for verification. When they
are in the zoo, tourists can use the card to access any
service provided by the zoo. For particular services
a charge may be required, and the system will
deduct credit from the ticket. If the credit on the card
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is too low the tourist can recharge the credit at a
kiosk in the zoo. Finally, on leaving the tourist has
to return their card to the ticket office, and then the
card can be reused by a new visitor.

Buy E-lectronic Ticket

i

Present tag to the
system

No

ystem validate’
E-ticket at gate,

Yes i

Present Card to a system
> for additional tourist
services

Charge is
required
Yes

+ Contact zoo staff

Recharge credit

Figure 5. Flowchart of the proposed system

As well as re-engineering the core system using
electronic ticket as outlined,mobile RFID system can
also be developed for both zoo staff and tourist in the
exhibition area. In the proposed system, animal carers
will have a device which is Pocket PC associated with
RFID mabile reader to help them give improved care
to the animals. As each animal behaves differently and
has different food requirements, when the device is
presented to tag at an animal enclosure it will help by
delivering feeding and other relevant information. The
RFID mobile device can be used another way by
tourist in an exhibition hall, where it can be used for
listening to information.

V. SYSTEM ARCHITECTURE

The system operates by an integration of 4
technologies as shown in a Figure 6. There are:
RFID, Software application, Database, and Local
Area Network (LAN). Users interact with an RFID
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system using software applications which involve
retrieval and storage of data with a database with
communication among each component supported by
the LAN. Functions of each component are described
in Figure 6 and as follows:

RFID

Software Apps

Zr>r

Database

Figure 6. System architecture

1) RFID

RFID technology is a key driver of this system.
Low Frequency (LF) systems are specifically
selected due to the nature of the applications requires
a close range identification, i.e. if a long range
identification system such as Ultra-High Frequency
(UHF) is used, auditing cannot be individually made
for ticket inspection at the gate. Also, LF is the most
robust for working in a ‘rough’ environment that
includes human bodies and animal-enclosures, in
which humidity are typically founded [4]. The
proposed interrogation process requires Reader and
Tag. The system requires user participation and there
are 2 scenarios. First, the e-ticket system requires
uses to carry tags with them to use with a reader
installed in the zoo, and secondly, a Pocket PC
application that requires users to carry a reader to use
with an attached tag.

2) Database

Since the RFID tags have limited memory and in
order to promote a flexibility of data processing,
most of data in the system are stored in the relational
database to support decision-making. It is proposed
that data i.e. animal information; tourist
informationand transactional data are stored centrally
which also allows holistic decisions to be made.

3) Local Area Network

The LAN system will allow client-server
information service and the network infrastructure
will allow all zoo users, i.e. tourists, zoo staff,
decision makers, to access the database in a real time.
For example, when a tourist retrieves information at
an enclosure, notification will be sent instantaneously
to update visiting statistics in a database, thus at any
point in time, staffs or decision- makers will be able
to retrieve current information.

4) Software Application

As previously mentioned in Section I1lI.A),
middleware is required for controlling RFID
operations, as well as communicating with the user.
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Software applications are developed for working
associatively with RFID reader for both Pocket PC
and PC platforms. Features of the system will be
discussed in Section VII.

VI. PROTOTYPE IMPLEMENTATION

Software was developed to integrate with RFID
systems to verify the proposed concepts. As
mentioned the system is composed of two major
subsystems running on different platforms. These are
the core systems i.e. the electronic ticket (e-ticket)
system (Figure 7) and mobile tracking system.

Conventional paper tickets are changed to RFID
tickets with automatic checking systems (made from
Low Frequency Tag). Tourist status together with
amount of credit is programmed at a ticket office;
tourists can specify their initial credit amount, and
they can top-up with more credit later using kiosks in
the zoo. With an e-ticket having sufficient credit,
tourists can use various services in the zoo e.g. a tram
service; in the zoo by simply applying this card to an
automatic vending machine (RFID reader) at a
service point. Also, tourists will benefit from
enjoying a new experience of zoo visit when they
can have a more interactive system that can be used
easily e.g. pre- programming tourist status will
enable the system to know the users, hence
appropriatelanguage and style of conversation
can be delivered. For example if the RFID indicates
astatus of overseas visitor the system will
communicate with that tourist in their native
language e.g. English. E-ticket systems are operated
by the following application:-

o
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° |
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Figure 7. E ticket and its reader

1) Ticket vending

Electronic tickets are sold by zoo staff at a
ticket office. Tourists can initially buy any amount
of credit that reaches a minimum entrance price.
Zoo staff operate this system by recording a
requested credit from tourist into an e-ticket
(RFID tag), also Tourist ID is recorded to indicate
tourist status (children and/or adult, overseas visitor
or Thai) as shown in Figure 8. Data is also
replicated to the zoo’s database system for data
analysis purposes.

2) Ticket Verification

Before the tourist enters the zoo, the system
will check whether the e-ticket is valid or not.
Tourists must have their tickets approved by the
system. If the ticket is valid, the system will
display a welcome message and sound and open the
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gate. If not, notification will be prompted to ask a
tourist to contact a member of the zoo staff.

Figure 8. User interface of ticket vending system

3) Instruction guide

Zoo attendance is available to anyone, and the
new framework encourages visitors to interact with
the system. In struction guides are provided to
help tourists using the system in their own language.

4) Information service

During a visit, tourists can use their tickets for
viewing information and using services that are
operated by the RFID system. At an animal’s
enclosure a tourist may present their card to an
RFID reader to listen to information about that
animal. Stored Tourist ID will direct what
language the information should be delivered.
Tourists may use their ticketto buy other services ina
zoo or to buy a ticket for special events available in
the zoo e.g. animal show and internal tram service.
The E-Ticket can be used to locate the visitor’s
position and surrounding when it is used at a service
points (as shown in Figure 9). Any service that tourist
participate in will be recorded in the zoo’s database.

- . aph fur So¢
N =
N/ Henl office
N/ Hoad !
View whole of zoo map back @

Figure 9. Map information service

5) Zoo data analysis

Transactional data gathered by the system will be
sent to the central database where the zoo’s data
analysis application can retrieve information and
allow authorised zoo staff to view the data (as shown
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in Figure 10). Visitor statistics from the system
enable planners to making strategic decisions;
forinstance ‘what-if’ query i.e. which month of the
year has the most visitors, which animal is the
most popular, or the home country of the greatest
number of tourists and their nationality etc. This
information would be beneficial in enabling complex
data analysis technique, like data mining to
bedeveloped for future work.

Ticket
vending

Y

Ticket
verification

v

Instruction
guide

L]

Information
Service

Data Anaysis

Figure 10. e-Ticket system component

The second application in this framework is a
mobile tracking. Unlike an e-ticket system that
operates by a tourist carrying an RFID tag which
interact with installed readers in the zoo. Tourists
who use this application have to carry a Pocket PC
with on-board RFID Reader to apply with the
installed tag in the zoo. The advantage of this system
is that a tourist will have more flexibility in accessing
information i.e. equipment is independent from
other tourists and since a device is handheld, the
system can provide more interactivitywith the user.
However, this system may not be practical if they
are given to every tourist at the zoogate. This system
is proposed to complement the core system; it could be
issued to a tourist in a small area, such as the
exhibition hall as the return of devicescan be more
strictly controlled. The intention of developing this
part of the prototype i.e. the mobile tracking system,
is to help veterinarian or zoo staff to record and
retrieve treatment information for quality animal
welfare. An example interface of the mobile tracking
system is shown in Figure 11.

Figure 11. Mobile tracking systems
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VII. BENEFIT

Implementing the proposed system should
contribute to a number of efficiencies and benefits to
the zoo as follows:-

1) Improvement to fee collection

Inefficiency from manual ticket inspection would
be removed. Using human beings to inspect an
entrance ticket at the doorway is a tedious job for zoo
staff, also during a peak times, it might be difficult to
detect a person who tries not to pay because of
crowded conditions. With the e-ticket system,
tourists are required to approve their ticket to the
system. This would make an inspection more robust,
and would make collection of fees from tourists
more effective.

2) Tourist satisfaction

The new system will help improve tourist
satisfaction by introducing a new service which will
assist tourists in learning about the animals’
environment.  Tourists can also use information
services by interacting with the system in their
own language, and to confirm their location within
the zoo. These new features would help the zoo to
extend their niche markets in attracting visitors who
do not speak Thai.

3) Asset protection

Animals are the most valuable asset of a zoo. The
new system would help staff take care of the animals
more effectively. With hundreds of animal species
that behave and live totally differently, people who
care for them must try andremember every individual
treatment e.g. food and vaccine requirements. This
proposed technology would provide comprehensive
information that would avoid risks of mistakes and
errors (particularly when new staffs are recruited).
The new system will help reduce that risk by
providing behavioral information and feeding
instructions that can be retrieved by the handheld
reader.

4) Reduce paper used

The current system uses a printed paper ticket
which does not create any value and is wasted when
tourists enter the zoo. The e-ticket system will allow
tickets to be reused by other tourists and/or used as a
loyalty card for frequent visitors to the zoo.

VIIl. CONCLUSIONS

This research discusses the deployment of RFID
technology for a zoo operation. A prototype
systemis developed for acase study at Chiang Mai
Zoo, Thailand. The core system ofthe proposed
framework is an e-ticket system where a Low
Frequency Tag as an e-ticket to replace a
conventional paper ticket. This new system could
improve the efficiency of zoo management,
especially for ticket checking, as well as introducing
tourists to a new experience. Another application is a
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mobile tracking system operated by RFID mobile
reader and a Pocket PC. The portability features of
this system will offer more special flexibility of
object tracking; however it may not be applicable
within a real-life scenario if the devices were to be
given to all tourists. It is proposed to use this
system for animal caretaking and it might also be
suitable for loan to tourists in an exhibition area.
This proposed framework should provide both
efficiency gains and improved tourist satisfaction at
the zoo and it could also apply to similar systems such
as fun parks, museums or hospitality services.
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Abstract - The emergence of Radio Frequency
Identification (RFID) technology and mobile RFID
equipment systems offers the opportunity to provide
real time information which can be used in inventory
and tracking systems. The paper presents some case
study applications for using this technology in the
hospitality industry utilizing RFID and mobile
technology as a solution in asset management and wine
cellar management. The system uses low cost passive
tags (costing a few cents) to provide information in real
time using a TCP/IP protocol which is internet
compatible and can be viewed anywhere in the
organization worldwide to provide more effective
management control. The use of RFID technology
provides both operational visibility and authenticity
which is vital in the wine industry.

Index Terms- hospitality industry; mobile technology;
RFID technology; RFID utilization; wine cellar
management

I. INTRODUCTION

The hospitality industry globally faces a number
of challenges such as the search for cost reduction
solutions whilst maintaining quality and profitability
(Luo, et al., 2009). Customer acquisition, growth, and
retention of loyal clients and provisioning of
customized services are but a few of the challenges
of the industry. This level of service provision is
dependent on captured data and its transformation
into business intelligence to bring about the needed
level of service quality. Though a high proportion of
service providers in the hospitality industry use some
form of electronic records, the data capture effort
relies on manual inputs into the computer system.
Though this method is prone to error, inventory
inaccuracies, and may be time consuming, these
issues can be resolved by adopting non-interference
automatic identification and data capturing using
emerging RFID technology (Michahelles, et al.
2009). In such occurrences, having real time
operational  visibility  would be  valuable.
Contributions on the impact and potentials of RFID
have been shared by Kambil and Brooks (2002) and
Tellkamp (2006).

Integrating RFID technology provides a source of
dynamic data with a higher level of accuracy and
time reduction compared to manual processes. The
timely use of dynamically generated information is a
key element capable of bridging the gap of
operational visibility, enabling integration and the
control of business functions in a timely manner (
Sarac and Aysegul, 2008), (Mahadevan & Barker
2005b).

To achieve a competitive advantage in the
hospitality industry, there are three essential aspects:
the gathering of data, the management of data, and
the utilization of the generated information.
(Mahadevan & Barker 2005a). These three key data
aspects provide an opportunity for innovative
techniques such as emerging RFID and mobile
technology.

The integration of RFID solutions into existing
systems or new applications is more complex than
widely imagined and requires  appropriate
specification and customisation to facilitate
appropriate implementation. A number of physical
issues are involved, such as antenna configuration,
radio wave absorption, and optimal antenna
positioning which need to be addressed to facilitate
alignment with business applications (Atkins, Yu
2010). Currently there are no packaged software
solutions for RFID implementation since the process
model may differ for every organization and
therefore require low level software development to
handle the data communication from readers with
enterprise systems (Asif, & Mandviwalla 2005).

The requirements for technical advice at the
feasibility and implementation stages are crucial to
the success of the application. This technology would
provide useful applications to the management of
high value wine cellars in terms of tracking,
monitoring and inventory, with downstream impact
on labour cost savings and promotional campaigns.
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Il. APPLICATION FEATURES OF RFID SYSTEM

A. Equipment Specification

The components of such a system basically
comprise an RFID reader-writer, RFID tags and a
scanning antenna. The tags can be conceptualized as
mini databases that can be written to and as such
accumulate information. Unlike their barcode
counterpart they do not need line of sight, therefore
enabling the identification of, for example, a box of
wine by scanning it within limits. In its application it
can be attached to products for the purposes of
identification and tracking (Bravo, 2008; Sarac, et al,
2008).

The two main classifications of the tags are
passive and active tags. A passive tag’s transmission
power or energy source is derived from the reader
device. The derived energy emanates from the
electromagnetic (EM) waves emitted by the RFID
reader device. An active tag uses some form of
energy source to power the circuitry and antenna
either partially or fully. Energy sources may vary
depending on the application type, as some may be
replaceable or even directly connected to an external
power source. These have the capability of
transmitting data at scheduled times or at predefined
locations unlike passive tags which send data only
when they are in read range of a reader. Currently,
advances in RFID are enabling reading distances of
up to 85 meters (ActiveWave Inc., 2009).

B. Reader classification and selection

It should be emphasized that RFID solution
implementation is not an out-of-the-box endeavour.
This involves careful site planning and survey and
appropriate equipment selection. RFID tag readers
come in various forms, their usage determined by
the application environment. These readers fall into
two basic categories, fixed readers and mobile
readers, for on-the-spot reading of specific tags.
Static RFID readers as shown in Figures 1a and 1b
are suitable for applications where the object under
observation is static or in motion relative to the
reader. Inventory and security of dispatched goods or
delivery of goods from a warehouse is a typical
example of where a fixed reader could be used.
Current advancements in reader technology enable a
combination of readers and network appliances for
running RFID applications.

a. b.
Figure 1. a) Intermec Reader (Intermec) b) Motorola Mobile
Reader (Motorola)
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Another aspect of data capture that gives
flexibility to a fixed system is mobile data capture. A
Mobile RFID reader shown in Figure 1b reduces the
records’ visibility gap when an inventory is on the
move. It facilitates the deployment of RFID read
points at virtually every key junction of movement.

I1l. ARCHITECTURE OF THE RFID SOLUTION

Inventory operations are a key accounting activity
in retail, including the hospitality industry (hotels and
restaurants). This is commonly performed a number
of times a year, normally after a store has ceased
trading for the day; however for all-day trading
institutions, trading must be interrupted for a period
of time (Hajo, 2003). The results of the inventory
provide information on the financial status and
condition of the business. Since inventory levels are
estimated in the financial statements of months when
there has not been an "actual” inventory, less
frequent inventory taking may result in long periods
of inaccurate information. Figure 2 illustrates the
traditional workflow in an inventory system. Here,
operational bottlenecks associated with physical
counting such as errors of omission, duplications, the
financial costs of non-trading due to stocktaking
activities etc. can be recognised.

= B =

— S

Reparting & Application Management Interface

Figure 2. Architecture supporting Wine Cellar System

In the concept overview in Figure 2, the
application presents the Front Desk Assistant with a
real time view, for the simple reason that they are the
first point of call for enquiries and order placement.
Other users, e.g. Application Support Personnel,
manage stock levels and provide direct product
locations in real time, reducing search and location
times to service customer needs. The application as
shown in Figure 2 employs a client server
architecture with: low cost EPC Gen Il tags attached
to high value wine products, an Alien ALR 9800
reader, and a wireless router to take advantage of the
existing corporate wireless network (Benyo, et al.
2009), as a cost saving incentive. The host computer
was utilized as a system configuration point for the
RFID readers which periodically communicate data
back to the reader. The Alien tags are pre-
programmed with customized identification numbers,
for example BCD2000 566 6898, to facilitate easy
identification. The setup places a pair of RFID
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antennae in a wine cellar enclosure in which the
interrogators (readers) are deployed in an RFID
system. The interrogated data is communicated
wirelessly over the existing wireless system to the
host application computer. Workers read and write
data to the tags and attach them to each wine bottle.

However, this practice of tagging wine bottles in-
house will become less popular in the near future as
tagging from source is gaining in interest,
particularly from French and Italianwineries. This
initiative also is supported by RFID tag research and
the production of innovative tags suitable for wine
bottle tagging. The positive side of the workflow is
that, most of the bottlenecks associated with
traditional inventory system are eliminated.

IV. WINE CELLAR STORAGE CONCEPTS

A. Wine Cellar Systems

Figure 3 illustrates the two main concepts of wine
storage systems within the scope of this discussion:
passive and active. The Traditional Natural Cave and
Victorian property wine cellars are classed as
passive. Passive cellars refers to natural cave
environments e.g. deep natural caves, whilst the
active are man-made cellars which make use of
insulation, monitoring and cooling systems, artificial
humidifiers and seals.

Figure 3. Wine Cellar types and concepts compiled by author
(Magaux), (Wine Storage Solutions)

B. Economic value of some vintage wine cellars

The results of a market survey conducted by
Sotheby in 2008 show the value of some of the most
expensive corporate and privately-owned wine
cellars in the hospitality industry (Sotheby, 2008).
The prices of these wines are affected by their
verifiable provenance and excellence of condition.
Table | shows the estimated sale value of some
privately-owned wine cellars. Having a product of
verifiable provenance provides some competitive
advantage in this industry.

TABLE |. SALE VALUEOF WINE CELLARSCOMPILED BY AUTHOR

(FSN, 2008)

Cellar Owners Qty Est. value Vintages
Thomas Ryder 5477 £0.875m Romanee
Warren Stephens 4765 £2.4m Bordeausx,

Burgundy
Magnificent 4400 £1.0m Bordeaux
Bordeaux
Cellar of Siriola 27000 N/A 1850 labels

Wine cellars are built with the prime purpose of
ensuring the availability of products to meet demand,
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and furthermore to preserve the storage conditions
and quality of these wines. Secondly, the available
list of wines conveys a corporate image and its
commitment to quality and care, whilst unsold stock
represents economic assets and long term investment.

V. RFID TECHNOLOGY IN WINE CELLAR
MANAGEMENT

A. Wine Cellar management — Case Study

A case study is based on a 30-room hotel
specializing in food and wine. This establishment
also engages in auctioning some of its expensive
vintage brands worth millions of pounds.

The hotel holds nearly 24,000 bottles of wine
with a yearly wine stock turnover of about 8,900
bottles. Wine plays an important role in the hotel’s
operations, accounting for about 20 percent of its
restaurant costs, according to Paolo Milani (Pasquini,
2009). It is also noted that quite a significant amount
of time is spent on stock verification and inventory.
Another issue worth noting is the potential to
discourage pilferage of these high value wines by
using passive RFID tags to track them, from a survey
conducted by (Falken Secure Networks, 2008). Too
often, records of temperature variation are absent and
therefore unverifiable. RFID technology is used as a
tool to manage stocks and customer orders initiated
from the front desk of the hotel or over the phone.
Issues affecting business growth have caught the
attention of the hotel management who are seeking
innovative solutions to revamp customer satisfaction
and profitability.

B. Effect of RFID Integration on business process

Using RFID technology would result in large
amounts of data. With such a volume of data, some
business processes would have to be strategically
changed to cope with integrating this new system.
Whilst it makes provision for traceability it simplifies
the process of inventory management as well. This
view is also shared by some French wine companies
who expressed concern both about preservation and
handling during transportation and distribution, and
counterfeiting (Falken Secure Networks, 2008). The
expression of concern by wine makers began the
search for an innovative solution to counteract
counterfeiting, improper management of barrel
profiles, and the absence of storage condition
histories for fine and vintage wines.

Figure 4. Tagged wine barrels
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Incorporating RFID technology in wine cellar
management provides the potential to reduce the
occurrence of these problems. In addition, storage
temperature visibility is paramount to quality aging,
but the records of this within the industry are either
erratic or absent. This problem can be solved by
using semi-active temperature tags which provide the
storage temperature history of the product. RFID
eliminates the manual synchronization of data
captured using barcodes to the back-end database
systems.

V1. IMPLEMENTATION AND TESTING

The application is implemented as a client server
architecture with basic components: low cost EPC
Gen 1l tags attached to high value wine products as
mentioned in section 1I, an Alien ALR 8800 reader, a
pair of linear antennas and a wireless router links to
the existing corporate wireless network system
(Benyo, et al. 2009), as a cost saving incentive. A
host computer was utilized as a system configuration
point for the RFID readers which periodically
communicate data back to the reader. Pre-
programmed tags with customized identification
numbers, for example BCD2000 566 6898, facilitate
easy identification. However, detailed information
related to the product each tag identifies is stored in a
relational database. The radio frequency power
setting of readers is regulated between 1 — 2W to
ensure operation within health and safety standards.
The positioning and orientation of the tagged bottles
were also crucial to the optimization of signal
propagation reliability of read tags.

Figure 5. Wine Cellar application system

When the application is launched, it searches for
readers in active communication with the host
computer. On receiving signals from the reader
antenna, the identified tags are pre-matched and the
data written to the back—end database. This is
enabled as the Transfer Communication Protocol
(TCP) listener utility of the reader listens for
incoming connections from readers over the network
and captures any data the reader sends (alien demo
guide document). With the configuration in the Smart
Shelf mode, as seen in Figure 6, the Alien ALR 9800
reader facilitates automatic reading and logging of
product identities designated by the tags into the
shelf inventory (database) as the wine shelves are
stocked; likewise, the reader logs a stock reduction as
products are removed from the shelves.
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Assumptions made in the implementation were
that tags had reasonable physical protection against
the harsh conditions of operation, that the RFID tags
were configured to be read-only, and that each wine
product was tagged at item level.

A400 0000

3.125 (Reads: 1 10) ‘

Figure 6. Tag id display with product image (Smart Shelf mode)

A400 0009
g .

4.89s (Reads: 10 Q)

A. Observation and results

A number of observations were made during the
test and implementation. In section VI a number of
configuration settings were made to assist in the in
the optimization of the system. Reliability and
readability of the alien 9640 tag is 100% reliable in a
range of 0 — 7m. However, readability decreased
dramatically when attached to the wine bottle due to
absorption of the alcoholic content. This method was
only functional at a short range. This effect varies
among the different brands of wine tested.

TABLE Il. RESPONSETO RF SIGNAL — DIRECT TAG PLACEMENTON
WINE BOTTLES

Signal I .

Content Strength Reliability | Distance
Tag (a|0ne) 100 % 100% 0-7m
Red Wine 75% 70% 0-2.5m
(Translucent)

Dark bottled wine 88% 90% 0-3.5m
Brown bottle 95% 96% 0-3.5m
Black bottled wine unstable 65 % 0-1.5m

Direct placement of the RFID tags was functional
only at short range. Sensitivity and readability was
improved by adapting simple techniques such as
shielding the RF from absorption by placing a thin
piece of polystyrene and dry thin cardboard between
tag inlay and the bottle. It was observed that applying
a hang tag to the bottle around the neck provided a
reliable read range and also reduced the problems
caused by the liquid content. Though reviews of
RFID literature suggest that it does not need line of
sight, varying the orientation of tag inlay between O -
200 resulted in average detection rates of between
70% and 96%. In general, tags facing reader antennas
(angular sensitivity) exhibited better detection rates
and an improved relative read range.

Read accuracy is of significant to the success of
the RFID applications: this implies misreads result in
discrepancies between recorded and physical
inventory which eventually leads to inefficiencies in
the information system (Lin, et al. 2008). Missing
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data due to misread may lead to nonvalue added
activities such as manual search and find or manual
reconciliation of stock for payment or reorder points.
The read accuracy (reliability) at receiving portal is
dependent on tag quality, reliability and capabilities
of the tags and readers used in relation to application
domain. To compensate for problem of imperfect
reads the setup utilized multiple reader antennas to
improve the powering region.

B. Operational Information

Figure 7 and 8 provide a visualization of the
software interface used to engage the application in
its interaction with the Alien Reader hardware. The
application can be used by the Food and Beverage
Manager, Restaurant Manager or Waiter to find
information about a requested wine product, its
location, and the quantity available.

Specific instructions can be issued to the
sommelier as to the exact location of the product. In
an RFID system a large amount of data is produced,
but this is of no use if it is not transformed into a
format capable of supporting an intelligent decision-
making process.

[ Yiew Wine Locations
e Tnfernati,  Celer Management

1 LA R |

Wine Location Information Screen
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Figure 7. Location with wine information

When the Add / Update Product button is clicked
the system enters into a product addition mode; the
system reads a tag on any selected antenna, and
product names and product IDs are briefly displayed.
These products will remain on the screen until
removed in the subtract mode. The same screen can
also be used for product information updates such as
writing notes on a particular brand or marking a
bottle as reserved for a certain customer as shown in
Figure 7. This application can be extended to provide
cross selling in its range of products. Cross selling
information, may include food, dissert suggestions to
complement that particular wine selection (Wessel,
2009).

VII. CONCLUSIONS

This paper has presented an application covering
a domain of operations in the hospitality industry
using traditional RFID as a solution for wine cellar
and asset management which can also incorporate
mobile RFID devices to update in real time.
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Figure 8. Data capture screen

The integration of RFID solutions in managing
wine cellars has the potential to provide faster and
better information regarding vintage wine products
and increase customer satisfaction. In evaluating the
implementation it is evident that time saving is a
potential critical benefit of this application. In
comparison with common identification technologies
such as barcodes, RFID-based solutions present
many advantages, such as the reduction of product
inventories and improved quality of gathered data
with a further improvement in security relevant
applications (Vojdani, 2006).

It is perceived that the applications demonstrated
offer  significant  benefits  over traditional
identification approaches for asset and security
management. The implementation costs of these
applications are relatively cheap compared to other
solutions. In the future, when wine manufacturers
utilize RFID from the point of the winery, the
opportunity will be created to integrate wine
information into the Electronic Product Code
Information System (EPCIS). This initiative could be
driven and promoted by innovative custom tags e.g.
tags embedded in corks (Jonathan, 2005). Smart
labels are reusable while the cork e4mbeded tags
may not.

It is also intended to develop a knowledge layer
on top of operation information to provide business
intelligence which presents decision makers with
information on inventory usage patterns and financial
analysis. Armed with this information, hospitality
owners can gain increased insight into their
enterprise, leading to increased efficiency and
reduced cost.
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Abstract -Construction waste disposal is an urgent issue
for protecting our environment. This paper proposes a
waste management system and illustrates the work
process using plasterboard waste as an example, which
creates a hazardous gas when land filled with household
waste, and for which the recycling rate is less than 10%
in the UK. The proposed system integrates RFID
technology, Rule-Based Reasoning, Ant Colony
optimization and knowledge technology for auditing
and tracking plasterboard waste, guiding the operation
staff, arranging vehicles, schedule planning, and also
provides evidence to verify its disposal. It h relies on
RFID equipment for collecting logistical data and uses
digital imaging equipment to give further evidence; the
reasoning core in the third layer is responsible for
generating schedules and route plans and guidance, and
the last layer delivers the result to inform users. The
paper firstly introduces the current plasterboard
disposal situation and addresses the logistical problem
that is now the main barrier to a higher recycling rate,
followed by discussion of the proposed system in terms
of both system level structure and process structure.
And finally, an example scenario will be given to
illustrate the system’s utilization.

Index terms - Intelligent Tracking system; RFID
technology; Rule based Reasoning

|. INTRODUCTION

With the growing awareness of the concept of
sustainable development in recent years, waste
management has became an urgent issue to be
addressed by most government initiatives and
environmental pressure groups, which seek efficient,
secure and environmentally sound solutions for
future waste disposal. A typical example is the
disposal of plasterboard waste.

Plasterboard is a common construction material
widely used in the 1970s and 1980s, but much of this
has reached its life end and needs replacement or
demolition[1]; it can be anticipated that the volume
of plasterboard waste will rise over the next 15
years[1, 2]. However, traditional landfill is not an
environmental solution for plasterboard waste, and is
even dangerous, as it results in the emission of
hydrogen sulphide (H2S) gas from the reaction
between plasterboard waste and organic waste [3].

The reaction is caused by the gypsum and organic
carbon, which are the main components of the

plasterboard and normal household  waste
respectively. The reaction causes a large amount of
hydrogen sulphide (H2S) gas emission - 100 tonnes
of land filled sulphate can potentially produce 35
tons of H2S [4]. H2S gas is malodorous and
dangerous in high concentrations [3].

The latest plasterboard waste statistics were
published by DEFRA in 2007, and stated that more
than 1mt of plasterboard were sent to landfill with
only 70,000 tons being recycled per year, which is
less than 10% [2]. In fact, plasterboard waste is a
valuable waste for recycling, as it contains more than
95% gypsum and about 5% fibre materials [1].

There is no barrier to recycling plasterboard both
in the technology and final product utilization aspect,
but there are transportation and cost issues. There are
many different techniques for recycling plasterboard
waste, but in general, they all follow two major
processes: separation of gypsum core from the fibre
material liner by a screen, and crushing the core to
produce a gypsum powder in different sizes [5]. The
final products differ, but the gypsum is usually used
to make new plasterboard [5].

The two barriers to recycling plasterboard are the
cost and the logistical problem. Before the “10%
rule” - sulphate content reduced to less than 10% per
load — was removed from the regulation in November
of 2008 [6], the recycling cost was much higher than
mixing plasterboard with household waste and land
filling in traditional sites. Even since November
2008, the cost of recycling is still expensive
compared to normal waste disposal, and is the cause
of illegal disposal of plasterboard waste.

Another problem is the logistical problem: there
are only four plasterboard recycling facilities and two
warehouses currently running in the UK, but all of
them are located in England [7]. This imbalanced
geographical  distribution  results in  long
transportation times and high costs, particularly from
areas such as northern Scotland.

This paper first reviews the reasoning system and
optimization methods, and then proposes a concept
of a waste management system based on RFID
technology, a rule-based system and ant colony
optimization for auditing and tracking plasterboard
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waste disposal, and discusses the work process and
structure. Finally, an example scenario will be given
to illustrate its utilization.

Il. PROPOSED SOLUTION DESCRIPTIONS

The proposed solution relies on Radio Frequency
Identification (RFID) technology to recognize the
identity of each object involved in the system. RFID
is an automatic identification technology which has
potential prospects in asset tracking and, it is widely
believed, will eventually replace barcodes. RFID
technology involves many electromagnetic and
electronic technologies, but in general, the work
process can be described as: 1) transmit adequate
energy to power up the tag and 2) communicate with
the tag to request and receive the identifier [8].

There are many standards of RFID technology
published by EPCglobe and 1SO. I1SO has issued
about 50 standards related to RFID technology.
However, the most important and widely used RFID
standard is published by EPCglobe and called EPC
standard, which aims to build the concept of the
“internet of things”. These two organizations have
competed for several years, but they are now
collaborating on EPC class 1 Generation 2 standards,
introduced into an 1SO standard system as
1SO18000-6 with a slightly modification[9].

RFID has many benefits compared to other
identification technology. Firstly, it is non-contact
technology that uses radio waves as a communication
media, and is useful for improving efficiency in
terms of reduced identification time. Secondly, the
RIFD tag can work in a complex environment, such
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as contaminated by dust or waste. This is important
for the waste management scenario, as the tag usually
contaminated by waste, and other technology, such as
barcodes, finds this difficult. Therefore, EPC G2C1
passive RFID technology is introduced for the major
object sensors in this application.

An example structure is shown in Figure 1. The
design uses EPC G2C1 passive RFID which works in
a UHF band and provides up to 10 meters read range.
The RFID tag is designed to be attached to the
container (bag, box or bin) of plasterboard waste at
the source sites, the tag’s ID relates to information
about the waste such as weight, type, source site,
produced time and current location etc. This
information is located in the central server, and can
be checked by mobile hand-held devices. Before the
waste finally reaches the treatment sites (either the
recycling facility or landfill site), the waste may
temporarily be stored in the transfer depot, and may
be put into larger skips/containers for long distance
transportation. Therefore, the RFID equipment’s
antennas/readers needed to be deployed in all the key
places to monitor each stage of the waste
transportation. Every movement of the waste
container generates a record and information can be
updated by the operating staff as appropriate.
Consequently, the system can track the waste from
source to destination and prevent fly-tipping through
complete transportation records [10-13].

The proposed waste management system uses
RIFD technology and digital imaging equipments to
integrate records including location, volume and
weight, container movement, delivery tracking,
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inventories and scheduling etc[11]. It works with the
support of a technology hub which also includes a
knowledge management system to handle and
represent the data and helps managers to make
decisions on the scheduled logistics of the waste. It
could also provide instruction to operating staff via a
handheld device, such as PDA. This function is
supported by the rule-based reasoning system and
Ant Colony Optimization.

I1l. THE RULE-BASED SYSTEM

The rule-based system is usually called an expert
system, and is the most popular choice for
knowledge-based  applications. A simplified
definition of rule based reasoning is a technology in
which knowledge is represented by a set of
IF...THEN... production rules and data is represented
by a set of facts[14]. The rule will be executed when
the fact matches the condition of a rule, and it may
add or modified to fact for a new rule execution until
the final result is determined [14].

Rule-based reasoning has some advantages
compared with other reasoning technology and has
been generally accepted as the best option for a
knowledge-based system. It typically features natural
knowledge representation, uniform  structure,
separation of knowledge from its processing and has
the ability to deal with incomplete and uncertain
knowledge. Some features of rule-based reasoning
are suitable for the proposed system, and are
discussed as follows [14].

Rule-based  reasoning  technology  stores
knowledge in IF...THEN structure meaning each
piece of knowledge is relevantly independent from
other knowledge. This structure is efficient for
finding out the target knowledge when the waste
regulation is amended. Secondly, the waste
management system requires that knowledge should
be easy to adopt into the reasoning system without
complex transformation. In fact, it is better to input
knowledge without any programme skills for ease of
use and maintenance/updating purposes. Furthermore,
individual knowledge storage is a key required
feature that separates knowledge from the system and
thus it could be removed without affecting the system
design and a new knowledge base which contains the
knowledge for other waste management areas could
be supplemented.

The system work process structure can be
described in 4 layers as illustrated in Figure 2. The
lowest layer is the data processing layer, which is the
route for acquiring the data and information from the
RFID and other sensor equipments into the system.
The data gained from the equipment is separately
sent to databases in the second layer. The second
layer integrates the data from different sensors and
combines them into a single main database. This can
be accessed and output the data to a long term data
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warehouse, and an OLAP (Online analytical
processing) function can be introduced for better
performance. The next layer is called the knowledge
reasoning layer, which is responsible for generating
solutions for logistical and tracking support. The
upper layer is the visualisation layer, and bears the
communication function between the system and
users. It is designed to represent all the information
generated from the system to the users, including the
records, real-time tracking data, logistical solution
and guidance.

Knowledge Hub 4 Layer structure with Rule-
Based Reasoning

fGsatanion

Pari of fuiwe work

Figure 2. The 4-layer structure of waste management system

The data collected from the lowest layer hardware
is stored in the second layer database, and generates
the records as ,fact™ which will be used in the third
layer reasoning for generated the routing plan and
guidance. The results of third layer will then be
passed to the visualisation layer and displayed to the
end users.

IV. OPTIMIZATION MODULE DESIGN

The reasoning layer is responsible for the
optimized schedule plan, generates the real time
guidance and reports on the current situation
function, but the optimized schedule plan is the major
task of the knowledge reasoning layer.

Normally, schedules include two aspects: the time
plan and the route plan. However, considering the
application is designed for a waste recycling
company and most waste collection times are
contracted, therefore the proposed system only needs
to generate the route plan and the time schedule has
been assumed to be initially confirmed by contract
between the waste company and the construction
company.

The routing plan of the transportation can be seen
as a classic TSP (Travelling Salesman Problem)
question, which has the same requirement: the
vehicle departs from the recycling facility, visit each
site one time, and finally returns to the recycling
facility. The major task of the reasoning layer is
planning and finding an efficient route. It is also
responsible for real-time planning in case of an
emergency where a new route needs to be planned.
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TSP is a classic problem and there is much
related research on this topic. The start of the
problem can be traced back to 1832, but it was first
formulated as a mathematical problem in the 1930s
by Karl Menger, and Hassler Whitney introduced the
name Travelling Salesman Problem [15].

The expansion of research into TSP started in the
1950s and 60s, and many algorithms and methods
have been developed to solve the problem efficiently.
Furthermore, in 1972, the TSP was proved to be an
NPC (Non- deterministic Polynomial Complete)
problem, that is, the best result usually takes a long
CPU time and is impossible for real applications.
Therefore, an optimized algorithm has been proposed
to find an acceptable ,,good” result rather than the
best result, such as Ant Colony, Genetic algorithm or
Tube Search [15].

The requirement of the proposed system’ s
application area restricts the route plan algorithm to
matching the following features: 1) Inherent
parallelism, which needs consider more than one
route at same time 2) Efficient for Travelling
Salesman Problem and similar problems, which the
main problem can be seen as a Travelling Salesman
Problem 3) Can be used in dynamic applications.
Therefore, for this application, ACO will be
introduced in the system that is responsible for
generating the route plan [16-19].

The ACO module is only dealing with the vehicle
routing plan, therefore it needs to be independent
from the main rule-base to reduce complications, and
thus it does not need convert to the production rule
format. It only works when the vehicle type and
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target site has been decided by the rule based
reasoning system; the vehicle and site information
will be passed to the ACO module as the initial
parameters, then the acceptable result can be
generated in limited iterations. The work procedure is
illustrated in Figure 4.

The reasoning layer is used not only for the
schedule planning, but also provides guidance and
deals with some emergency situations. The data
collected from the hardware layer represents the
progress of the waste collection and it can be
compare with the schedule, taking into account delay,
vehicle problems or road blocks, and a new plan or
other solution may be generated to reduce the effect.

The work procedure of the reasoning layer starts
from the time schedule and routing plan. Firstly, the
system will check the current time and query the
database if there are any sites which need to be
visited in this time (day, week or month) and also
query the last operation on that site to roughly
estimate the tonnage of the waste. The estimating
also takes into account the site project, construction
progress and even its financial situation.

The next step is to decide the vehicle type and the
number. After the site which must be visited in the
next period has been decided and the waste tonnage
of each site is estimated, obviously the total amount
of waste will be known. The vehicle type can then be
decided based on this information; the capacity of the
vehicle should be larger than the tonnage and
depends on the containers used on the sites. The rule-
based system will be based on these ‘facts’ to reason
out the vehicle type and number. Planning the details
of vehicle routing is the function of the ACO, which

Krnowledge Hub 4 Layer struciure with Rule-
Based Reasoning
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Figure 3. The 4-layer structure with ACO module
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for a single trip. Then the exact route will be
calculated by the ACO, in the prototype of the waste
management system, only the original ACO will be
introduced for evaluating purposes. After the routing
has been decided, the details will be passed to the
visualization layer for guidance.

Another important function of the proposed
system is providing guidance to the operation staff to
help them deal with the waste. It works as a
handbook to remind them when, where and how to
collect/transport the waste. Apparently, the transport
plan is part of the guidance information that can give
clear instruction about route choice and waste collect
procedure to the vehicle drivers.

V. THE EXAMPLE SCENARIO

In this section, a simple example scenario will be
introduced to illustrate the system’s work process. As
Figure 4 shows, there are 10 source sites which
produced plasterboard waste, and 1 transfer station
for temporary storage. The recycling facility is the
final destination of each transportation. The yellow
truck can only carry 2 units of waste, and the green
can have 3 units. In this scenario, there are 6 source
site and 1 transfer station needing to be recycled.

The beginning of the system schedule plan is
checking the database, which contains the regular
waste collect data. The last records of the waste
collecting operation such as tonnage and last
collection time can also be retrieved. Based on this
data, the system estimates the waste tonnage and
classifies it in three different emergency levels. For
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easy understanding in Figure 4, the colour of each
site represents this level: green means no waste on
the sites, grey means some waste but no need to
collect right now, and red means it need to be
collected as soon as possible, as either the container
capacity or the contract deadline have been reached.
The estimated waste unit is marked as a number in
each site.

On the example scenario, there are two sites
marked in red, which means they need to be collected
soon. The next step is determining the vehicle type
for collecting the waste. The system will find the
vehicle whose capacity just matches the target site
waste tonnage. Therefore, for site ‘a’ and ‘b’, the
yellow vehicle will be assigned, and two green trucks
will go to the transfer station, where 6 units are
waiting to be collected.

After the target sites for each vehicle have been
decided, the ACO plans the routing. Because the
capacity of the trucks are all above the current
estimated waste tonnage, therefore, the nearest site
will be involved in the route if there is some waste
present. The scenario exampled outlined is simple
only for proving the idea, to determine the route in an
easy way. The green arrow shows the route for site
‘a’ and the red one for site ‘b’. In route a, the nearest
two sites which have 0.5 units of waste will be
visited by the yellow vehicle.

The proposed system has the ability to deal with
emergency changes. For example, if the vehicle
reaches site a, and access is denied, the system will
rearrange a new route with the start point is site a,
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Figure 4. Example scenario of system utilization
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and final destination as the recycling facility. The
new route is marked as a blue arrow, and the vehicle
will visit another two sites on the route until the
capacity is full.

The proposed system will use the original ACO
system for simplicity and prove the idea. It usually
thus ACO in this application could have a quicker
response and avoid complex calculation.

V1. CONCLUSIONS

This paper introduced the current plasterboard
disposal situation and addressed the logistical
problem which is a barrier to an increased recycling
rate. In the UK only 4 known recycling facilities are
available, all of which are located in England, and
two of them in the London areas. This situation has
caused difficulties with transportation, and the
recycling fees are even higher than landfill if the
source site is far from the facility. This paper also
reviewed the reasoning system and optimization
methods, then a proposed system for waste
management was discussed which uses RFID
technology for the main data collection methods, and
rule-based reasoning and Ant Colony Optimization
for auditing/ tracking the plasterboard waste. It also
has the function to make a schedule plan and provide
the guidance to the operation staff to ensure each
piece of waste is transported to the right location.
The system can also handle emergency changes such
as road blocks or if site access is denied, as it will re-
arrange suitable routes that reduce potential loss. The
structure of the waste management and work process
are also introduced in this paper; the four layer
structure illustrates how it greatly relies on RFID
equipment for collecting logistical data and uses
digital imaging equipment to give further evidence.
The reasoning core in the third layer is responsible
for generating schedules and route plans and
guidance, and the last layer deliver the results to the
users. Finally, an example scenario was given to
illustrate the utilization.
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Abstract—In the last decade, the number of elderly
population has increased significantly which affects
human in many aspects, especially in healthcare. Many
studies have shown increases in expenditures on long-
term care. New models of care are needed including
supported self-care and home-based services. Advance
in sensor and network technologies have made these
possible. A smart home which is a residence equipped
with smart technologies providing services that enhance
human way of living i.e. safety, security, entertainment,
etc would allow elderly to maintain living independently
in their homes and still in control of their healthcare
cost and status. This paper reviews various topics on
smart home technologies including smart home
projects, smart home network, smart home appliance
and sensor technologies for smart home. A successful
adoption of smart home technologies requires
appreciation of stakeholders’ perceptions, needs and
concerns. A survey has been carried out at a major
hospital, nursing homes and general population to
explore the perception of six smart home technologies
to assist elderly people and concerns regarding the use
of smart home technologies. Overall, the result showed
positive  feedbacks toward these technologies.
Participants were concerned about issues such as lack
of human responders, user friendliness of the device
and the need of learning new technology. In terms of
willingness of adoption of these technologies is still
unclear. However, it is suggested that by giving real
experiences of smart home technologies, their
usefulness and effectiveness would be more appreciated.

Index Terms - elderly people assistance; technology
perception; smart home technology

|.INTRODUCTION

The growing numbers of elderly population and
increasing life expectancy have brought enormous
challenges to many aspects of human life, especially
in health and healthcare. According to the United
Nations online database [1], currently the percentage
of elderly population is 7.6% which is projected to
rise as high as 16.2% in 2050 as depicted in Figure 1.
Issues such as increased healthcare expenditure,
burden to caregivers and insufficient and inefficient
care are more likely to occur as the health of older
persons normally deteriorates with increasing age,
resulting in more demand for long-term care. The
expenditure on long-term care provision in Germany,
Italy, Spain, United Kingdom and United States of
America is projected to increase significantly [2, 3].

In order to support the demand for healthcare due
to population ageing, new models of care will be
required. An appropriate balance of settings for long-
term care, including supported self-care and home-
based services are necessary [2]. The system should
reduce the burden on caregivers as well as healthcare
costs, while maintaining a good quality of care.
Emerging technology can facilitate self-care and
extend the self-reliance of the ageing population. The
care of elderly could be enhanced through monitoring
system, sensor technologies and communication
systems.

Percentage ofelderly people in the world
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Figure 1. Percentage of ageing population in the world during
1950 and 2050.

Advance in sensor and network technologies have
changed the way people live. A number of research
projects have been carried out in order to improve
human quality of living. Many smart home projects
have been developed to explore the use of technology
for home automation. King [4] defined smart home
as “A dwelling incorporating a communications
network that connects the key electrical appliances
and services, and allows them to be remotely
controlled, monitored or accessed”. A smart home is
equipped with smart technology and network such as
smart lighting system, smart kitchen, energy usage
monitoring, security system, etc that enhance
people’s life in many aspects i.e. security,
entertainment, convenience and etc.

Smart home technology can be especially useful
for elderly or disabled persons who wish to live
independently. Smart home technology has led the
idea of ageing in place possible in which elderly
person can maintain living independently in their
homes and still in control of their healthcare cost and
status. Elderly persons can take the advantages of
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smart home technology such as monitoring system,
emergency system, dangerous Kkitchen appliance
detection, fall detection and etc, to maintain healthy
and safety living while living independently.

The paper reviews smart home technology
regarding current smart home projects, smart home
networks and appliances, sensor technologies that are
used in smart home. The paper also explores the
perceptions, needs and concerns of elderly family in
regarding using smart home technology for elderly
care.

Il. SMART HOME TECHNOLOGY

A. Smart home projects

Many research labs have investigated in smart
home technology [5]. As the demographic is
changing, a field of research in healthcare has
resulted in increased interest in the potential of smart
home technology for healthcare purposes. Several
pilot projects employed smart home concept have
been explored and developed with the aim of
improving the quality of life and promoted
independent living of elderly persons by using
advanced sensor and network technology [6, 7] and
the paper reviews further elderly care related projects
which employ the concept of smart home both in EU
and US.

The European Commission has funded a number
of research projects to help with the growing number
of elderly population in Europe [8]. These projects
have been developed to determine how ICTs can
meet the needs and maximise the potential of older
people. One such project, the Easy line + project [8]
examines the use of sensors, neural network and
assistive software to develop a control system for
white goods such as washing machine, dishwashers,
fridges and freezers for easier use of older persons. A
variety of sensors such as illumination sensor,
temperature sensor, door sensors, radio frequency
identification (RFID) and etc have been used in this
project. As this project attempt to develop advanced
white goods for easier use for elderly, human-
machine interface (HMI) must be easy of use and
available to any kind of user. The project researched
user controls in the market place and found digital
television with a remote control to be suitable as
elderly people are familiar with and know how to use
the basic functions. A touch screen device is
preferably for a portable device. Another project
called Persona [9], aims to harmonise Ambient
Assisted Living Technologies (AAL) by developing
sustainable, scalable and affordable services platform
for support elderly in activities of daily living,
mobility and displacement and protection from health
and environmental risk. Persona assesses and
evaluates a range of ICTs such as smart textiles, tele-
services, bio sensor, smart devices and intelligent
software tools. Persona provides basic functionalities
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and hardware components allowing easier integration
to other assisted living/smart home services.

In US, University of Rochester developed the
Smart Medical Home [10] which is a controlled
environment laboratory setting for concept testing,
pilot and prototype testing of technologies and
products for personal health system. The smart
medical home is equipped with infrared sensors,
biosensors, computers and video cameras to collect
the data that will augment the data collected by
physicians and hospitals. Another project by
University of Virginia, Smart In-Home Monitoring
System (Figure 2) developed in-home monitoring of
residents using a set of low-cost, non-invasive sensors
together with data-logging andcommunication module
and data management system in order to increase
quality of care and provide quality of life indicators
[11]. The collected data can be used for the
observation of general health and activity level,
activities of daily living (ADL), index of well being
and the decline in ability over time. The university
also developed other projects related with elder care
such as gait monitor device, MARC robotic walker,
sleep monitoring system, etc.

Figure 2: Smart In-Home Monitoring System [12].

B. Smart home network

A smart home incorporates a communication
network in order to control or monitor appliances or
services within the home. Smart home network
technology can be classified by interconnection
method into three main types: wire, wireless and both
wire and wireless.

1) Wire: Appliances and services in smart home
are connected through wiring system such as optical
fibre, cable and Powerline. In this system, devices are
normally connected directly into the main power
supply. The data is sent through the normal wiring to
activate or deactivate the appliances/devices. An
example of wired communication network for smart
home is X10, which is an international and open
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electrical wiring. X10 has been developed for over 35
years yet still remains popular as it is inexpensive,
easy to set up and widely available. Other
technologies are, for examples, European Installation
Bus (EIB), Universal Powerline Association,
HomePlug and etc.

2) Wireless: Many of new smart home appliances
use wireless communication technologies such as
infrared and radio frequency (RF). As radio wave can
penetrate through walls, floors and cabinets, devices
within smart homes can communicate wirelessly. An
example of home automation network standard is Z-
wave which is a proprietary wireless communication
for home automation. It employs low-power RF
technology  allowing home  appliances to
communicate with each other such as control of
lighting, air-conditioning and security system. Other
communication networks for smart home that use RF
as transmission medium are such as Bluetooth,
ZigBee and Wi-Fi.

3) Both wire and wireless: Some of smart home
network standards can work using both wire and
wireless technology. For example, INSTEON [13] is
similar to X10 but overcomes the limitation of wired
network by using RF technology. It is used for home
automation such as lighting, appliances, and other
home applications control. INSTEON devices uses
dual mesh network, RF signals and home electrical
wiring to communicate with other devices.

C. Smart home appliances

Smart home appliances are intelligent artefacts
that enhance human way of living in term of
convenience, safety, etc. A number of appliances
have been reviewed in [5]. In this paper, a survey of
some of smart home appliances that can be used for
elder care as follow:

1) Cooking hob and oven safety control: Many of
the elderly people have a condition of forgetfulness
in which safety and security of a person is reduced.
Hobs and ovens are kitchen utensils regular used for
cooking. Elderly person may easily forgets to switch
the hob and oven off after finish cooking, especially
electrically ones which is harder to notice. Forgetting
to turn off these cooking tools create dangerous
environment i.e. potential cause of fire, injury from
accidentally contact. Hob and oven safety control
have temperature sensors to control the heat of the
hob or oven and cut off the power if the heat reaches
the safety limit.

2) Sleeping pattern monitoring: A bed is
equipped with sensors which can detect the presence,
respiration, pulse and movement of a person in bed.
A sleeping pattern monitoring can be used to detect
health condition regarding sleeping such as restless
sleep, rapid change in activity level or unusual
change in typical routine of a person. For example a
person who normally gets up early but on a particular
day tends to be lying in. This may indicate that the
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person may have a serious illness or incident causing
the person unable to move. Another example is
during the night, a person is detected to leave the bed
but has not returned for some times, this may indicate
that the person may have accident or is in emergency
situation.

¥
3

Figure 3. Conceptual diagram of emergency alarm

3) Emergency alarm: An emergency alarm is
normally a device which contains buttons that is
pressed when a user is in a dangerous or emergency
situation and requires immediate help as illustrated in
Figure 3. When a button is pressed, the device is
automatically sent an emergency message to a
designated person or organisations such as family,
doctors, polices and etc. The device can be
programmed to assign different button to each
contact, for example button A for ambulance. The
emergency alarm is also equipped with a location
sensing sensor such as Global Positioning System
(GPS) allowing location information to be sent with
the emergency message resulting in quick response to
the incident.

4) Automatic lighting system: The automatic
lighting system allows any lights within the smart
home to be switched on and off automatically when a
person is in the area promoting a safer environment.
The system uses motion sensor to detect the
movement of a person to provide automatic
illumination. Moreover, to save the energy, the
system also equipped with photocell sensor allowing
the system to operate only at night or in a dark
environment. The automatic light system can be used
in any rooms e.g. bedroom, living room, toilets, etc
or at the stairways. An example use of the system is
when a person walks downstairs during the night, the
system can illuminate the stairways increasing
visibility, promoting safety environment.

5) Video monitoring system: The video
monitoring system usually composes of video camera
and a computer system. It is used to monitor people
within the smart home. Video cameras are installed
in any places that need monitoring. Example
locations are such as living room, kitchen, hallways
and etc. The video cameras record visual data which
is interpreted into useful information for monitoring
purpose later. Video monitoring system is used for
security and safety purpose as it can powerfully
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detect human activity and behaviour which resulting
in a prompt response in case of emergency and
unusual activity i.e. falls and other accidents.

Activity. Typing
Locafion” Living {

room

T a

Figure 4: Conceptual diagram of activity monitoring system

6) Activity monitoring system: An activity
monitoring system is used to monitor activities of
daily living such as walking, standing, cooking and
etc of a person and allow unusual activity i.e. fall to
be detected for a faster response. The activity
monitoring system is composed of a wrist watch
which is equipped with various sensors such as
accelerometer, radio frequency identification and etc
used for activity detection. The sensor data is sent
wirelessly and stored in a computer system allowing
authorised people such as family and healthcare
professionals to monitor the activity of a user
anytime anywhere as shown in Figure 4. When
abnormal activity is detected that information is sent
to any authorised persons to ensure a user receives
help as quick as possible.

D. Sensor technology for Smart home

Sensor technology is an important component of
smart home. Data collected from sensors are
processed to provide intelligent services in smart
homes. Examples of sensors are outlined as follow:

1) Radio Frequency Identification (RFID): RFID
is a means of storing and retrieving data through
electromagnetic transmission to an RF compatible
integrated circuit and is now being used as a means
of enhancing data handling processes [14]. RFID has
been used in various applications across industries
such as asset tracking, manufacturing, supply chain
management, retail, payment systems, security and
access control [15, 16]. Application of RFID
technology for a smart home are such as tracking
device, activity monitoring system, RFID key card,
etc. A basic RFID system, as depicted in Figure 5,
comprises three main components: RFID tags, an
RFID reader and a middleware.

An RFID tag consists of a microchip attached to a
radio antenna mounted on a substrate. The purpose of
the tag is to store data which can be altered or
retrieved via radio frequency. There are three types
of tags: passive tags, semi-passive tags and active
tags. The passive RFID tags have no battery and
require an external source to invoke a signal
transmission. Semi-passive tags also require an
external source to activate them, but have a
significantly higher forward link capability providing
a greater read range. An active RFID tag contains a
battery and can transmit signals autonomously. The
RFID reader interrogates RFID tags that are in the
reading range using radio communication.
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The RFID reader works with the antenna emitting
a radio wave to activate the tag and to read or write
data to the tag. The antenna can send the signal over
an area ranging from a few centimetres to 100 metres
or more, depending on the frequency used and the
output power. Once the tag passes the
electromagnetic field, it detects the activation signal
and modulates it. The reader decodes the data stored
in the tag and sends it to the middleware for further
data processing.

Middleware is used for data processing, routing
and managing the RFID reader. RFID middleware
combines the RFID data with application logic and
generates appropriate application events [17].

2) Accelerometer: is an instrument that measures
the applied acceleration acting along the sensitive
axis [18]. It is widely used for human activity
recognition purposes [19 -21] because of its
capability to respond to both frequency and intensity
of movement, and measure tile as well as body
movement. Accelerometers are relatively small and
inexpensive which makes them appealing to real-life
applications. There are many types of accelerometer
for example, piezoresistive, piezoelectric,
magnetoresistive, capacitive etc in which different
key technologies are used to measure acceleration
[22]. Conceptually, a variation of the spring mass
system is used. In this system, when acceleration is
applied, a small mass inside the accelerometer
responds by applying force to the spring, causing it to
yield or compress. Measurement of the displacement
of the spring is used to calculate the applied
acceleration. Examples of accelerometer sensor in
smart home appliances are such as fall detection,
activity monitoring system, etc.

3) Motion sensor: A motion sensor is used for
movement detection. There are 3 sensor technologies
that are used to detect motion: passive infrared,
ultrasonic and microwave. The passive infrared
motion sensor works by detection of the body heat.
The infrared radiation cannot be seen by human as its
wavelength is longer than a visible light. Any objects
that generate heat also generate infrared radiation.
Passive infrared motion sensor monitors the
temperature and search for changes in infrared
spectrum. This type of motion sensor is commonly
used in indoor environment. For instance, motion
sensor is linked to a light switch and when it detects
presence of person, the light is switched on
automatically.
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When ultrasonic and microwave technologies are
used for motion detector, they are considered as
active motion sensors. These two technologies work
similarly. They emit optics or sound waves and
measure the reflection to detect motion. Ultrasonic
acoustic wave cannot be detected by human ear,
however may be sensed by certain animals i.e. dogs,
fish, etc. An example use is an active motion sensor
which emits radar pulses is attached to the gate.
When any object enter the area, it disrupts the radar
pulses in which the reflection time has changed, the
motion sensor could trigger the gate to open.

Other sensors normally found in smart home
technologies and appliances/devices are such as
pressure sensors, temperature sensors, audio sensors,
etc.

I1l. PERCEPTION OF SMART HOME TECHNOLOGIES TO
ASSIST ELDERLY PEOPLE

Although smart home technologies demonstrate
potential benefits in assisting elderly people, a
successful adoption of such technologies would
require a thorough assessment of the need,
perception, and concerns of related stakeholders i.e.
carers, elderly persons, elderly families and relatives,
etc. Able to understand their perceptions would allow
the development of new smart home technology
which meets user requirements.

There are a few studies which have investigated
the perception or views of using smart home
technologies for elderly care. One of these studies is
by Demiris et al [6] who explored the perceptions
and expectations of older adults in regard to
installation and operation of smart home technologies
to improve their quality of life and/or monitor their
health status. Devices and sensors in health-related
issues such as preventing and detecting falls,
assisting with visual or hearing impairments, etc
were discussed and the result showed that the seniors,
in general, have positive attitude towards these
devices and sensors. The study also indicated that
older adults were concerned about falls and they
perceived technologies that monitor activity levels
and sleep patterns as useful. This leads to their
follow-up study [7] which investigated in older
adults” perceptions in specific smart homes
technologies i.e. bed sensor, gait monitor, stove
sensor, motion sensor and video sensor. Their finding
indicated an overall positive attitude towards those
technologies for non-obtrusive monitoring and
seniors were concerned about privacy violation,
visibility and accuracy of the devices. A study by
Steele, Atkins and Yu [23] investigated wireless
devices i.e. MDKeeper, pressure sensors, fall
detection from acceleration measurement, location
tracking devices using RFID and video monitoring
and assessed their effectiveness and practicality of
real world use for assisted living system and elder
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care. Based on their questionnaire surveys, these
devices were perceived as effective for elder care in
home environment. In addition, non-intrusive and
mobile devices such as wireless watch are more
preferable.

This research aims to explore the perception of
people who are associated with elderly such as
carers, elderly persons, elderly families, relative and
friends in regarding the use of smart home
technologies to assist elderly people. The study seeks
the perception i.e. usefulness, effectiveness, etc,
concerns and willingness of adoption of specific
smart home technologies for elderly care. The
selected technologies are such as cooking hob and
oven safety control, sleeping pattern monitoring,
emergency alarm, automatic lighting system, video
monitoring and activity monitoring system and are
described in Section I1-C.

A. Research methods

A survey was conducted on the participants and a
guestionnaire was designed. The data collection
method used is self-administered questionnaires
where participants were presented with the
guestionnaires in persons. The purpose of the inquiry
is explained and the participant is left to complete the
guestionnaires which were picked up latter. This
method is selected as it ensures high response rate,
accurate sampling and minimum of interview bias
[24]. 35 Questionnaires were given out at a major
local hospital, nursing homes and the general
population to give the questionnaire greater exposure.
Each questionnaire is assigned with random
participant number which allow the participant if
later decided be to withdrawn. The information
regarding the survey description and intention,
participant’s privacy and right were marked on the
first page of the questionnaire. Each participant was
given a week to complete the questionnaire.

B. Questionnaire design

The core information needed for this research is
the perceptions which are usefulness, effectiveness,
adoption willingness and the concerns of using smart
home technologies for assist elderly people. It was
clear that the participants first needed to be informed
of the smart home technologies and what their
potential usage, therefore a detailed description of
each technology is presented alongside the questions.
To help non-technical participants to understand each
technology better, a conceptual diagram of the usage
of the technology is also provided.

TABLE 1. QUESTION USING LIKERT-TYPE FORMAT
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The questionnaire is divided into two sections:
Section 1 collects participant’s information such as
gender, age, IT experiences, etc. The second section
detailed the main questions and is divided into 2
parts: Perception of each technology and concerns of
the use of smart home technology. In section two,
Likert-type format is used where the participant
indicates the extent to which they agree or disagree
on the statement. A Five level is used where 1
represents the most negative feedback and 5
represents the most positive feedback an example is
shown in Table 1. According to previous studies [6,
7, 23], privacy issues are often raised, thus the
question about the extent of privacy concern was
asked. Additional spaces were also provided for
participants to input other factors that may cause
concern on certain technology. The next part asked
the participant the extent of concern of several
factors such as privacy violation, lack of human
responder, user-friendliness of the device, the need
for training, stigmatisation resulting  from
using/installing the technology and the cost of
technology.

IV. RESULT

The response rate of the survey was 51.4% and
the following data is attained.

A. Participant demographic

A total of 18 participants were involved in this
study. Fourteen participants were female, three were
male and one participant did not specify. During the
survey, it was observed that most of the carers were
female including both professional i.e. nurses and
non-professional i.e. partner, relatives and friends.
The age range of the participants was large, ranging
from 26 to over 80 years old and mostly age between
51-59 years old. 27.8% of the participants were not
carers, 22.2% were professional carers and 50% were
non-professional carers in which mainly were
relatives of the elderly as shown in Figure 6. In
general, the participants were users of personal
computers (PCs), mobile phones and use computer
applications such as email, web browsing, and
advanced applications i.e. PhotoShop, and Excel, etc.

® non-carer
B professional carer

non-professional carer
- partner

W non-professional carer
-relative

B non-professional carer
- not specify

Figure 6: Categories of participants
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B. Perception of smart home technologies for elderly

care

In the second section of the questionnaire, the
perception of six smart home technologies which are
cooking hob and oven safety control, sleeping pattern
monitoring, emergency alarm, automatic lighting
system, video monitoring system and activity
monitoring system were asked. The result is shown in
Table 2.

Table 2: PARTICIPANTS’ IT/COMPUTER EXPERIENCES

Use personal computer/laptop 77.8%
Use mobile phone 83.3%
Use email and web browsing 77.8%
Use advanced applications 66.7%

The participants perceived most of the
technologies to be useful in elderly care where
cooking hob and oven safety control, sleeping pattern
monitoring; emergency alarm and automatic lighting
system were perceived as very useful while video
monitoring and activity monitoring systems were
seen as useful. Similarly, nearly all of the
technologies were being seen as effective in home
care expect video monitoring system which received
neutral feedback. Emergency alarm and automatic
lighting system were perceived as very effective.
Participants strongly agreed that sleeping monitoring
pattern, emergency alarm and automatic lighting
system would help elderly person in a home
environment. The participants agreed all technologies
except cooking hob and oven safety control would
help carers in nursing homes or hospital
environment. Overall, emergency alarm and
automatic lighting system received the best feedback
while mixed feedbacks were received for video
monitoring system and cooking hob and oven safety
control, sleeping pattern monitoring and activity
monitoring system had positive perception as shown
in Table 3.

Table 3: PERCEPTIONOF SiX SMART HOME TECHNOLOGIES

Usefulne effective Help Help Adoption
Smart home ss ness elderly carer willingness
technology
median median median median median
Cooking hob and 5 4 4 3 3
oven safety control
Sleeping pattern 5 4 5 4 3
monitoring
Emergency alarm 5 5 5 4 3
Automatic lighting 5 5 5 4 4
system
Video monitoring 4 3 4 4 2
system
Activity monitoring 4 4 4 4 3
system

1-Most negative 5-Most positive
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Figure 7: Privacy concern of the six technologies

Privacy concern of each technology was asked in
the questionnaire, the result is depicted in Figure 7.
All monitoring-based systems were perceived as
violation of privacy. The privacy scale of video
monitoring, activity monitoring and sleeping pattern
monitoring were 4, 3 and 3, respectively, where 1
represents not at all concern and 5 represents very
concern. The participants were given additional space
to put further concerns of each technology. The issue
was raised most about cooking hob and oven safety
control was that it may cause confusion to the
elderly. For the emergency alarm they were
concerned of the false alarm that may cause by an
unintentional press or the elderly may press the
button to seek attentions. Reliability of the automatic
lighting system was the issue that concerned by many
participants. One participant used the system and
found the system was prone to failure. Most concerns
of a video monitoring system were privacy invasion
as well as the fear of abuse by those monitoring.

In general, participants were willing to an
automatic lighting system to use in their own
residences. The decision to adopt cooking hob and
oven safety control, sleeping pattern monitoring,
emergency alarm and activity monitoring system
were neutral. Video monitoring system, on the other
hand, was not be willingly adopted by the
participants, this may due to the fact that the
technology seems to violate the privacy of its users.

C. Concerns regarding the use of smart home

technology

Participant also rated concern factors regarding
the use of smart home in general. Concerns such as
privacy violation, lack of human responders, user-
friendliness of the device, the need of training of new
technology, stigmatisation resulting from
installing/using the technology and the cost of the
technology i.e. device and retrofitting were asked.
The result showed that the participants were quite
concerned with the user-friendliness of the device
and the need of training of new technology. When
this is looked with IT/computer experiences of the
participants, the result surprisingly revealed that most
of the participants with computer experiences rated
these factors as quite a concern. Other issues were
rated as concern were lacking of human responders
and the cost of the technology. Unexpectedly,
participants were not concerned about the
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stigmatisation caused by using smart home
technologies as illustrated in Figure 8. Participants
thought the top five activities that should be
monitored were falling, cooking, walking downstairs,
walking upstairs and walking, respectively.

I I T
privacy_violation user_frendline:
lack_of_humen_response

raining_nesded cost

Concern factor

1 - Mot at all concermn & - Very concern

Figure 8: Concerns of the use of smart home technologies

V. CONCLUSION

Over decades the number of elderly population
has increased dramatically. This affects human in
various aspects especially in healthcare where
admission number and healthcare cost will
significantly rise. In twenty first century where
sensor and network technologies have been
advanced, new model of care is possible. Smart home
is defined as a place that equipped with technologies
that allow people to maintain living independently
while in charge of their own healthcare and its cost. It
will allow people to age in home, enhance people
way of living i.e. safety, security, convenience, etc.
In this paper the topics related with smart home
technologies including several smart home projects,
different type of networks that are used in smart
home, smart home appliances and sensor
technologies for smart home have been reviewed.

Smart home technologies show great benefits in
elderly care and to successfully adopt of these
technologies perception, needs and concerns must be
thoroughly assessed and understood. A survey has
been carried out at major local hospitals, nursing
homes, and general population to explore the
perception of six selected technologies such as
cooking hob and oven safety control, sleeping pattern
monitoring, emergency alarm, automatic lighting
system, video monitoring system and activity
monitoring system to assist elderly people. The result
showed positive feedback toward these technologies
with emergency alarm and automatic lighting system
were the most popular. The adoption willingness of
these technologies was still indecisive. Regarding the
use of smart home technologies, factors such as lack
of human responders, user friendliness of the device
and the need of learning new technology were most
concerned.

Smart home technologies seem to be favour in
elderly care. Although now people may feel
uncertainty in the adoption of these new
technologies, it is believed that by giving them real
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experiences of smart home devices, their usefulness
and effectiveness should be more appreciated.

[

[2]
(3]

[4]
[5]

6]

(71

(8]

(9]

[10]
[11]

[12]

REFERENCES

Population Division of the Department of Economic and
Social Affairs of the United Nations Secretariat, 2008,
World Population Prospects: The 2008 Revision.

W Rachel, B., Doyle, Y., Grundy, E. and McKee, M. (2009)
How can health systems respond to population ageing?.
Johnson, R.W. and Mommaerts, C. (2010) Will health care
costs bankrupt aging boomers?, The Urban Institute,
Washington.

King, N. (2003) Smart Home — A Definition, Housing LIN
Intro Factsheet.

Jiang, L., Liu, D.-Y. and Yang, B. (2004) Smart home
research, Proceeding of the Third International Conference
on Machine Learning and Cybernetics, Shanghai, 26-29
August.

Demiris, G., Rantz, M.J., Aud, M.A., Marek, K.D., Tyrer,
H.W., Skubic, M. and Hussam, A.A. (2004) Older adults’
attitudes towards and perceptions of ‘smart home’
technologies: a pilot study, Medical Informatics, The
Internet in Medicine, vol. 29, no. 2, pp. 87-94 .

Demiris, G., Hensel, B.K., Skubic, M. and Rantz M. (2008)
Senior residents’ perceived need of and preferences for
“smart home” sensor technologies, International Journal of
Technology Assessment in Health Care, vol. 24, no. 1, pp.
120-124.

Boulos, M.N.K., Lou, R.C., Anastasiou, A., Nugent, C.D.,
Alexandersson, J., Zimmermann, G., Cortes, U. and Young,
R.C.M. (2009) Connectivity for Healthcare and Well-Being
Management: Examples from Six European Projects, Int. J.
Environ. Res. Public Health 2009, vol. 6, pp. 1947-1971.
Amoretti, M., Copelli, G., Matrella, G. Grossi, F. and
Baratta, S. (2010) The PERSONA AAL Platform:
Deployment in the Italian Pilot Site of Bardi, AALIANCE
Conference on Ambient Assisted Living: Technology and
Innovation for Ageing Well, Malaga, Spain, 11-12 March.
Marsh, J. (2002). House calls. Rochester Review, 64, 22-26.
Alwan, M., Dalal, S., Mack, D., Kell, S., Turner, B.,
Leachtenauer, J., and Felder, R. (2006) Impact of
Monitoring Technology in Assisted Living: Outcome Pilot,
IEEE Transactions on Information Technology in
Biomedicine, vol. 10, no. 1, January.

Medical Automation Research Center. (2003) Smart In-
Home  Monitoring  System  [Online]  Available:
http://marc.med.virginia.edu/projects_smarthomemonitor.ht
ml/

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

The Fourth International Conference on Software, Knowledge,

Information Management and Applications

Darbee, P. (2005). INSTEON The detail, smart home
technology, 1 August, pp. 1-64.

Liu, H., Darabi, H., Banerjee P and Liu, J. (2007) Survey of
Wireless Indoor Positioning Techniques and Systems, IEEE
Transactions on Systems, Man, and Cybernetics, Part 37,
no.6, pp. 1067-1080, November.

Atkins, A.S., Zhang, L., Yu, H., and Miao. W. (2009)
Application of Intelligent Systems Using Knowledge Hub
and RFID Technology in Healthcare Waste Management in
UK and China, International Conference in e-Business
ISBN 978-989-674-006-1.

Atkins, A., Zhang, L. and Yu, H. (2010) Application of
RFID and Mobile technology in Tracking of Equipment for
Maintenance in the Mining Industry, 2010 Underground
Coal Operators’ Conference, The Australasian Institute of
Mining and Metallurgy, February 2010 , pp. 350-358,
ISBN: 978-1-921522-16-1.

Floerkemeier, C. and Lampe, M. (2005) Survey of Wireless
Indoor Positioning Techniques and Systems, Proceedings of
SOC’2005 (Smart Objects Conference), October, Grenoble,
France, pp. 219-224.

Mathie , M.J., Coster, A.C.F., Lovell, N.H. and Celler, B.G.
(2004) Accelerometry: providing an integrated, practical
method for long-term ambulatory monitoring of human
movement, Physiol Meas., 25(2).

Bao, L. and Intille, S. (2004) Activity Recognition from
User-Annotated Acceleration Data, Proc. Pervasive, pp. 1-
17, Vienna, Austria.

Ravi, N., Dandekar, N., Mysore, P. and Littman, M. L.
(2005). Activity recognition from accelerometer data, AAAI,
pp. 1541-1546.

Diermaier, J., Neyder, K., Werner, F., Panek, P. and Zagler,
W.L. (2008) Distributed Accelerometers as a Main
Component in Detecting Activities of Daily Living.
Proceedings of the 11th international conference on
computers Helping Prople with special needs, July, Linz,
Austria.

Texas Instruments (2007) Accelerometers and How they
Work, Tl.[online] available:
http://lwwwz2.usfirst.org/2005comp/Manuals/Accelerl.pdf
Steele, R., Atkins, A.S. and Yu, H. (2009) Wireless Devices
to Aid an Aging Population, 15th International Conference
on Automation & Computing, University of Bedfordshire,
pp. 235-240, ISBN: 978-0-9555293-4-4.

Oppenheim,  A.N. (1992) Questionnaire  design,
Interviewing and Attitude Measurement, Pinter Publisher,
London.

ISBN 978- 974-672-556-9

97



The Fourth International Conference on Software, Knowledge,

Information Management and Applications

Flexible Middleware for Integrating
Heterogeneous and Distributed RFID Systems

Pietro Carolla’, Luca Perrotta’, Eugenio Zimeo®
R4 - Research for Innovation - S.r.l.
“Dipartimento di Ingegneria - Universita del Sannio

Abstract— RFID technology is gaining an increasing
interest in many application domains due to a more and
more competitive ratio between application flexibility
and cost. Although cost plays an important role to
decide for the adoption ofsuch a pervasive technology in
the mainstream market, the availability of flexible
middleware technologies,whichcontribute to burst the
creation of software infrastructures for acquiring data
from physical environments,represents an important
enabling factor for easilyexploiting RFID technology in
many application contexts.The paper presents
amiddleware for integrating heterogeneous (with more
or less computing capabilities) RFID readers that can
be placed in distributed locationsto form medium-large
logical areas of observation in industrial buildings. The
middleware provides configurable components to
abstract the functions of heterogeneous readersand a
publish/subscribe communication layer for filtering and
distributing the events generated by tags with the aim
of creating new events with application-oriented
semantics. The proposed middleware has been
experimented for developing a real application in the
working context of a laundry. The paper reports also a
performance analysis of the middleware that identifies
the operation limits of the proposed infrastructure with
reference to a specific configuration setting.

Index Terms- flexible middleware; heterogeneous
RFID readers integration; RFID technology

I. INTRODUCTION

Thediffusion of low-cost, miniaturized tags for
radio frequency identification (RFID) is stimulating
the idea of abstracting the physical environment that
characterizes many application domains. This way,
every physical object can be treated as a logical one
by information systems, and physical and logical
transactions can work together to give rise to
pervasive distributed applications, directly deployed
in business environments.

Nowadays, the cost of RFID (passive) tags is
sufficiently low to stimulate their adoption in many
application contexts (especially in substitution of
older technologies, such as bar codes).

In spite of its maturity and low-cost, a significant
barrier to the widespread adoption of RFID
technology is the lack of flexible infrastructures able
to rapidly align themselves to the physical constraints
of enterprises and the changing conditions of their
organizational models.

Existing middleware platforms for handling
events generated by RFID technologies are designed
for specific classes of readers and applications,
andare often unable to adapt their functions to
thoseprovided by the heterogeneous hardware
thatcharacterize the readers used in complex
deployments.

A canonical architecture [1] for an integration
middleware for handling events generated by RFID
tags is often composed of the following main
components: (1) one or more physical readers
connected to serial cables or to a local area network;
(2) an ALE (Application Level Event) server, for
filtering incoming events; (3) an integration bus to
route application events towards the subscribed
applications.

With this configuration, readers must be physical
components with the ability to fire low-level events,
whereas the ALE server often becomesa bottleneck
in acquiring and filtering events to create new
application-oriented ones.

To overcome these limitations, this paper presents
a flexible middleware, composed of different
software components that can be configured to form
distributed logical readers or highly scalable ALE
servers. Each reader distributed in a different
physical area of an enterprise building is provided
with a local filtering system composed of more or
less components depending on the physical
characteristics of the readers. The resulting virtual
readers are connected together through a JMS bus in
order to form a distributed, logical reader that
aliments an ALE server, or, from a different point of
view, a distributed ALE server with differentiated
filtering levels.

By adopting this architecture, a logical reader can
be built atop a plethora of physical readers whose
generated events are filtered or aggregated to form
events with additional semantics for the application.
The publish/subscribe model allows for a plug&play
integration of several readers but might introduce
some performance limitations. A performance
analysis shows that the middleware is able to handle
a good throughput of events, whereas the
implementation of the reference application shows
the extreme flexibility of the approach.
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The rest of the paper is organized as follows.
Section 1l introduces RFID technology and the
related applications. Section 111 presents the reference
application scenario and a flexible middleware for
handling a large amount of events coming from a
distributed logical reader. Section 1V shows how the
proposed approach can be exploited to develop a real
application. Section V reports the results of the
performance analysis conducted over the proposed
infrastructure with a specific setting of the underlying
hardware. Section VI concludes the paper and
introduces future work.

Il. RFIDTECHNOLOGY AND APPLICATIONS

A. RFID Technology

This section provides an introduction to Radio
Frequency ldentification (RFID) and to the wide
variety of applications that can take advantage of this
technology. RFID uses radio waves to automatically
identify physical objects, either living beings or
inanimate items. Therefore, RFID is a technology
enabling automatic and remote identification (Auto-
Id) of objects without requiring line-of-sight. This
technology is opposed to other examples of Auto-1d
technologies, including bar code, biometric, voice
identification, and optical character recognition
systems.

At the highest level of classification, RFID
technology can be divided into two classes, based on
whether the tag contains an integrated power supply
and/or provides support for specialized tasks: passive
transponders, active transponders, semi-active/semi-
passive transponders.

Passive transponders do not have an on-board
power source and exploits the power emitted from
the reader to energize itself and transmit its stored
data to the reader (during tag-to-reader
communication, readers always communicate before
tags) [2]. Since there is no battery or sophisticated
electronics (mostly sensors), this kind of tag is really
simple and has no removable parts. Therefore, it has
a long life and is generally resistant to harsh
environmental conditions (corrosive chemicals, high
temperatures, etc).

A passive tag consists of the following main
components: an antenna, a semiconductor chip
attached to the antenna, and some form of
encapsulation that is necessary to maintain the
integrity of the tag and protect the antenna and the
chip from damages. A passive tag is generally
cheaper if compared to an active or semi-active tag.

Active tags have an on board power source,
generally a battery but also other power sources are
possible, and electronics for specialized tasks; the on
board electronics could consist of microprocessors,
sensors, /O ports, powered by on board power
source. Therefore, this kind of transponders could be
used to measure the surrounding temperature and
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calculate the average temperature data (the gathered
data could be used to determine other parameters
such as the expiry date of the attached goods). The
tag can transmit this information to a reader (along
with its unique identifier) but, in this case,
communication is not started by the reader, because
active transponders can broadcast continuously their
data to their surroundings (this kind of transponder is
also called transmitter, but some other types can enter
in a sleep or low-power mode in the absence of a
reader).

Semi-active or semi-passive tags have on board
power source and electronics for performing
specialized tasks, but the battery provides energy to
the tag, only for its operations, whereas for
transmitting the data it uses the reader’s emitted
power. The reading distance ranges from a few
centimeters to hundreds of meters, depending on tag
type, reader power, interference from other devices
and so on.

Active and semi-active tags are expensive and
typically used for high-value goods or large assets
that must be tracked over long distances. In contrast,
passive tags are inexpensive and can be used for
common materials in very large quantities.

B. Application Areas

Due to the technology flexibility and multiplicity
of available transponders, a wide variety of
applications and business contexts can take
advantage of RFID technology; a possible
categorization of mainstream RFID applications
include security, tracking, authenticity, electronic
payments, and entertainment.

RFID-based security applications concern access
control (enabling mechanical keys to be replaced by
an electronic card), verification, and automatic
mechanisms to protect a store’s merchandize from
shoplifting.

As concerning tracking, there are numerous
examples of large organizations that need to track the
location of equipment or people to operate
efficiently. This is a logistics problem that, on a large
scale, can only be tackled by using automatic
identification. Automatic tracking enabled by RFID
can benefit supply chains, inventory control, people,
hospital patients, sports events, cattle, pets, airline
luggage, etc.

RFID technology can be wused to obtain
confidence that any manufactured item of value
comes from an authentic source; for example, items
of value could be banknotes (tagged banknotes may
be automatically tracked between transactions and
thus provide information about their use), or drugs
(pharmaceuticals often have a high market-value and
are therefore a target for forgery).

In the electronic payments field, RFID chips can
be applied to auto tolls (by placing a suitably
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designed tag in the windshield of a car a tag reader at
the tollbooth can automatically scan its ID as it
passes by; the appropriate fee can be deducted from
the associated prepaid account each time the ID is
detected), to electronic tickets, that are prepaid
tokens that provide personal access to electronic
credit cards.

Even in the entertainment field the invisible
nature of RFID communication has been used by
some toy manufactures to create toys that appear to
magically take on a personality when brought near
other objects [3].

C. RFID Extending Sensing

Alarge class of applications uses the ability to
convey information that extends beyond an ID stored
in an internal memory, and dynamically read data
from an on-board sensor [4]. Some transponders can
verify that critical environmental parameters remain
within a safe range, and as a result can be used to
ensure the integrity of perishable goods, and protect
the interests of retailers and customers alike.

Typically items such as meat, fruit, and dairy
products, should not exceed a critical temperature
during transportation, or they may not be safe for
consumption at their destination.

An RFID transponder with temperature sensor
can serve to both identify and track crates of
perishable goods, and ensure their critical
temperature has remained within recommended
parameters[5][6]. When the tag is read, it will not
only respond with an ID, but also provide a warning
if the temperature variation have been an issue.

Monitoring the pressure of an automobile’s tires
from inside the vehicle is another application that is
well suited to the unique capabilities of remote RFID
sensing. This is a feature that can be of benefit for
drivers, as a slow leak often goes by unnoticed before
the tire becomes completely flat.

Another physical parameter that can be monitored
to useful effect is “acceleration”[3]. If a fragile
package is dropped during transportation, it is likely
a critical acceleration threshold would have been
exceeded. RFID sensing can also be used to support
anti-tamper product packaging.

A simple binary switch-based sensor can be
incorporated into an RFID tag, such as a thin loop of
wire extending from the tag through the packaging
and back to the tag. If tampering occurs, the wire is
broken and will show-up as a tamper bit when the tag
is read during checkout. In this way, at each point in
the supply chain, from factory to retail, it is possible
to check individual products for tamper activity.

Advanced medical monitoring can also be
supported by RFID technology. Some diagnoses can
only be made with a direct access to the body's
internal organs but RFID transponders can play a
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valuable role.

RFID sensors can be designed for beingimplanted
in the human body during surgery. An external reader
can then be used to periodically communicate with
the device either during routine visits to the doctor,
or as a result of being carried by the patient. A device
such as this can provide an on-going and progressive
evaluation of the condition being monitored.

1. FLEXIBLE MIDDLEWARE

In applications, such as access control systems,
the RFID readers and other devices are not connected
together to form a complex infrastructure. An
application is mostly monolithic and the gathered
data are consumed only by that application; there is a
simple association (one-to-one) between the reader
and the application. In more complex contexts, such
as supply chain management, many readers are
distributed across factories, warehouses, distribution
centers,therefore RFID data must be processed and
consumed by many different applications. This
introduces the need for an intermediate software
layer, which provides abstraction from protocols;
device interfaces, actual paths and locations, and
provides functionsfor configuration, management and
integration.

From a development point of view, it is also
important to abstract from the low-level RFID data
features. In fact, RFID data possesses a unique set of
characteristics that RFID applications must consider.

A. Application Scenario

In this section, we introduce both a reference
scenario to identifycommon requirements foran
RFID middleware and an approach to deal with some
communications issues among the different nodes.

In particular, we consider the application domain
of industrial laundries that provides rental and
cleaning services to large institutions (hotels,
restaurants, hospitals) that require a constant flow of
clean linen. The application logistics (shown in
Figure 11) suggests the adoption of three
differentsites. One site is delegated to the “soiled
side” operations; the other one is delegated to “clean
side” operations; the last one is used only for
administrative functions.

Each good (manufactured in the same company)
is tagged with a UHF transponder, special tags that
can withstand high temperatures of the ironing phase.
The clean site is used also as the main distribution
point and storage area. Here the packaging step takes
place.

The processed linen is prepared for delivery.
Individual orders (retrieved from the ERP system)
are filled (a), based on the needs and requests of the
laundry’s customers. In this phase, called order
fulfillment, we have the association between the
instances of the good with the customer order; the
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order is processed by the system thanks to an RFID
gate (b). This association allows, in real time, for
keeping track of goods and automatically updating
the availability, the inventory, and other repositories
of information.

In the soiled site, the institution’s lines are
collected by the laundry personnel and returned to
the laundry facility through carts and bags. Each item
crosses another RFID gate (c) and this phase allows
for identifying the goods, the orders, to check the
status, for verifying whether the returned order is
complete, and for providing other important
feedbacks to the company.

The data from the two sites (i.e. the two RFID
gates) are collected and sent to a central server for
processing, possibly adding some metadata, and
delivering them to all the Enterprise Information
Systems (EISs) through an Enterprise Service Bus
(ESB).

Management Site

Clean Site

Soiled

,€ R

—

Figure 11. Inner Processes

The groundbreaking feature of the proposed
solution is the possibility of a “functional”
distribution of the middleware through the different
nodes of the infrastructure. Each node hosts a
different instance of the middleware, to create a sort
of hierarchy of instances communicating with each
other and each with a specific role. In this hierarchy,
we can identify: some peripheral instances, known as
“slave nodes”, involved in the management of
physical devices; some intermediate instances,
known as “intermediate nodes”, prevalently involved
in aggregation functions, and a single (but not
necessarily)  “master node” with filtering,
aggregation, routing and all the functions that the
middleware potentially provides. Using the above
terminology, we can identify, in the reference
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scenario, two slave instances (one for each site), and
a single master instance.

Before describing the benefits of this approach,
we introduce the technical solution, appropriate to
create a communication channel among the different
instances, which is reliable, scalable and efficient.

The proposed solution is based on the Java
Messaging Service (JMS). The JMS API is a Java
Message Oriented Middleware APl for sending
messages between two or more clients. It is a
messaging standard that allows application
components to create, send, receive, and read
messages [7]. It allows the communication among
different components of a distributed application to
be loosely coupled, reliable and asynchronous. JMS
is composed of the following components:

e provider: an implementation of the JMS
interface for a Message Oriented Middleware
(MOM). Providers are implemented as either
a Java JMS implementation or an adapter to a
non-Java MOM,;

e client: an application or process that produces
and/or receives messages;

e producer/publisher: a client that creates and
sends messages;

e consumer/subscriber: a client that receives
messages;

e message: an object that contains the data
being transferred;

e (ueue: a staging area that contains messages
that have been sent and are waiting to be
read. Note that, differentlyfrom what the
name queue suggests, messages donot have
to be delivered in the order sent. If the
message driven bean pool contains more than
one instance then messages can be processed
concurrently and thus it is possible that a
later message is processed sooner than an
earlier one. A JMS queue only guarantees
that each message is processed only once.

e topic: a distribution mechanism forpublishing
messages that are delivered to multiple
subscribers.

About the two interaction models, we have a point-
to-point and a publish/subscribe model:

e In the point-to-point or queuing model, a
sender posts messages to a particular queue
and a receiver reads messages from the queue.
Here, the sender knows the destination of the
message and posts the message directly to the
receiver's queue. Therefore, only one
consumer gets the message, and the producer
does not have to be running at the time the
consumer processes the message, nor does the
consumer needs to be running at the time the
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message is sent. Every message successfully
processed is acknowledged by the consumer;

e The publish/subscribe  model supports
publishing messages to a particular message
topic. Subscribers may register interest in
receiving messages on a particular message
topic. In this model, neither the publisher nor
the subscriber knows about each other. A
good analogy for this is an anonymous
bulletin board. Therefore, multiple consumers
(or none) will be able to receive the message.
There is a timing dependency between
publishers and subscribers. A publisher has to
create a subscription for clients to subscribe.
On the other hand, a subscriber must remain
continuously active to receive messages,
unless it has established a durable
subscription. In that case, messages published
while the subscriber is not connected will be
redelivered whenever it reconnects.

JMS has been used as a connector among the
different components used for acquiring data from
the environment. We used Apache ActiveMQ as
open source messaging and integration patterns
provider [8].A JMS provider is integrated in each
“slave node”, which isa peripheral node involved in
the management of physical devices. A component of
the middleware collects data from the readers and
sends,through a specific connector,data to the JMS
Provider; therefore the component acts as JMS Client
with the role of Producer. On the other hand,
intermediate nodes and the master act as subscribers.

The publish/subscribe interaction model is
adopted: the sender (slave node) publishes a message
to the topic on its JMS provider; the
master/intermediate node at the start-up phase
registers interest in receiving messages on that
particular message topic; the subscription of the
subscribers is always durable so the subscriber has
not to remain continuously active and the messages
published while the subscriber is not connected will
be redistributed whenever it reconnects (data are
stored in a local embedded database). The designed
platform is robust and can be used in critical
environments where reliability, availability, and data
integrity is required.

B. Benefits

The designed architecture leads to some benefits
that go beyond the specific features of the Java
Messaging Service, embracing the needs of designers
and developers of complex RFID infrastructures.

The possibility of a *“functional” distribution
gives the opportunity to use the proposed middleware
in physically distributed environments. For example,
we can consider large companies that have made a
de-localization of production with different sites,
factories, warehouses and distribution centers. Our
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approach allows for abstracting from the actual
hierarchy of nodes and the underlying infrastructure;
the master instance sees the other middleware
instances as local devices (this is true for each node
and the nodes directly linked to it). This simplifies
the connection between the entire infrastructure and
the application layer that processes the business
logic.

The core of the middleware is really lightweight;
the ability to deploy only some functions gives the
opportunity to use the middleware on low-end
computers. So a mini-pc, with the middleware on
board, can be used to extend a RFID device with
limited computing resources. Many cheap readers
have a really good RF section but can be considered
dummy devices because they have no filtering,
aggregation or routing functionalities.

INTEGRATION BUS

EVENT MANAGER LAYER

Natifier
Connectors

DEVICE MANAGER LAYER

Mgm Interface

Rfid Physical
Devices

Trasponders
2

T ..z,—" -

Figure 2 2. Multi-layer Architecture

The middleware can provide all these functions
reducing the costs and the hardware complexity.
Moreover, on the market of RFID readers, several
devices are now available with a mini-pc embedded
(e.g. the Favite GF-801); the combination of both, a
reader and an instance of middleware, can provide
with a low cost and complete unit with features of
buffering, persistence, reliability, processing logic,
filtering and routing. The same device can be used on
a wider array of applications.

The proposed middleware solution consists of
three logical layers, a Device Management
Layer(D.M.L.), an Event Management Layer(E.M.L.)
and an Integration BusLayer(l.B.L.). To better
understand the concept of functional distribution
introduced at the beginning of this section, we
introduce briefly the features of each layer.
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The Device Management Layer is the software
layer responsible for managing the most peripheral
tier of a RFID infrastructure. RFID readers can be
combined with other input devices (such as
temperature sensors, proximity sensors, etc.) to create
a complex physical network. Our middleware
currently supports a variety of devices from different
manufactures. The Device Manager contains, for
each device, a different protocol manager, which is
the software module that manages the low-level
communication protocol used by a particular device.
The D.M.L. exports, to the upper layers, an interface
with  the functionsfor configuration, remote
management, monitoring and a basic filtering level
(e.g. the Persistence Time of each device).

The E.M.L. defines the interface through which
other modules can obtain data (first of all Electronic
Product Code - EPC), possibly filtered, from a large
variety of devices.The design of this interface meets
the needs of any data processing system, for an
intermediate software level useful to reduce the large
amount of data and transform them in business
events.

The Event Manager thus provides:

e Functions to capture data from one or more
sources, such as readers and devices;

e Functions to accumulate data in a specified
time interval, to eliminate redundant data, to
aggregate data according to a specified policy;

¢ Functions to combine data in a report that is
sent to subscribers according to a
predetermined schedule (this is a low-level
mechanism of routing and reporting that uses
notifiers for the common protocols).

The I.B.L. provides with an abstraction on top of
the implementation that offersimportant services for
complex architectures through an event-driven and
standards-based messaging engine. It allows
developers and integration architects to exploit the
value and opportunities of messaging without writing
code. In contrast to the monolithic hub-and-spoke
architecture of an integration broker, the foundational
core of an ESB provides a distributed services
architecture.

This architecture has the ability for integration
broker functions, such as message routing, data
transformation, and application adapters, to be
selectively deployed on an as-needed basis [9]. Thus,
the concept of functional distribution underlines that,
according to the specific role played by a node in the
overall infrastructure, the middleware can activate
one or more layers.

Figure 333 highlights, in dark grey, the inactive
layers, in a possible hierarchy of middleware
instances. In the slave nodes, the middleware enables
the Device Manager (in particular only the plug-in
driver for the specific reader connected) and the
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notifier module to the JMS Provider deployed on the
same node (as described in the previous section, the
slave node is also a JMS publisher); possibly,
filtering, pattern matching, aggregation and routing
functions are unnecessary,as a consequence the Event
Manager and the Integration Bus can be disabled. An
intermediate node (a typical configuration includes
more than one intermediate node) enables the Device
Manager but the plug-in driver is specific to connect
it to another middleware instance; thus the
middleware instantiates a JMS subscriber to the
providers deployed on the remote slave nodes; but
the role of the intermediate node is also to send data
to its own provider (to make data available to the
master node), so the node is both subscriber and
publisher; if an intermediate node is connected to
many slave nodes, a part of the E.M.L. could be
enabled (mostly the aggregation functions).

a INTEGRATION BUS
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Figure 33. Hierarchy of middleware instances

The master node gathers data from the
intermediate instances through the same plug-in that
connects the intermediate to the slave nodes. The
data are processed and filtered in the E.M.L. and the
generated events are propagated to the enterprise
applications through the Integration Bus.

IV.REAL APPLICATIONS

In order to illustrate the effectiveness of our
middleware in rapid developing applications, we
discuss in this sectionhow a real RFID application
can be designed and developed. The application
implements the scenario described in Section IlI.

A. Industrial Laundry Management

The application described in the following is
related to the management of an industrial laundry
that aims at tracking linens. According to the
infrastructure described in the previous sections,the
proposed middleware is deployed in three sites. An
instance is placed in the soiled site and is deployed
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on a computer to manage an RFID gate,whose
hardware is based on an Impinj’s UHF Speedway
Reader[10].

In the clean site, an instance is embedded on a
Favite FS-GF801[11]reader. It is equipped with Intel
ATOM N270 CPU, and memory size of one GB of
RAMto meets the needs for a smaller gate with a
slower flow of linens.The third instance is deployed
on a server placed in the administration site. On the
same server, an instance of OpenBravo, a web-based
OpenSource Enterprise Resource Planning (ERP) for
SMB, is deployed.

The ICT infrastructure includes another enterprise
application; a custom application developed for the
specific needs of the customer.It is used in the two
production sites to handle the orders fulfillment, the
clean and the soiled retrieval operations.

We underline a crucial aspect that the middleware
has to deal with the two applications require different
latencies. The custom application needs to reply
immediately to local interactions generated when the
linens cross the gates. The ERP, on the contrary, does
not need necessarilyshort notification latency;
enterprise and legacy applications are not designed to
handle streaming data and might need to receive
batched updates[12].

SLAVE"SOILED SITE" '

Figure 44. Deployment Diagram

The proposed solution addresses this entire
communication issues.The deployment diagram is
shown in Figure 44. It shows two slave nodes that are
the middleware instances placed in the production
sites. The role of these nodes is to manage the
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physical devices (the two readers), to detect the
transit of tags through the gates, to notify data to the
master node and to the custom application. The
application provides, in real time, feedbacks to the
laundry personnel on the correctness of processed
goods and activities.

Figure 5 5. An example of a Soiled Retrieval
operation shows an example of a soiled retrieval
operation; the left column reports customer
information and the order details; the right column
shows the list of the returned items.

Figure 5 5. An example of a Soiled Retrieval Operation

The third node is a master unit that gathers data
from the two slaves. The filtering layer processes the
incoming streaming data, normalizing the messages,
adding some metadata about their sources. Data are
sent to the Enterprise Service Bus and subsequently,
by using the associated information, they are
delivered to the EISs.

V. PERFORMANCE ANALYSIS

This section presents a performance analysis of
the messaging sub-system of our proposed flexible
middleware. The analysis is focused on the features
and functions so far discussed, thus the aim is to
underline the behavior of the middleware in a
distributed context.

A. Test Methodology

We have performed some teststo analyze the
performances of the proposed middleware under
load, using the management console provided by the
middleware itself. Our goal is to evaluate the
performance from a designer standpoint. Therefore
the test scenarios are stress level conditions for real
applications, according to the unique characteristics
and capabilities of an RFID middleware [13]:

e Streaming;

e Reactivity;

¢ Integration.

We have considered and tested the basic
pattern/component of a hierarchy of middleware
instances; thus,using the well-known terminology,
the test cases consist of a scenario with a slave
instance and a master instance; the second one has
two slave instances and even a single master
instance. The performance results and the
considerations made for these two simple cases are
sufficient to predict the performance of a more
complex infrastructure.
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On the slave node, we used a simulator of the
physical reader to ensure an adequate workload; the
amount of resources required by the simulator is very
similar to the required resources of a real attached
reader with a simple communication protocol, but we
can set a specific value of read rate. In order to
generate the highest amount of data, (tag_ids)
filtering is disabled on both sides. We use the master
node to monitor the correctness and the read rate of
both instances. Thus, we considered three
parameters, the tag rate generated, the tag rate
received, and a parameter called duration. The first
two parameters are self explanatory; the third one is
defined by EPCglobal within the Application Level
Event Specification and characterizes an event cycle;
it is a time interval used to accumulate reads [14];at
the end of this interval a report with all the gathered
tag_ids is ready to be notified to the master.
Increasing the time interval, the size of the report
grows proportionally.

B. Test plan

For each test configuration, we have fixed the tag
rate parameter (the tag rate generated by a slave) and
varied the duration time. Growing the size of the
report (then the size of the exchanged message),
more resources are required by the communication
system to ensure real-time notification, redundancy
and a once-and-only-once guarantee of message
delivery. Through the master node, and the processed
tag rate in input, we can verify the behaviour and the
correctness of the communication.

Each configuration consists of twenty-five test
cases. Each test case is executed for a total of thirty
minutes and is run three time to get an average value.
All performance results are recorded after the
connection between slave and master has been
created; the two middleware instances were restarted
between each test. During the tests, there were not
other applications running and the system and the
nodes were connected throuh a dedicated 100Mbps
Ethernet nework.

C. Hardware Test-bed Equipment
During the tests, the following hardware
configurations was used.

Master node configuration:

Intel Core2 Quad Q9300, 2.50GHz Yorkfield M1

Cache L1 4 x 64kb (32 kb code, 32kb data)

Cache L2 2 x 3072kb (On-Die, ATC, Full-Speed)

Chipset Intel P35/G33/G31

5 GB DDR2-SDRAM PC2-6400 (DDR2-800)

Intel(R) 82801 HR/IR/JR(ICH8R/ICHIR/ICH10R)

Disk WesternDigital WD10EADS-65L5B1 1TB
7200RPM

Average seek time 8,9 m/s

Interface SATA-II

Data transfer rate 300 MB/s

Buffer 32MB
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Realtek RTL8168/8111C PCI-E Gigabit Ethernet
Adapter

Connection Speed 100Mbps

MTU 1500 byte

S.0.: Windows Vista Home SP 2

JVM: Sun JRE 1.6.0.21

Slave node configuration:

DualCore Intel Pentium E2160, 1800MHz Conroe-
M

Cache L1 32kb per core

Cache L2 1Mb (On-Die, ECC, ASC, Full-Speed)

Chipset Intel Broadwater i946GZ

1 GB DDR2-667 DDR2 SDRAM

Controller IDE Intel(R) 82801GB/GR/GH(ICH7
Family) o Disco SAMSUNG HD161HJ - Spin
Point 160GB 7200RP

Average seek time 8.9m/s

Interface SATA-1I

Data transfer rate 300MB/s

Buffer SMB

Controller LAN Intel(R) PRO/100 VE Network
Connection

Connection Speed 100Mbps

MTU 1500 byte

S.0.: Ubuntu Desktop 9.04 32 bit

JVM: Sun JRE 1.6.0.17

D. Performance Measurement Results

The first test scenario evaluates the actual
capacity of message processing of the slave node.
Analyzing the results of the first test scenario, as
described earlier, we can observe at high values of
tag rate and notification time, a general degradation
in performance.

For very low values of the duration parameter, the
slave is able to process correctly 3000 tags per
second, but as shown in Figure 66, some problems
arise with a tag rate of 2000 tags per second and a
time of notification of 4 seconds. The growing size of
the generated report causes a slow down and a delay
in the delivery of the messages.

The latter scenario, instead, allows us to assess
the limits of the master node. Using two slave nodes
we should expect a tag rate, received by the master,
twice the rate actually generated by the a single slave
node. The results shown in Figure 77 confirm this
hypothesis. We can observe that with a value of both
slave nodes of 3000 tags per second, thus a total tag
rate of 6000 tags/s in input, the processing capacity
of the master is saturated, obtaining a maximum tag
rate of 5000 tags/s. The machine that gathers data
from the intermediate or slave instances, should be a
very high performance machine to ensure optimal
performance with this high workloads. For this
reason a master machine, with hardware
characteristics significantly better than the machine
used for the slave nodes, was used.
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Figure 66. Performance Results Single Slave Scenario
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Figure 77. Performance Results Two Slaves Scenario

Since vertical scalability, obtained with high-end
machines for the master, is a costly solution
especially when the number of slaves and the number
of events generated grows, a more effective orizontal
scalability approach can be exopoited. To this end, a
highly-scalable configuration is possible thanks to
the adoption of a publish/subscribe bus:when the
master capacity is saturated by a high throughput, an
additional master can be considered to extract events
from abus topic. This makes it possible also the
creation of a more realiable architecture, since the
single point of failure of the architecture described
and tested is eliminated.

V1. CONCLUSION

The paper has presented a flexible middleware for
handling complex configurations of RFID systems.
The main features of the proposed middleware are
flexibility and high performances. The former is
derived  fromsome  configurable  middleware
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components deployed directly on the readers or on
mini-PCs connected to the readers through RS232 or
Ethernet links. The latter is possible thanks to the
filtering action that can be enabled in the middleware
components working near the readers (slaves), or to
the replication of the master node that is connected to
the higher level integration bus. Moreover, the
reliability levels enabled by the JMS bus ensure a
high robustness of the entire infrastructure, since
messages are not lost,evenin case of transient
disconnections.

Future work will regard a more automatic
configuration (adaptation) of the components on the
basis of the available features of the underlying
hardware and the global settings of the systems.
Moreover, the overall system will be improved as
concerning the throughput and load balancing among
several replicas of the master nodes.
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Abstract — This paper reports the current results on an
ongoing project. We propose a new architecture for
airport baggage handling using a combination of
technologies such as RFID, the internet, networks, web
and mobile communications. In this paper we identify
the problems associated with handling baggage in
airport and propose a solution to overcome those
problems using RFID technology. We also propose
some novel ideas to use popular technologies such as
web, SMS and interactive television screens for baggage
handling systems using RFID technology. We also
divided the total baggage path into several zones to
track them correctly and to identify where baggage was
lost or mishandled if possible.

Index Terms — airport baggage handling system;
proposed architecture; RFID technology

I. INTRODUCTION

Today, airlines are facing a number of challenges.
The increasing number of air passengers and hence
the increase in checked-in baggage is stressing the
world’s baggage handling systems. In this process
many pieces of baggage are mishandled and lost. The
cost of a mishandled bag is a big concern for the
airlines, and the problem is growing day by day. In
addition to the penalty incurred by the airlines for the
mishandled bag, it is also a source of great
inconvenience and dissatisfaction for the passenger.

RFID can enhance the automation of baggage
handling and can significantly reduce the number of
mishandled bags. In the recent years, many airports
have initiated the implementation of RFID
technology in the aviation industry replacing barcode
for the automation of baggage handling and to reduce
the mishandling of baggage. The growing number of
air passengers and their baggage are creating a big
challenge for the airline authorities. Major increases
in the reported incidents of mishandled baggage give
evidence of this challenge. Increased safety
regulations in airports, growing passenger numbers
and tight turnaround times are some of the main
cause for baggage mishandling [1]. Passengers on
U.S. airlines reported more than 4 million
mishandled bags in the year 2006 [2]. In Europe, the
Association of European Airlines (AEA) also

reported that the incidence of mishandled baggage
has increased by 1.2 million which is about 14.6
percent more than the previous year. The cost of a
mishandled bag is also increasing rapidly. In 2006,
approximately 34.3 million bags were mishandled
globally, costing the airline industry $3.8B [3].
Giving the importance of missing baggage in
airports, the Association of European Airlines (AEA)
published a report [1] on 27 major airlines that
reported baggage information to AEA. AEA
identified the 7 or 8 most affected airlines each year
as an “Above average” group in terms of missing
bags per 1000 passengers (Figure 1).

Among them were Air France, Alitalia, British
Airways, KLM, Lufthansa and TAP Air Portugal.
The *Above average’ group has an average in itself
that can be as high as 27% (in 2007) compared to the
average of all AEA companies. Sometimes anyone
reason may cause poorer performance and can cause
additional trouble to an airline. TAP airline is an
example for this that shows very high rates of bags
missing in 2007 due to the extremely busy and
exhausted Lisbon Airport. Due to these localized
problems, airport baggage mishandling rates may
differ significantly among the different airlines as can
be seen in the Figure 1.

Missing Baggage Ratio

30
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20 B AsrFrance
B ATitalia
BA

BKLM

15
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B Lufthansa

TAP

Missing baggage in Thousand

2004 2005 2006 2007 2008

Year

Figure 1. Missing bags per 1000 passengers: airlines with highest
rates (Source AEA Consumer Reports, 2004-2009,
Compiled by Authors)
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According to the International Airport Transport
Association (IATA) survey there are six key issues
that are identified for baggage mishandling in air
travel [3]. These are shown in Table 1.

TABLE 1. SIX KEY ISSUES IDENTIFIEDFOR
BAGGAGEMISHANDLING

Reasons for mishandling Rate(%)
Transfer bag: late arrival 30
Transfer bag: delay in moving bag 18
Missing baggage sortation message 11
Error at check-in 10
Poor barcode read rate 10
Transfer passenger not checked in 10
Other 11

Source: IATA, RFID business case for baggage tagging, 2007

Most of the major causes can be reduced using
RFID technology. The logical characteristics of
baggage handling systems are well suited to RFID,
which can help make the baggage handling process
easier and efficient.

Il. RFID TECHNOLOGY

Radio Frequency Identification (RFID) is a
technology to identify objects or people
automatically. An RFID system typically consists of
three components: readers, tags and the back-end
database [1].

1) RFID Reader (Transceiver): RFID readers
with antennas are devices used to read or
write data from or to RFID tags. The reader
queries a tag to obtain information from the
tag.

2) RFID Tag (Transponder): An RFID tag is a
small microchip designed for wireless
transmission. It is attached to designated
objects where each tag has a small size of
memory to store its unique ID as well as other
information. An RFID tag transmits data in
the air in response to the interrogation by an
RFID reader.

3) Back-end database: The main goal of the
back-end database is to process data from tags
collected by the readers deployed in the RFID
infrastructure [5]. The RFID system virtually
creates a remote database which travels with
the items [6] to exchange information between
tags and back-end database.

There are two types of tags: passive and active. In
general, passive tags are inexpensive. They have no
on-board power; they get power from the signal of
the interrogating reader. The main goal of EPC was
to make an RFID tag as simple as possible, with the
aim of reducing the tag price below 5 cents [7].
Passive tags can operate in many frequency bands
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and have a read range from two feet to several
meters. Although different RFID systems have been
in use, popular RFID refers to the Electronic product
code. For UHF, the dominant standard will be very
likely Class-1 Gen-2. In this standard, tags contain a
kill self-destruct feature. When an EPC tag
successfully receives a kill command, it becomes
inoperable [8].

Active tags contain batteries. They can initiate
communications and have read ranges of 100 meters
or more. Active tags are expensive, costing some $20
or more. They may also use useful frequencies that
may interfere with existing systems and hence are not
suitable for large scale implementation in business
enterprises

I11. RFID IN BUSINESS DOMAINS

Passive tags are low-cost, have no on-board
power and work in unused frequency ranges which
are suitable for implementation in business
enterprises and also in the aviation industry. RFID is
widely used in many business areas [9]. It has a
significant benefit to supply chain management due
to its low cost and flexibility. RFID has comparative
advantages over other technologies such as barcodes,
because it is, for example, contact-less, has multi-
object recognition, does not require line of-sight, and
as long-distance reading capabilities. The demand for
RFID is increasing day by day. In [10] Harrop points
out that the RFID industry will increase by US $2.8
billion in 2006 to $26 in 2016. Large organizations
like Wal-Mart, Procter and Gamble, and the United
States Department of Defence are employing RFID
tags for automated oversight of their supply chains
[11]. The U.K. retailer Marks and Spencer has also
initiated the use of RFID tagging of individual items
of apparel [12]. The potential offered by RFID
technology is that all existing physical objects can be
managed by a virtual world created by a distributed
database in a distributed networked RFID system.

IV. CURRENT USAGEOF RFID IN AVIATION FOR
BAGGAGE CONTROL

A number of airports have started to use RFID on
a trial basis to handle baggage [1]. Hong Kong
International Airport is the first airport in the world
to have implemented RFID baggage tagging which
has been fully functional since 2005. Bag-tag read
success rates were improved to 95% with estimated
cost savings of US$ 3.8 million. Later, the read rate
increased to more than 97%, much higher than the
barcode rate [13]. Beijing, Narita and six other
Korean airports have also undertaken successful
RFID trials. McCarran Airport in Los Angeles was
the first airport in USA to adopt RFID tags in
baggage handling. Amsterdam Schiphol Airport was
the first airport in Europe to make a large scale
attempt to introduce RFID baggage control in 2007.
IATA has published some results based on the trials
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that have been conducted between airports, airlines
and manufacturers during the last few years [17]. The
main objective of the trials was to test the read rate
success. The results are summarized in Table 2.

TABLE 2. RFID TRIAL READ RATE*

Trials Date Read-Rate
. 100% (Gen 2)

Kuala Lumpur Airport 2005-2006 98% (Gen 1)
Kansai-Hong Kong 95.4%
Airport 2005 98.78%
Asiana- l_(orean Airport 2004-2005 97.00%
Corporation
TSA World-wide Trial 2004-2005 ~99%
Narita Airport 2004
British Airways at 0
Heathrow T1 1999 96.40%

Note * Compiled by Authors (See [17])

The objective of the trial in Kuala Lumpur
International Airport was to study the characteristics
of UHF tags placed on the test baggage in various
situations to identify when reading would become
difficult, to study the recognition rate by placing the
UHF tags on passenger’s baggage in the actual
airport environment, and to verify the effectiveness
of the baggage tags during operations between
airports and the effects on the UHF band by the
airport facility materials. In this trial a large amount
of RFID materials have been tested and performances
analyzed in detail.

The objective of the trial in Kansai Airport- Hong
Kong Airport was to carry out a basic performance
validation in an operational environment different
from Narita Airport and

e to verify the international interoperability of

Japan’s UHF-band airline baggage tag to
confirm the data recognition at Kansai
International Airport of the airport baggage
tags that were attached in Hong Kong

e to verify the UHF band radio frequency

characteristics

e to verify the electric intensity measurement

inside the airport.

The trial by the Asiana-Korean Airport
Corporation used six Korean airports. Tags for
baggage were issued at check-in and were read at a
number of points in the baggage process. RFID was
used to track the baggage through security,
reconciliation and finally to verify its arrival. When
the baggage arrived in the claiming section, the
passenger received a Short Message Service (SMS)
about the location of the baggage. Passengers could
also see the information on the Flight Information
Display System (FIDS). The trial also focused many
new processes. RFID systems enabled the creation of
a link between the security screening station and the
airline security database, allowing the passenger
owning a piece of reported baggage to be identified
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and security staff notified. This baggage could then
be manually searched after an x-ray. RFID was also
used for the enhancement of the manual sortation
process. RFID systems also gave the baggage loaders
the right flight information for the baggage to be
loaded. This was a successful trial with a read rate of
97%. The trial also showed the way in which RFID
can be used to enhance processes and improve
customer service.

The aim of the Transportation Security
Administration’s (TSA) world-wide trial was to
demonstrate the interoperability of UHF RFID
Baggage Tag systems between worldwide geographic
regions having different UHF transmission
regulations.

V. BAGGAGE HANDLING USING RFID: PROPOSED
ARCHITECTURE

RFID can help the baggage handling system in
aviation in many ways. It can enhance the automation
of baggage handling and can simplify the baggage
handling system [3]. It can also identify the place and
people correctly related to this baggage thus it can
significantly reduce the number of mishandled bags.
The flowchart of the baggage handling process is
given below (Figure2).

R —— A ——
Chieck~im Frocess Getthe real-tme Matus
| of the baggage
i No
tdiatibe .
and seourity mﬁ i
Refise check OkT FECEeR s
Flight w“ Yes
Yes fime?
e TE—E—
amchment in basmge Directihe passenger and
Update status in database bagzage in right diraction |
i — e ——————
Dusect passenger and Passenger and baggage
baggage nsing RFIR tracking using RFID.
wechoology Updaie saws in duabase

Departure Airport Arrival Airport

Figure 2. Logical flow of baggage in airport

A. Making zones for identification

During air travel, baggage goes through various
paths and places, and it is not possible to track the
baggage at every point. For this reason we need to
identify various key points of the route. To identify
the key points and track the baggage, the area passed
by the baggage will be divided into several zones to
determine its location, where it is kept or where it
may be mishandled. The total area for the baggage
can be classified into the following zones [3] at the
departure airport (Figure 3):

1. Check-in area

2. Conveyor

3. Distribution area

4. Trolley
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Each zone will be implemented with an RFID
system in such a way that any baggage passing
through will be tracked correctly. The incoming,
outgoing and duration of stay of the tags can be
determined from the system. All the data will be
recorded in the back-end database.

| Infermation Svstems |

Figure 3. Baggage in different zones

Each member of staffs will carry an RFID tag in
his batch and an identity card. Responsibility will be
distributed between different zones and employees of
each zone will be responsible for their respective
zone. So, in each zone the staff will be identified by
RFID tag. During duty time, staffs are required to
keep their identity card with them and they should
wear a uniform with an RFID batch. Staffs are
allocated in each zone for different time schedules. In
each zone there are RFID readers to scan the RFID
tag of the baggage and the staff. The staff will also be
responsible for handling and controlling the RFID
readers. The total process can be described in several
phases of zones:

1. Check-in area: In the check-in areas, RFID

printers enable the instant encoding of an
RFID tag including required information such
as flight information and any specific
sortation directions. Before placing the bag on
the conveyor an RFID reader captures the tag
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information and stores in the middleware
database.

2. Conveyor: As baggage moves to the conveyor
belt an RFID reader can track the bag through
the RFID tag and capture the available
information from it, providing the information
required to ensure delivery of the right bag to
the right gate, right airline and right flight.

3. Distribution area: Throughout the routing
area, FID readers capture the location of bags
at key check points that help to identify the
baggage and verify if it is moving in the right
direction at real time to ensure timely and
correct delivery to the airline.

4. Trolley: Here also, RFID readers can capture
the information from the baggage to check
that it is loaded onto the right trolley for
delivery to the right plane. If any bag is
mistakenly placed on the trolley it can easily
be identified before it leaves, thus saving time.

The zones in the arrival airport are:

1. Trolley: Here baggage is loaded from the
airplane and shifted to the right distribution
area using the help of the RFID system. The
arrival information will then be updated to the
arrival airport database.

2. Distribution area: In the distribution area the
baggage will be sorted and distributed to the
right conveyor using RFID system. Baggage
loaders will be informed if any wrong
placements of baggages are done.

3. Conveyor: When the baggages are forwarded
to conveyor it also takes the help of RFID
system to move in a right direction. Databases
will be automatically updated with the latest
status.

4. Reclaiming belt area: Passengers will receive
an MS to their mobile phones so that they are
sure about their baggage arrival. Passengers
can also search in the internet about their
baggage with a Information Systems
password. If the baggage arrives correctly
then systems will automatically send the SMS
to the passenger’s mobile informing them of
the location of their baggage. Also, an email
will be sent to the passenger with details of
the baggage status. Airport authority will
provide computers with internet and browsing
facilities near the baggage receiving section.
Passengers can also get information from the
baggage query section of the information
desk. The baggage query section can find
information on the baggage from their
database or online internet service. The
scenario is shown in Figure 4.
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Figure 4. Passengers receive information in various ways

VI. UTILIZATIONOF RFID IN AIRPORT
BAGGAGE HANDLING

IATA in [15] reported that the major reason why
baggage is mislaid is due to the problem of reading
barcodes properly on the baggage. RFID technology
can offer a number of significant advantages over
barcode solutions.

1. Flexibility: RFID does not require line of sight

reading like barcodes.

2. Ability: RFID can scan multiple bags
simultaneously and distinguish from other
items; it identifies the object as opposed to bar
code, which is used for a single scan at a time.

3. Reliability and accuracy: RFID is suitable for
a fully automated system and can read reliably
with up to 100% accuracy [3].

RFID technology can offer many opportunities in
luggage handling in the airport. Here we describe few
scenarios and solutions using RFID technology.

1. Real time tracking and management. RFID
can ensure real time information about the
baggage. The current location of the tag is
always available on the database. The
passenger can get information on his baggage
anytime and from anywhere. Using RFID, it is
possible to identify exactly which baggage is
in which container and in which place.
Checking the baggage against the passenger
‘aboard aircraft’ status, and locating the
container which holds the passenger baggage
is very important from the point of view of
both security and operational efficiency [14].

2. Cross checking. Cross checking is very easy
and efficient using RFID technology. The
movement of both the baggage and the
passenger can be tracked. It can easily be
checked if a passenger is on the board but the
baggage is not and vice versa.

3. Digital imagery. It is now possible by using
an RFID tag attached to an identity card and
air ticket to identify who is travelling. An X-
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Ray picture of the suitcase with RFID tag can
identify what is being carried by different
passengers (Figure 5).

Figure 5. RFID information with Digital image.

4. Safety against new crimes. In this era of RFID
technology different types of crime are
emerging, for example changing or killing the
RFID tag information by RFID reader. Some
adversaries can change the RFID tag of a bag
in order to mislead the owner. This can be
done without physical evidence using RFID
reader from any covert place such as his
pocket. In this case, a video camera cannot
identify the adversary. RFID systems can
trace this event if the tag seems absent due to
unauthorised killing.

5. Identify who handled the baggage last Using
RFID technology it is possible to identify the
zone and the people group who handled the
baggage last. From the database it is possible
to identify approximately who was near the
baggage in that location. This information can
be used, with video cameras, to identify who
mishandled or stole the baggage.

VII. CONCLUSION

RFID technology is attracting important
consideration in airports for baggage handling
purposes. RFID can be wused for sortation,
identification, automation and location tracking. The
read rate of RFID is much higher than the barcode
read rate. RFID technology will reduce labour costs
and strengthen automation. It can reduce the time for
baggage sortation and distribution. The different
activities required in the baggage handling process
are very well suited for RFID technology. If RFID
technology is implemented properly then passengers
and airlines as well as airports will benefit. The
passenger can get the information about their
baggage’s current location, expected arrival time etc.
Moreover latest technologies like Internet web
facilities, SMS, databases and interactive televisions
can be used to identify and enhance the performance
of the system to better handle the baggage in airport.
Airlines can reduce their costs if they eliminate the
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charges for mishandling and mismanagement of
baggage. It is possible to identify the employees
responsible for handling baggage before it is lost or
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Abstract—Feature Extraction of Bangla characters is
very important during recognition. Efficient feature
extraction method speeds up recognition process. In
this paper, a comparative analysis is done between
two different algorithms which are feature extraction
using chain code and shadow, centriod and longest—
run features.

Index Terms- algorithm; Bangla language; Bangla
characters; feature extraction; feature vectors

I. INTRODUCTION

Paper [1] illustrated freeman Chain code which
is based on the observation that each pixel has eight
neighborhood pixels. The 8 transitional positions
defined by freeman chain code are then divided
into 4 transitional zones in order to keep the correct
order of searching. Fig. 1 describes the freeman
chain code.

Up Zone Left Zone Right Zone

Figure 1. (a) Slope Convention for Freeman Chain code,
(b) 8 directional slopes divided into 4 direction zones
for searching.

Maintaining an anti clock wise order of
searching, zonal information is used to modify the
chain coded position of the next selected pixel. The
algorithm selects the next pixel if it fulfils all of the
following criteria:

e The pixel is Black, i.e., it is a part of the

character.

e The pixel is within the bounded rectangle of

the connected component.

e The pixel is still not visited.

e The zone of the current pixel.

O
O
O
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O
O
O
O
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DOWN
RIGHT
Uup
LEFT
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Figure 2. (a) Chain code generation for an image,
(b) Searching order in the four zones

Fig. 2 (a) shows the chain code generation of an
image marked by gray pixels. When the algorithm
starts from the hatched pixel (absolute coordinate,
x=1, y=3), it marks the current black pixel as
visited and initiates its directional zone as DOWN
zone. So it searches for an unvisited black pixel in
the directional order: 3,4,5,6,7,0,1,2 (Searching
order is shown in Fig. 1.2 (b) for each zone). In this
way the process continues and finally produces the
chain code, 06700132454,

The frequency of each directional slope at each
region is recorded and updated during the traverse.
A total of 32 directional slopes or local features for
each component are found. Then they are
normalized to 0-1 scale. In bangla, as there are
more than one components in a character, the
normalized 64 features are then averaged to
produce 32 features. The calculation of normalized
slope distribution is as follows:

If aj, @y, a3, vevvennnns ,ag are 8 directional slopes in
region 1, then normalizing constant for region 1 is,

N, = (ar*a; + a*ay + ......... +ag*ag)(1)

So, normalized slope in region i = S;/ N; ,
Where,i=1to4andj=1t08

Sij = Frequency of j’th directional slope in i’th
region.

N; = Normalizing constant in i’th region.

Paper [2] has used a set of 76 features which
includes 24 shadow features, 16 centriod features
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and 36 longest- run features are computed taking
64 x 64 pixel size binary images. Shadow features
are calculated by dividing the image into 8 octants
within minimal square. Finally, lengths of all
projections on each of the 24 sides of all octants are
summed up to produce 24 shadow features, shown
in fig. 3

U N

LA [P
®)

S

PP

[C)]

Figure 3. An illustration for shadow features. (a-d) Direction of
fictitious light rays as assumed for taking the projection
of an image segment on each side of all octants.
(e) Projection of a sample image

Coordinates of centriods of black pixels in all 8
octants of a digit image, shown in fig. 4, are
considered to add 16 centriod features.

Information Management and Applications

AR

(@ )

Figure 4. Centriod features of two different characters (a)-(b)

Longest- run features are computed dividing the
square into 9 overlapping regions and for each, 4
longest-run features are calculated respectively by
row wise, column wise along 2 of its diagonal.
Thus 36 features are produced (fig. 5).

Length of the
Longest Bar

1|0|a4|4|4a4([4]4
i1|0jo|2|2[0]|2
i1|lojlo|2|2(0]2
1|0|0|JOo]|1]0O]1
Ol1fojOoj1|O0]|1
ojlofz2f2f0|loOo|2
Sum= 12
O

Figure 5. An illustration for computation of the row
wiselongest-run feature.(a) The portion of a binary image
enclosed within a rectangular region.(b) every pixel position in
each row of the image is marked with the lenght of the longest
bar that

fits consecutive black pixels along the same row.
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Figure 6. (a) Slope generation using Chain code, (b) 8 sample Aa, each produces 32 slopes,
(c) graphical representation for the 8 sample Aa using (b)
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COMPARATIVE ANALYSIS BETWEEN THE TwWO features (last 8 shadow features are not considered
FEATURES METHODS here), 16 centriod features and 36 longest—run
features and their corresponding graph for the

Text document images are constructed with character Aa (fig. 7).

different font sizes. We resize our sample
characters into 64 x 64 pixels to make the feature
extraction process font size independent. We got
these samples from a text image paper [3] and

C. Comparative Analysis
From the fig. 6 (c), it is seen that the difference
between each point of each font sizes compared

stored the same characters to do the comparison. with each point of 64px font size is larger than fig.
] . . 7(c). Using chain code, about 20-30% points are

A. Feature Extraction Using Chain code close or even same for a particular character
Applying the feature extraction technique using whereas 60-70% points are close or same using
chain code we got the following slopes and shadow, centrio and longest-run features. The
corresponding graph for character Aa, 3 (fig. 6). differences are shown in Table | for feature

extraction using chain code and Table Il for

B. Feature extraction using Shadow, Centriod shadow, centriod and longest—run features.

and Longest-run features

Using this feature we have got the 16 shadow
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Figure 7. (a) Slope generation using Chain code, (b) 8 sample Aa, each produces 32 slopes, (c) graphical representation for the 8 sample Aa using (b)
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TABLE I. DIFFERENCES AMONG DIFFERENT FONT SIZES WITH 64PX FONT SIZE FOR THE FEATURE EXTRACTION USING CHAIN CODE

Index Font 16px Font 18px Font 20px Font 22px Font 24px Font 26px Font 28px Font 30px
1 0.08 0.1 0.16 0.04 0.18 0.11 0.07 0.02
2 0.14 0.33 0.16 0.18 0.17 0.43 0.23 0.03
3 0.33 0.39 0.33 0.33 0.33 0.39 0.33 0.24
4 0.399 0.44 0.399 0.4 0.399 0.37 0.4 0.29
5 0.02 0 0 0.02 0 0.01 0 0.02
6 0.06 0.01 0.02 0.02 0.01 0 0.04 0.02
7 0.13 0.1 0.13 0.13 0.13 0.03 0.13 0.08
8 0.001 0 0.001 0 0.001 0 0 0
9 0.11 0.07 0.1 0.15 0.1 0.11 0.17 0.05
10 0.08 0.1 0.01 0.1 0.04 0.13 0.35 0.03
11 0.08 0.05 0.34 0.4 0.22 0.05 0.57 0.05
12 0.001 0 0.001 0.11 0.001 0.05 0.12 0.09
13 0.19 0.19 0.19 0.16 0.19 0.19 0.09 0.16
14 0.1 0.2 0.16 0.13 0.15 0.2 0.2 0.08
15 0.1 0.22 0.01 0.11 0.01 0.22 0.22 0.08
16 0.339 0.34 0.339 0.18 0.339 0.29 0.22 0.21
17 0.14 0.05 0.23 0.11 0.28 0.14 0.23 0.04
18 0.05 0.37 0.11 0.15 0.11 0.37 0.47 0.11
19 0.26 0.18 0.46 0.48 0.34 0.1 0.56 0.04
20 0.789 0.37 0.789 0.19 0.789 0.22 0.2 0.15
21 0.06 0.04 0.06 0.04 0.04 0.04 0.04 0.03
22 0 0 0 0 0 0 0 0
23 0.16 0.21 0.16 0.11 0.16 0.18 0.05 0.14
24 0.001 0 0.001 0 0.001 0 0 0
25 0.15 0.25 0.02 0.09 0.01 0.12 0.14 0.04
26 0.22 0.35 0.08 0.03 0.1 0.34 0.04 0.12
27 0.11 0.09 0.04 0 0.08 0.21 0.16 0.05
28 0.059 0.22 0.059 0.06 0.059 0.11 0.06 0.15
29 0.11 0.06 0.09 0.09 0.09 0.01 0.06 0.05
30 0.11 0.07 0.07 0.06 0.05 0.04 0.06 0.08
31 0.22 0.15 0.22 0.22 0.22 0.02 0.22 0.13
32 0.309 0.12 0.309 0.31 0.309 0.11 0.31 0.1

TABLE I1.DIFFERENCES AMONG DIFFERENT FONT SIZES WITH 64PX FONT SIZE FOR SHADOW, CENTRIOD AND LONGEST-RUN FEATURES

Index Font 16px Font 18px Font 20px Font 22px Font 24px Font 26px Font 28px Font 30px

1 0.01 0 0.02 0.02 0.01 0 0.01 0.02
2 0.05 0.04 0.05 0.04 0.03 0.04 0.03 0.04
3 0.01 0.01 0 0.01 0 0.01 0.02 0.01
4 0.1 0.11 0.1 0.09 0.1 0.09 0.08 0.09
5 0.01 0.01 0 0.01 0 0.01 0.02 0.01
6 0.01 0.01 0 0.01 0 0.01 0.02 0.01
7 0.05 0.04 0.05 0.04 0.03 0.04 0.03 0.04
8 0.02 0.04 0.05 0.04 0.04 0.04 0.05 0.03
9 0.02 0.11 0.01 0 0.01 0.01 0 0.03
10 0.01 0.04 0.03 0.01 0.03 0 0.02 0.01
11 0.01 0.01 0.03 0.02 0.02 0 0.02 0.02
12 0.06 0.04 0.06 0.05 0.05 0.05 0.04 0.05
13 0.01 0.01 0.03 0.02 0.02 0 0.02 0.02
14 0.07 0.09 0.06 0.07 0.06 0.06 0.06 0.05
15 0.03 0.02 0 0 0 0 0 0

16 0.03 0.07 0.05 0.01 0.06 0 0.03 0.05
17 0 0.01 0.01 0.01 0.01 0 0.01 0

18 0.01 0.01 0.01 0.01 0 0 0.01 0
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TABLE II. Differences Among Different Font Sizes with 64px Font Size for Shadow, Centriod and Longest-run features (cont.)

Index Font 16px Font 18px Font 20px Font 22px Font 24px Font 26px Font 28px Font 30px
19 0.01 0 0 0.01 0 0.01 0.01 0.01
20 0 0 0 0.01 0 0.01 0.01 0.01
21 0.01 0 0 0.01 0.01 0 0.01 0.01
22 0 0.01 0.01 0.01 0 0.01 0.01 0.01
23 0.01 0 0 0.01 0.01 0.01 0.01 0
24 0.02 0.03 0.02 0.01 0.03 0 0.01 0.02
25 0.03 0.04 0.03 0.03 0.03 0.04 0.03 0.03
26 0 0.08 0.01 0.01 0.01 0.01 0 0.01
27 0 0.01 0.02 0.01 0.01 0.01 0.02 0.01
28 0.04 0.05 0.06 0.04 0.04 0.04 0.04 0.04
29 0.05 0.03 0.05 0.05 0.03 0.05 0.04 0.04
30 0.02 0.01 0.02 0.02 0.01 0.02 0.02 0.02
31 0.02 0 0 0 0 0 0 0
32 0.01 0.04 0.01 0.01 0.01 0.01 0.01 0.01
33 1.84 247 2.329 2.119 1.73 1.329 1.819 2.34
34 121 1.67 1.86 15 177 0.49 0.88 1.99
35 1.52 1.970 1.80 1.69 1510 0.54 0.91 1.960
36 243 2.69 229 2.2 2.09 131 128 211
37 1.68 231 215 18 173 1.33 176 218
38 1.23 172 177 1.42 161 0.43 0.83 1.82
39 1.949 2.02 1.89 1.739 1.829 0.76 1.04 2.079
40 3.45 3.22 3.36 2.59 331 1.39 2.03 3.08
41 0.82 1.48 18 112 0.86 0.77 1.29 1.39
42 0.89 1.63 1.62 12 112 0.53 0.95 1.38
43 211 2.49 2.430 1.96 172 1.16 155 213
44 2.829 2.89 3.319 247 2.529 1.359 2.039 2.659
45 1.84 247 2.329 2119 173 1.329 1.819 2.34
46 121 1.67 1.86 15 177 0.49 0.88 1.99
47 114 1.97 1.6 1.48 119 0.41 0.64 1.68
48 1.99 2.27 218 2 1.7 1.109 121 1.82
49 1.68 231 215 18 173 1.33 176 218
50 1.23 172 177 1.42 161 0.43 0.83 1.82
51 157 2.02 1.69 153 151 0.63 0.77 18
52 2.33 2.68 2.16 2.07 1.95 1.06 1.34 2.05
53 0.82 1.48 18 112 0.86 0.77 129 1.39
54 0.89 1.63 1.62 12 112 0.53 0.95 1.38
55 173 2.49 2.23 175 14 1.03 1.28 1.85
56 2.869 2.63 3.22 218 2.85 1.52 2.199 2.659
57 1.09 1.48 1.01 0.98 122 1.23 1.03 127
58 2.02 2.68 1.87 18 19 175 1.390 1.83
59 0.48 151 0.47 0.66 0.49 0.6 0.2 0.59
60 0.8 1.27 0.98 0.74 0.77 0.6 0.67 0.8
61 1.09 1.48 115 0.98 122 1.23 113 127
62 1.85 2.46 1.68 1.68 175 1.46 14 1.62
63 0.77 15 0.43 0.9 0.68 0.64 0.43 0.62
64 1.63 214 1.58 1.52 1.42 1.29 13 143
65 0.6 0.78 0.97 0.52 0.74 0.77 0.79 0.9
66 1.29 179 1.48 118 135 1.06 1.08 1.32
67 1.19 1.52 13 1.09 1.27 0.94 0.94 117
68 1.38 1.83 1.48 121 13 1.09 113 125
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Il. CONCLUSION

In sum, from the above experiment, it can be said
that shadow, centriod and longest-run feature
methods are better than the feature extraction method
using chain code. Though there is a limitation using
chain code to extract feature which is, if any noise
exits in in the binary image, it does not produce good
result but this method is much faster than shadow,
centriod and longest-run feature technique. Although
the later one produce good result but it is very time
consuming.
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Harmonised and Contextual Based
Driven Shape Grammar
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Abstract - This paper proposes a novel shape grammar
dedicated to humanoid characters, derived from the
field of natural language processing. A shape grammar
consists of a set of shape rules and a generation engine
which selects and processes rules. Most shape
grammars applications focused on architectural designs
and engineering design. Recent studies applied shape
grammar in computer graphics, computer games and
movies. This research is concerned with developing a
shape grammar which takes into account context and
harmony, such criteria have not been addressed by the
researchers.

Index Terms- artificial intelligence techniques;
harmonized and contextual based characters; natural
language processing; shape grammar

I. INTRODUCTION

This paper proposes the integration of natural
language processing, artificial intelligence techniques
and shape grammar for the generation of harmonized
and contextual based 3D characters. A shape
grammar consists of a set of shape rules and a
generation engine which selects and processes rules.
Such a grammar is primarily concerned with defining
rules to transform geometrical entities and spatial
relations, however there is a need to ensure that the
output generated by these rules are harmonized and
can take into account not only the context of the
already existing shapes but also the context of the
domain of application. This paper proposes a new
approach to the generation engine in order to ensure
the new generated shapes are semantically and
contextually viable.

This paper will start with a brief review of shape
grammars and its applications. It will outline some of
the limitations of current approaches to shape
grammars, and discusses the proposed new
generation engine mechanism derived from the fields
of natural language processing and artificial
intelligence.

Il. REVIEW OF SHAPE GRAMMAR

Shape grammar, which was developed by Stiny
and Gips in 1972, begins with a vocabulary of shapes
and spatial relations between shapes [1]. The
vocabulary elements of a shape consist of points,
lines, planes or volumes. Krishnamarti and Earl
define shape as “... a finite set of maximal straight
lines of finite, nonzero length, where each line is

Arus Kunkhet
Chiang Mai University, Thailand
arus.kunkhet@gmail.com

specified by the coordinates of its end points” [2]. A
shape is generated by beginning with an initial shape
and recursively applying various shape operations of
addition and subtraction and spatial transformations
such as shifting, mirroring and rotating. Rules specify
which and how the particular shapes should be
replaced by applying transformations that permit one
shape to be part of another.

Since their inception researchers focused on
developing shape grammar interpreters in order to
automate the application of shape rules, and to
generate networks of designs [3]-[6]. Recent work by
Jowers and Earl [7] have extended shape grammar
interpreters by developing a method for shapes
composed of parametric curve segments in 2D and
3D spaces.

The main foundation of shape grammar lies in the
clear understanding of the rules structure,
diagrammatic and parametric rules. Both rules are
found quite similar in their principles, however
producing distinct results in different situations.

Viocabulary Rulels) Derivation

Figure 1. Diagrammatic Rules Shape Grammar Model

9‘7’_ I =

Figure 2. Diagrammatic Shape Grammar Rules in 2D Drawing

Diagrammatical shape grammar rules are based
on a generic 2D (X and Y axes). The process starts by
applying a rule to a vocabulary, one rule at a time.
The applied rule(s) can be repeated. The structure is
simple, as the vocabulary will be formulated until the
satisfied shapes are achieved (Fig. 1). The example,
given in Fig. 2, shows shape grammar is used to
generate an evolved representation based on
Mondrian paintings [8]. It starts with the rectangle as
the initial shape and applies recursively a set of rules
as follows.

o New rectangles are obtained by drawing a
new line dividing from any side of the
previous rectangle across perpendicularly
from one side to the opposite side of the
rectangle by one third.
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e The rule is repeated to any new obtained
rectangle but cannot apply to the same
rectangle more than once, even from the
different sides of that rectangle.

e The obtained rectangles are considered as new
rectangles and are available for further rule
application.

e Any obtained rectangle that becomes a square
must be masked in pastel red colour.

e Any obtained rectangle that loses the square
properties from the previous step must be
unmasked the colour.

Parametric Shape Grammar allows variation of
parameters, for example changes in lines and angles
of shape [9]. The new vocabulary created by the rules
is defined by parameters extending the parameter
concept to all design elements. Being parametric, a
greater variety of forms can be created. Derivations
can be used as a new vocabulary, and the process is
repeated again to generate a new shape or form (Fig
3). In Fig. 4 the vocabulary of the initial shape
consists of eight lines arranged to form an octagon at
the centre, and a set of rules are applied as follows.

e A new vocabulary is obtained by rotating the
previous vocabulary clockwise or counter
clockwise, where the rotation origin is at the
centre of that vocabulary.

e A set of new vocabulary is generated by
mirroring horizontally or vertically the
previous vocabulary.

e The mirror origin must be at the centre of that
vocabulary.

Wocabulary H Rube(s) H Mew Vocabulary H Darivation
* ]
i :

Figure 4. Parametric Shape Grammar Rules in 2D Drawing

I11. APPLICATIONSOF SHAPE GRAMMARS

Applications of shape grammars have been used
in many areas such as painting, sculpture,
architecture, design education, engineering design,
product design and computer graphics. [10] applied
shape grammar to analyze the art of Tibetan Tangka
paintings who used shape grammar to recreate a floor
plan of the Villa Malcontena, have demonstrated how
a number of plans could be generated in the style of
Palladio through the application of shape rules [11].
Flemming [12] introduced 3D geometry into shape
grammar to his implementation of Queen Ann
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houses. Aksamijaet al. [13] have integrated
knowledge bases and shape grammars to study the
characterisation of existing vernacular row-house and
high-rise apartment buildings in Baltimore. As part
of his PhD dissertation Duarte [14] used shape
grammar to generate novel designs for customizing
Alvaro Siza's mass houses at Malagueira, and in his
more recent work he has developed a parametric
urban shape grammar for the Zaouiat Lakhdar quarter
of the Medina of Marrakech in Morocco [15]. In the
last decade shape grammars were applied to product
design such as the work of Agarwal and Cagan’s
implementation of a coffee maker [9], and the
development of aU13 shape grammar by Chauet al.
[16] to support rectilinear and curvilinear basic
elements in 3D space which was tested on two case
studies, a Coca-Cola bottle grammar and a Head &
Shoulder bottle grammar. Shape grammars have also
been shown to be an effective engineering design
tool. McCormack and Cagan [17] have developed a
parametric shape grammar to design the inner hood
panel of cars. Lee and Tang [18] has developed an
interactive system that uses parametric 2D and 3D
shape grammars for digital camera design,
incorporating an evolutionary algorithm for exploring
product forms at the early stage of design process.
Fiedler and II¢ik [19] have extended the application
of shape grammar to the procedural modeling of
humanoid characters which play an important role in
computer graphics and computer games.

Early work in shape grammar was carried out
manually; later on many researchers developed a
program to implement shape grammar leading to a
generation of shape grammars interpreters in 2D and
3D spaces. Some interpreters have focused on design
and either generate shapes in the language or are
guided by the user who selects the rule to be applied
and where in the current shape to apply it. Others
have been more analytical in their approach in
determining whether the shape is in the language
generated by the shape grammar and can generate the
sequence of rules it applied to produce the shape. A
third type of interpreters have applied grammatical
inference strategy to generate shapes in the same
style from a given a set of shapes. Table | is a
summary of shape grammars implementations as
provided by Chau and included in Gips [20].

IV. A NOVEL PARADIGM OF SHAPE GRAMMAR

In his book Stiny [21] discusses how grammar of
visual mathematical arguments can be used to
describe and construct shapes by means of a formal
algebra. He compares shape grammars with Noam
Chomsky’s verbal grammars. In addition to aesthetics
and visual appeal shape grammars focuses on syntax
just like any grammar. The shapes are the vocabulary
(or lexicon) of a shape grammar, and the grammar
rules consist of a set of spatial design transformations
that are applied to produce new shapes. In most
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TABLE I. SHAPE GRAMMARS IMPLEMENTATIONS (Gips, 1999)

NO NAME REFERENCE TOOL (S) TYPE
1 Shepard-Metzler Analysis Gips, 1974 SAIL* 2D

2 Simple Interpreter Gips, 1975 SAIL 2D, 3D
3 Shape Grammar Interpreter Krishnamurti, 1982 X 2D

4 Shape Generation System Kr.ishnamurti, PROLOG** 2D

Giraud 1986

5 Queen Anne Houses Flemming, 1987 PROLOG 2D

6 Shape Grammar System Chase, 1989 PROLOG Mac 2D

7 Genesis (CMU) Heisserman, 1991 C,CLP 3D

8 GRAIL Krishnamurti, 1992 X 2D

9 Grammatica Carlson, 1993 X X
10 Stouffs, 1994 X 2D, 3D
11 Genesis (Boeing) Heisserman, 1994 C++, CLP 2D, 3D
12 GEdit Tapia, 1996 LISP*** Mac 2D
13 Shape Grammar Editor Shelden, 1996 AutoCAD, Auto LISP 2D
14 Implementation of Basic Grammar Duarte 1Sgi;n7ondetti, AutoCAD, Auto LISP 3D
15 Shape Grammar Interpreter I'Diazzalunga ACIS, LISP**** 3D

Fitzhorn, 1998

16 SG-Clips Chien, 1998 CLIPS 2D, 3D
17 3D Architecture form Synthesis Wang, 1998 Java, Open Inventor 3D
18 Coffee Maker Grammar ég;;\qallggg Java 2D, 3D

Note: *SAIL - Stanford Artificial Intelligence Language,
**Seelog developed at EACAAD,

applications it is left to the user to guide the selection
of the rules in order to meet the design objectives.
However there are many choices of rules creating
different emerging properties responding to different
conditions or objectives. To resolve these problems
researchers have applied artificial intelligence
techniques to control the selection of the rules. Shea
and Cagan [22] have applied shape annealing to
produce optimally directed designs. Explicit domain
knowledge is placed within the grammar through rule
and syntax whilst design interpretation is used to
select forms that fulfill functional and visual goals.
O’Neil et al. [23] have combined genetic
programming with shape grammar to encode human
domain knowledge to rediscover known benchmark
target structures.

b owonds | | Sentence | Meaning Gomext

| Lexicon H Symiax H Semantics H Pragmatics

Figure 5. Natural Language Processing Model

Although these approaches can handle complex
3D objects, they are better at generating free-forms or
unpredictable shapes rather than fulfilling specific
harmonised requirements. These approaches may be

***Macintosh Common LISP (MCL),
****ACIS Scheme

appropriate to engineering design and product
design; however in computer games and movies
applications, they cannot provide a rich semantic and
harmonized family of humanoid characters. The
generation engine of the shape grammar requires a
deeper level of analysis to combine syntax with both,
semantics and context, in order to generate a
harmonized set of humanoid characters. The
harmonisation will bring a realistic feeling to the
audience that characters came from the same world
or same story; characters should be compatible and
exhibit agreeable set of features. Any non-
harmonised character must be considered as an error
in the design set and should be rejected. Similarity
among the characters is different from harmonisation.
There are many methodologies that can create
similarity in design. The term harmony in design
could be achieved differently by applying contextual
design grammar and rules. In order to achieve
harmonization all  characters must  exhibit
equivalence or correspondence among constituents of
a humanoid or between different humanoids.

In this research project we propose a humanoid
shape grammar paradigm based on the field of
natural language processing which identifies four
important levels of analysis: lexical, syntactical,
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semantic and pragmatic levels which can interact in a
variety of orders (Fig. 5). In linguistics the lexical
level requires a lexicon which may contain the words
and their part(s)-of-speech (e.g. determiner, noun,
verb), and contain information on the semantic class
of the word, and definitions of the sense(s) in the
semantic representation. The syntactic level is
concerned with analyzing the words in a sentence so
as to uncover the grammatical structure of the
sentence. The output of this level of processing is a
representation of the sentence revealing the structural
dependency relationships between the words.
Semantic processing determines the possible
meanings of a sentence by focusing on the
interactions among word-level meanings in the
sentence [24]. For example, amongst other meanings,
‘file’ as a noun can mean either a folder for storing
papers, or a tool to shape one’s fingernails, or a line
of individuals in a queue. To disambiguate the
meaning of polysemous words, this requires
consideration of the local context, applying
pragmatic knowledge of the domain.

We propose to develop a humanoid shape
grammar consisting of four levels: Vocabulary, Rules,
Derivation, and Context. To have a harmony in
character design, the four levels must be embedded in
the generation engine. The Vocabulary of a shape
grammar is a lexicon consisting of points, lines, and
planes. Rules define a set of syntactic structures
which constrain the possible spatial and functional
transformations specific to the humanoid body
characters; these transformations will be interpreted
by a semantic model embedded in Derivation to
ensure legitimacy, consistency and compatibility. In
Context, legitimate shapes and elements of the
characters must adhere to certain contextual
properties and roles of the humanoid family design to
ensure harmonisation with other humanoid family
characters (Fig. 6).

Lexicon Syrtax Semantts Pragmatics

| ocabulary ol Shape H Fuli(s) H Derivalon H Conted |

Figure 6. Humanoid Shape Grammar Model

An ontology for the humanoid shape grammar
will be required to capture the body of knowledge
about the humanoid world consisting of a repository
of primitive vocabulary used in meaning
representation, and the hierarchical and semantic
relationships between various elements of the
vocabulary. In this application, the ontology will
supply domain knowledge to the four levels of the
generation engine.

To create a humanoid family, Rules will apply a
set of transformations on the primitive vocabulary to
create components of a body (e.g. head, body, arms,
legs) consistent with the definition of what
constitutes a humanoid body. The assembling of
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these components is governed by a semantic model
which dictates their spatial relations, size, weight and
height, and personality (e.g. aggressive, friendly).
Derivation will check that the humanoid is
harmonious with other members of the humanoid
family, inheriting/sharing similar and consistent
features (e.g. same number or eyes, position of eyes,
fingers growing from hands, ability to walk and
move). Context will define their family relations
among other characters (e.g. parent, child) and ensure
that their physical and emotional characteristics are
harmonious with their family position, role and
function.

V. CONCLUSIONS

This paper has proposed a novel approach to
shape grammar designed to generate a set of
harmonious humanoid characters which will play an
important role in computer graphics, computer games
and movies. Whilst early work in shape grammar
focused primarily on architecture and engineering
applications very little research has been done
evaluating its usefulness in the domain of computer
games. This research is an attempt at addressing this

gap.

The proposed humanoid shape grammar, which
aims at generating well formed syntactically,
semantically and contextually set of humanoid
characters, is based on the four levels of analysis of
natural language processing. These levels are
embedded into the generation engine of shape
grammar to ensure the production of harmonious
family of humanoids.
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Abstract-The serious problem of Thai Software Industry
which has happened for long time is Requirement
Quality which becomes a big hindrance on business
expansion because knowledge workers (i.e. Project
Manager, System Analyst) cannot perform productivity
and apply their knowledge in work place. How to
improve their competency? Do they know what should
be known? Learning and implementing the new
knowledge management tool (i.e. Software Quality
Model, Knowledge Creation and sharing and Domain
Engineering) will be the way to develop their skill,
ability and change their behavior. There will become
improve the coordination of project teams and increase
consistency of interaction with customers and also
reduce processing errors and time delivery.

Index terms- Domain engineering; Knowledge
Creation and sharing; Ontology-based Knowledge
Management; Software Quality Model

I. INTRODUCTION

Thai Software export (2008) was only 4,000
million Baht of which are very low comparing with
other developing countries in Asia and the domestic
software market 6,000 million Baht. Therefore there
must be something that some other countries know
and do it right while there must be some wrong doing
in Thailand and block the ICT development in
Thailand. From the observation, there is a similar key
success factor of those countries like Singapore,
Malaysia, and Vietnam in develop the local ICT
industry and that is to partnership with major ICT
international companies and the national strategy.[1]

From the survey of National Statistical Office of
Thailand (2008) there is found that the barriers of
Thai software industry can be summarized as
following (1) Personnel Issue (2) Domestic market
(3) International market (4) Source of fund (5)
Technological Change (6) Copyright Infringement.
The serious problem that has happened for long time
is Requirement Quality which is come from the
knowledge of project manager or system analyst who
got high salary but low quality for real competitive
situations. Most of Thai local software is very small
enterprise (VSE) [2] which develop and/or maintain
software that is used in larger systems, therefore,
recognition of VSEs as suppliers of high quality

software is often required. VSEs have common
problems related to the management of risk and
quality of software projects. This generates cost
overruns, time delay and cancelled projects. From
studies and surveys conducted, it is clear that the
majority of ISO/IEC standards do not address the
needs of VSEs. Conformance with these standards is
difficult, if not impossible. Subsequently VSEs have
no, or very limited, ways to be recognized as entities
that produce quality software in their domain.
Therefore, VSEs are often cut off from some
economic activities. Some model like the CMMI is
not affordable for the small organizations.It has been
found that VSEs find it difficult to relate 1SO/IEC
standards to their business needs and to justify the
application of the standards to their business
practices. Most VSEs can neither afford the
resources, in terms of number of employees, budget
and time, nor do they see a net benefit in establishing
software life cycle processes. To rectify some of
these difficulties, a set of guides have been developed
according to a set of VSE characteristics. The guides
are based on subsets of appropriate standards
elements, referred to as VSE Profiles. The purpose of
a VSE profile is to define a subset of ISO/IEC
standards relevant to the VVSE context, for example,
processes and outcomes of ISO/IEC 12207 and
products of ISO/IEC 15289.

So Thai Industry Standard Institute (TISI) setting
up WG 24S setting up WG 24S in ISO/IEC SC7 to
developing ISO 29110 Standard Model for VSE at
the beginning of 2009but not much research
mentioned about Personnel Issue which is main
factor of success for software industry. So there
should be some tools for decreasing people problems
(Internal and External Organization). [3]

Il. BACKGROUND AND MOTIVATION

It was known that knowledge management efforts
typically focus on organizational objectives by
capture, codify and transfer knowledge across people
to improved performance and achieve continuous
improvement for competitive advantage. It involves
using the ideas and experience of employees,
customers and suppliers to improve the
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organization’s  performance and also using
technology to form the new knowledge which is now
importance for creating the company values. There
are four types of knowledge which are Tacit,
Implicit, Explicit and Embedded. Is there a way of
integration of using knowledge management with
software standard (SquaRE) for Thai local
softwarecompanies?

49.1%

50.0%
45.0%

40.0%
35.0%

30.0%
25.0%

20.0%

15.0%

10.0%

5.0% A

0.0% A

Figure 1. Software Industrial Benchmark 2001.

How do they manage the problem? Some new
concepts and tools of knowledge management will be
the way out to reach Thai local. How they manage
the problem? Some new concepts and tools of
knowledge management will be the way out to reach
Thai local software companies objectives such as
Quality in Customer Requirement and Product
Requirement, enhance organizational learning
anticipate impending threats and/or opportunities,
competitiveness and finally Intellectual capital(IC)
with their customer satisfaction.

I1l. LITERATURE REVIEW

A. Ontology and Software Knowledge Management
It is believed that good software document would
help software developers make good software
project. Organization knowledge can be categorized
as individual and group-base knowledge. Individual
knowledge is mostly in tacit form and some is in
explicit way, but the scale of the later knowledge is
very small compare to tacit form such as a huge part
of the detail during a meeting with customers are
unrecorded and only resided in the developer’s mind.
The ontology in Software Engineering to provide a
source of precisely defined term that can be
communicated across people, organization and
application (information system or intelligent agents)
and also offer a consensual shared understanding
concerning the domain of discourse. The most value
was to render all hidden assumption concerning the
objects pertaining to a certain domain of knowledge.
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B. Software product Quality Requirements and
Evaluation (SquaRE)
SquaRE is the 1ISO25000Series which is a process
including three type of requirements.[3]
e Customer Requirement (Quality in Used)
e Product Requirement (External Quality
Attributes)
e Product-Component
Quality Attributes)

Requirement (Internal

- Measurement reference model and guide (ISO 25020)
- Measurement primitives (ISO 25021)

- Measurement of internal quality (ISO 25022)

- Measurement of external quality (ISO 25023)

- Measurement of quality in use (ISO 25024)

Measurement Reference Model and Guide
(IS0 25020)

[

Measurement of
External Quality
(IS0 25023)

[

Measwrement Primitives
(IS0 25021)

Measurement of
Quality in Use
(180 25024)

Measurement of
Internal Quality
(180 25022)

Figure 2. Software product Quality Requirements and Evaluation
(SquaRE)

The standard 1SO25000 Software Product Quality
Requirement has relation with 1S09126 Evaluation
of Software Quality as External and Internal Quality
Attributes.[4]

External and Internal Quality

Inncmmahn' R&‘]mhllll\' l.mhllu\' Hllmlm. \ImnmmahlImI I’urmhllm

- Suitability - Maturity - Understandability | |- Time - Analyzability \d.muhhl\
- Accuracy - Fault - Learnability Behavior - (Imnmh ity -

- Interoperability Tolerance | |- Operability - Resource - Subility

- Security -Recoverability| | - Attractiveness Utilization | |- Testability
- Functionality - Religbility - Usability - Efficiency

(.u exisience
- Replaceability
- Maintainability | |-Porability

Compliance Compliance Compliance Compliance] | Compliance Compliance

Figure 3. Quality in Software Life Cycle 1ISO 9126-1[4].

C. Related Researches

Alain, Abran and Niji Habra[5]analyzed the
measurement primitives and quality and mapping
Quality Model to the measure information model by
three different sections which are: data collection,
data preparation and data analysis They revisit the
ISO working group six (WG6) in order to
recommend the proper mapping of concepts to the
related methodology terms between the ISO 9126
Quality model and the ISO 15939 Measurement
Information Model. They set the measurement model
into three parts: Data Collection, Data Preparation
and Data Analysis.

Thanasankit [6] survey for understanding the
management in requirement engineering used in
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Thailand to produce software. The paper suggests
that the management process is infused with culture
practices which generate divergence from rationality
and from structured management models created
from “western” studies. The problems encounter by
the system analysts came from both technical and
social areas such as
e lLack of methodology for develops
information systems for staff to follow. No
method for eliciting requirements.

e Lack of cooperation when constructing the
TOR. Thai culture is built on relationships and
trust. Therefore the process of dealing with
discrepancies between what was desired and
what was possible to deliver. Lack of
cooperation from users the users did not have
enough spare time to assist the system
analyst, therefore they only provided the
system analyst with requirement and
necessary documents only the system analyst
asks them.

e Uncertainty and fear of failure and
responsibility. The users felt the statement
they gave could be as evidence if the systems
did not come out right.

o Conflict between users. In the Thai context,
the superior will make decision and every one
must accept them without question.

e Constant change of requirements. If the
change were not significant then system
analyst often allows the clients to change,

because they needed to build good
relationship with the clients.

e Constant change of requirements. If the
change were not significant then system

analyst often allow the clients to change,
because they needed to build good
relationship with the clients

IV. METHODOLOGY

The research aims to test and validate the
integration of technical standard (ISO25000 Software
Product Quality Requirement & 1SO9126 Evaluation
of Software Quality) in term of knowledge
engineering and management to capture, identify and
suggest for the new concept and tool for Thai local
software companies. So the research objects are:

1. To investigate the current uses of knowledge
engineering system and management of Thai
local software companies by using interview
technique for gathering the information and
data in case of process and human
management.

2. To deploy and integrate technical standards
(1ISO25000  Software  Product  Quality
Requirement & 1S09126 Evaluation of
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Software  Quality) with ontology-based
Knowledge  Management  then  create
knowledge company and Knowledge sharing
for pilot project.

3. To investigation the result of using the tools
and techniques (2.) from document and report
such as non conformity report (QA), customer
satisfaction.

4. To reused Software asset for new projects and
to compare the results of using the tools and
techniques (2.) between small and medium
project

The assumption of this research, “Will the
Domain Ontology-based Knowledge Management
and SQuaRE be effective tools for Thai local
software companies?” Because Thai culture is not
used to show and share idea and opinion. Most of
Thai trusts in Seniority and the Hierarchy system.

V. INITIAL FINDING FROM VSE

Most of Thai local software is very small
enterprise (VSE: Very Small Enterprise) which has
employee less than 20 people.VSE has common
problems related to the management of risk and
quality of software projects. This generates cost
overruns, time delay and cancelled projects. Some
model like the CMMI is not affordable for the small
organizations.From the survey of the Association of
Thai Software Industry (ATSI) in 2008, there was
found that the most factor of software project fail was
“Requirement Quality” even using software
standardization in production. The model like the
CMMI is not affordable for the small organizations.

mcr « Small < 20 employees * MediumiLarge > 20 er
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Figure 4. Different Characters of Small and Medium Enterprise. [7]

The problem from Survey of VSE: Case Study
Software company in Samut Sakhon. The historical
data was collected for three years for finding the

problem and survey the other evidences.
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TABLE 1. VSE PROJECT DETAIL OF VERY SMALL ENTERPRISE

(VSE)

Detail 2006 2007 2008 2009
Production Employee 8 14 10 8
Total Project 13 23 20 A
Total SW Sale (Milion Bah) 33 5.60 40 180
Production Process Stanard No 150 90012000 1509001:2008 | 1ISO 90012008

CSPM ISOIECISI04 (TQ8) | ISOMECLISNM (TQS)

Total Problems 320 500 40 3.0
Average ManPro (Resauce) 16 16 20 30
Average Prob. Man(Performance) 40 36 34 41
Average sale/Man(Productivity) 04 04 04 04
Customer Satisfaction 28 3.76 385 385

From the data, there are found that
1. The Optimized man power per project should
be two developers for each module because it
gives the best performance, high productivity,
biggest customer satisfaction and also
generates the least problems of the projects for
VSE.

2. Add On is the major problems of the project
which is from customer requirement and
cause many effects to project management
especially cost and time.

3. Most requirements problem come from not
clear in requirement specification, no method
for eliciting requirements and unexpected
impact from the changing and not good
planned Design Interface.

4. The data shows that even use the 1SO15504 as
Software Process Assessment and
1SO9001:2008 as management systems but
some problems still exist. It is shown that the
root causes are needed to validate and verify.

When take more information in dept interview
with the project manager/system analyst, they said
that “some problem come from the conflict between
users. In the Thai culture, the superior will make
decision and every one must accept them without
question. Uncertainty and fear of failure and
responsibility. The users felt the statement they gave
could be as evidence if the systems did not come out
right.”

When take a look on customer side, they said that
“it is hard to explain all detail and the expected need
because they don’t know how the software is going to
work and look like. When see the blue print (ER
Diagram and other documentation) they seem to be
right. But when test the software, there will be some
little add on that both side never talk and it will bring
many problem to the project.”

The above initial findings motivate for new
concept for VSC in term of knowledge engineering
and management to capture, identify and suggest for
the new concept and tools for Thai local. There are
some specific tool such as ontology-base and
SQuaRE which don’t mention for requirement
quality in use
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TABLE II. INITIAL FINDING OF THAI LOCAL SOFTWARE

Detail 2006 2007 2008 2009
Total Project 13 23 20 24
Packaged Software 12 21 18 23
Customized Software 1 2 2 1
QA Bug 18 13 14 11
NC Bug 13 30 20 16
Add ON 32 50 34 33
User Error 4 16 12 7
SUM Problems 67 109 80 67
Problem : Project 32.0 250 17.0 33.0

The proposed methodology for software pilot
project composes of four steps which are
1. Ontology technique for knowledge gathering,
understanding and sharing between customers
and project manager/system analyst for
requirement.

2. SquaRE and Software Quality model for
analyzing and design phase.

3. Set up pilot project by using the analyzing and
design from step 2.And then using knowledge
creation and Knowledge sharing for software
knowledge management during production
phase.

4. Test run the project to see the results and
customer satisfaction.

5. Domain implementation (Domain ontology)
by reused assets for new project. The domain
will be in two different target: Neo SME
(small project)and Neo Cold Storage(medium
project)

From the research plan, the expected results
should come with some template and reports as see
below.

TABLE I11.EXPECTED OUTCOME FOR THAI LOCAL SOFTWARE.

Steps Tool&Technique Result
KM, SQuaRE o Ontology Base | Standard Template
Implementation e Requirement
Collecting
Pilot Project e SO 25000 e KPI Report
Analysis , Design & e TQS e Project
Production Validation &
Verification
Pilot Project e NEOSME e CRM Report
Implementation e Neo Cold e Std. Report
Storage e Domain Based
Component
Reused Asset e Demo Project Develop reusable

(Domain Engineer) assets (include
code, test cases,

documentation.)
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VI. DISCUsSION AND CONCLUSION

The assumption of this research is “An
Integration of Domain Ontology-based Knowledge
Management and SQuaRE will be effective tools for
Thai local software company” because Thai culture
is not used to share idea, opinion and afraid of new
decision making. Most of Thai trusts in Seniority and
the Hierarchy system. After investigation the data,
the project manager/system analyst does need tools
and methods for gathering the information which
made the connection between the software developer
and customer. Without a well-written requirements
specification, developers do not know what to build
and users do not know what to expect. There should
be some identified techniques and tools for
enhancing elicitation in quality. Most activity
between the customer side the Thai local software
side use face-to-face interaction and formal process
were avoid or ignored while there were delays in
decision making from management so the product
implementation will be “bottle neck” by software
developers. But in global case, where electronic
communication is necessary, formal approved are
enforced and team member always provide
clarification of requirements and prevent further
misinterpretations prior to development.

It is known that ontology in Software Engineering
can provide a source of precisely defined term that
can be communicated across people or organization
and also provide shared understanding concerning.
So this research aims to set up new model for
requirement quality for VSE which will be value for
both Thai local software house and the customers.

Domain Domain

Domain
Amnalysis Design

Y

; Ontology > SQuaRE A
= =
Customer
Requirement
Figure 5. Research Model: Integration of Domain Ontology-

based Knowledge Management and SQuaRE
for Thai local softwarecompanies.

Implementation

Develop

Integraton ™
& Testing

Knowledge ™
Sharing

The integration of Domain Ontology-based
Knowledge Management and SQuaRE for Thai local
software companies for stage of customer
requirement should has three steps which are

1. Data Preparation: Plan and cooperation for

constructing the requirement specification and
also the agreed set of project requirements and
expected products is delivered to the
customer.

2. Data Collection: Ontology technique for
knowledge gathering, understanding and
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sharing between customers and project
manager/system analyst for requirement.

3. Data Analysis: Identification of quality related
requirement for quality evaluation (using
framework of SQuaRE) such as
e Review customer requirement and

constrain.
e Check function and capability of software.
e External and internal interface.
e Safety, security and human
requirement.
¢ Requirement evaluation criteria.
o Verification and validation of requirement.
¢ Version control etc.

factor

VII. LIMITATION

The elicitation of requirement is a difficult
process. The most common problems that hinder the
identification/definition of the user’s need are

e Poor communication of both verbal and
written communication.

e Resistance from user to give time, information
and responding help.

o Articulation/expertise from using technical
term from both side (customer and
developer).Taking times to open up and learn
from each other will bring a number of
benefits.

e Perspective differences because of different
background and domain.

The limitation of this stage is that both customers
and software house should have the point of view
that knowledge sharing of individuals are most
commonly rewarded for what they know and what
they share. If knowledge is not shared, negative
consequences such as isolation and resistance to
ideas occur. To promote knowledge sharing and
remove knowledge sharing obstacles, the both
organizational culture should encourage discovery
and innovation This will result in the creation of
organizational culture by using ontology technique
for knowledge eliciting and gathering.
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Abstract—In this paper will do research on solving
problem of Thai agricultural by try to solve poverty
problem by sustainable way. Many theories have been
applied to Thai agricultural but in this paper will
concentrate on Maturity Model, which has successfully
and widely use in many domains, especially in software
engineer. The maturity model will be the reference
model for grower maturity model (GMM). It will be a
guideline for the growers to improve their process,
knowledge, and task for their sustainable crop. The
model will descript the maturity level of the grower, the
necessary goal and task will be described. The theory
of knowledge creations will be used to capture the
knowledge from the growers then sharing and learning.
The behaviors of grower should be changed once they
have learned from other growers, who have success and
has higher maturity level. The grower maturity model
expected to be as a guideline of development for
sustainable of Thai agriculture.

Index Terms-Agricultural, Behaviors, Grower
Maturity Model, Knowledge Management, Maturity
Model, Sustainable Agriculture

I. INTRODUCTION

Thailand is land of agricultural. Since,
agricultural is real sector of Thai economy generated
11.64 % of GDP (OAE 2009). The trend of
agricultural area is declined and the usage of
agrochemical is increasing by try to boost the crop
yield rate. To increase crop yield rate by using
agrochemical is polluted to the environments, risk of
the farmer health, and increased of crop expends.
Appling agrochemical to boost the vyield rate is
difficult to keep the same yield rate level. It is not
sustainable for Thai agricultural sector. The most of
farmer lack of knowledge on effected from using of
agrochemical and poor management.

Improving quality of life and keep agricultural
business sustainable many theory and method had
been applied to Thai Farmer. The organic farming is
one of the idea has been raised but it is not
immediately accepted by most of the farmers. Since,
the information farmer has no enough information
how to implement the organic farming and good
knowledge of crop management. Therefore this
paper will do some research on Maturity Model for
Thai fresh producer. If the growers have some model
how to develop sustainable farming. The maturity
model is also one of alternative guideline of
agricultural improvement. The higher maturity of the

grower is also the key of success factors in
sustainable agricultural farming. In this KM project
paper will do research on only small part of grower
maturity model.

To improve maturity level of grower, we need to
analysis and find out characteristic of grower,
learning behaviors and how to manage the know
ledge of the farmers. In this paper, we analyses
learning behaviors of the farmer, who grow the
horticultural crop especially for okra grower in
Samut Sakhon province, Thailand. By using
interview tool, it is to acquire the problem and
current situation. Then the problem be analyzed and
synthesis. Furthermore, the knowledge map will be
created by using KADS knowledge model. The
grower maturity model will be analysis and
assessment with GAP standard (good agricultural
practices)

Il. LITERATURE REVIEW

From literature review on learning behaviour, we
found out that the learning behaviour of knowledge
worker is importance to teach them how why and
how to learn. Referring to KADs and Common
KADK theories, the process of knowledge audit have
been used to identify the problem and opportunities.
Then the business flow will support on analysis and
synthesis the task knowledge, inference knowledge
and domain knowledge. The synthesis of business
flow will have the step of capture, analysing,
Modelling, Utilization. Then the knowledge after
synthesis will be created knowledge map, which
could be expert system, decision support system, or
case base reasoning. In this paper for concept of
grower maturity model will be on decision
supporting system.  The grower maturity model
should have manual for the grower to develop their
crop on framework of maturity model.

The knowledge in maturity model will be
acquired from tacit, explicit knowledge, the
combination ~ of  knowledge internalization,
socialization, externalization will be adept and to be
competency of each level in grower maturity model.

The step of learning by Gagne will be suitable for
motivated Thai fresh producer to learn and accept the
concept of grower maturity model. Thai fresh
producer should be motivated by success case base
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reasoning. To present the success case and out come
from base practice could motivated to producer to
interested and accept the concept idea. Then fresh
producer can be memorize the concept and task it
will be ready to be use and applied for better
performance and able to evaluated by value of
outcome.

I1l. METHODOLOGY

The methodology is classified in to four stages
which are as follows:

1) Selected the target group.

When we analysis the stakeholder of fresh
produce supply chain, which as grower, processer or
exporter, wholesaler, retailer, and consumer. We
found out that exporter is one of the importance
chain which could drive the demand and create more
value for fresh produce. Moreover, the production of
fresh produce is wild rage then we selected only the
okra export. Since the okra is market is very unique.
It is about 95% of Thai Okra is export to Japan,
which has very strict on chemical residual and the
supply chain is shorter than other produces. The
okra exporter had been selected to do In-Dept
interview in the next step.

2) In-Dept interview.

Once the target group had been selected, we
applied transcription technique. The questions will
be open questions and have the sample of question as
follows:-

Probe

Code Question Template Effect
What are the key factors to Attitude,
P1 ;
select the farm? Environment
P2 Why the growers prefer to do | Stability on demand
contact farming? and pricing
P3 Do any standard required for | Domain Knowledge,

growing fresh produces? and strategy

Do the relation between Relation,
P4 exporter and growers are Collaboration,
necessary to be considered? Culture
What are next that the
P5 necessary steps that growers Vision, Goal
should do?
3) Analysis.

Analysis the need and potential of capability of
improvement of okra producer in framework of
maturity model to be knowledge modeling.

The information from interview will be analysis
and have found point of problem that necessary and
need to be solved or improved. Moreover, the
annotation technique is applied for Knowledge
Mapping.

According to reviews on maturity model, it seems
that maturity model will be match to be a tool of
improve on the knowledge and skills of the grower.
Furthermore, it could be change affective on attitude,
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ethical, and culture of the growers. Since the level of
maturity model is have five levels. When it had been
applied to use with the grower of fresh producer, we
need to use it five levels. Since, in each level can be
clarified the ability of the fresh producer growers and
can be the guide line for their improvement. The
maturity model has the concept of TQM by Deming,
Juran, Crosby, and others as pioneer. Which have
concept of planning, doing, checking and acting?
The process can be measured, it can be understand.
Once it can be understood it can be controlled. Once
it can be controlled, it can be improved.

Then the necessary knowledge such as task, skill,
and attitude of the fresh producer will be classified in
to each level of maturity model. The five stage of
maturity model will be as below figure.

o Informal (ad hoc, chaotic, inconsistence) In
this level the fresh okra produces or growers
will be using their own experience to grower
their crop. The grower will have not enough
information. In this level is usually difficult
to retain the capability of the crop yield. They
have no planning for setting the result. Their
success is seems came from luck.

e Documented (manage, standardize,
repeatable)Iin the level of document, okra
fresh producer still not ready to be
standardize. Since they still learning and
accumulate knowledge and bring some
explicit knowledge to improve and work.

e Integrated (defined, measured, competent) At
this level the stable practice activities support
from individual knowledge. The activities are
integrated

e Strategic (predictable, quantitatively
managed) The strategic level the okra
producer must be able to develop the
framework and standardized.  The fresh
producer can manage the crop quantitatively.

e Optimized (adaptive, synthesized,
opportunistic) The optimize level okra
producer is focus on continuous improvement.
The okra producer will use the information
and knowledge from their quantitatively
manage in previously to be apply and guide to
be in the optimized level.
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Then behavioral characteristic, process area, key
task, and measurement for maturity model have been
designed.

4) Verify the result with the exporters.

Once we have the model of the grower maturity
model, it will be re-interviewed with okra exporter
for their comments once again. It is not only
exporter but also the other member of stakeholder
like grower, or customer will be present the idea and
bring advice and comment for further work and
improvement.

IV.EXPERIMENT

Any Capability Maturity Model is derived from
Humphrey’s original maturity framework. In this
paper is also applied from maturity framework to be
Grower Maturity Model (GMM). The GMM also
modified from other maturity model framework like
People Capability Maturity Model (P-CMMI),
Process Management Maturity Model (PMM) and
Knowledge Management Maturity Model (KMMM)
from Siemens AG / Corporate Technology.

The GMM will be concreted on the behavioral of
grower in different level. The necessary tasks of
grower is also mentioned, what kind of task that the
grower should have knowledge. Furthermore, the
grower in different level may have different of
domain knowledge.

The concept of grower maturity model will point
out the step of development of grower. Tacit
knowledge of grower will be developed to explicit
knowledge. Internalize will be externalized. The
learning style will use the theory of knowledge
creation of Nonaka is been applied. The grower will
be check with their tacit knowledge and to be
concreted their individual tacit knowledge in the
documents or form which will be explicit knowledge
of the grower. Then the loop of learning of grower
will be the combination and go on form
internalization, socialization, externalization. The
learning process will be move by loop of learning by
using the maturity model to be a tool or guide line of
their process and capability improvement.

A. The Key Area in the Analysis Model

The Grower Maturity Model will be working on
eight key areas of Knowledge Management.
(KMMM, Siemens 2002) The Key area will be
check at different perspective which is as below
table.
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. Key .
Perspective Distinction Key Area Pair
Time Strategic vs. Strategic, Knowledge Goals
Operation vs. Leadership, Support
Environment, Partnership vs.
External vs.
Knowledge Knowledge structure,
Internal
Knowledge forums
Actor People vs. Staff, competencies vs.
Technology Technology, Infrastructure
Rules Informal vs. Cooperation, Culture vs.
Formal Process, Roles, Organization

Source: Holistic Development of Knowledge Management with
KMMM

The above four perspectives are descript activities
which will be transformed to be eight key area of
knowledge base management. These eight key areas
are based on the EFQM (European Foundation
Quality Management). The mode model will be
representing to different Knowledge Management
specific aspects.

Environment,
Partnership

Process, Roles
Organization

People, Compe
tencies

Collaboration,
Culture

Technology, In
farstructure

owledge pport
Forums

Source: Holistic Development of Knowledge
Management with KMMM

The above key area is indecated the realtionship
between beside key area the key areas with the
opposite side of direction is means of conflicness of
the key area.

e Strategy, Knowledge Goals: This topic will be
discrip the coorperate vison and goal-setting.
The beheavioud of top mandagement, budget
policy are analized

e Environment, Partnerships: The topic is related
to participants from out side of the organization
and aspected also covered to customer and
stakeholders. Comparison with other enterprices
and problem of using external knowledge.

e People, Competencies: This key area deal with
knowledge  management  which  concern
individual or personal topic like responsibility
management and self management

e Collaboration, Culture : It is significant influence
on knowledge management of an oganization It
will discrip on cooperate culture, communication
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and team structure or noter realtionship structure.
The collaboration and culture is less explicit by
manger or other leading actor.

e Leadership, Support: The key ares of leadership
is such as management model and agreement or
targets. It is roles palyed if manager and other
staff.

o Knowledge Srtuctures, Knowledge forms: In
this area is will discrip aobut specific domain
knowledge classification criteria for knowledge
and documents.

e Techonology, Infrastructure: This key area will
deal with aspect of information and support
domain system and process.

e Process, Roles, Organization: This is to
discoverhow knolwedge mangement activities ca
be added to the specifict business process.

According to each key area we need to designed
the process area for each key are and the process area
must be able to measure and evaluated which maturiy
level that they are in. The proceass are will adapt
and applied from the framwork of People CMM.
The People CMM have the following components.

o Maturity Level
e Process Areas
o Goals

e Practices

Process Area

The process are is a related practices that when
satisfy to the set of goals that contributed to achive
next maturity level.

Process Area Goal

The process area goal
organization have achived
practices of a proceas area.

is that when the
implementing  the

The following table will show the sample of the
concept of grower maturity model with process area.

Organizational capability
A result in

Maturity levels

‘ are contained in

Process areas

‘ describe objectives

Process area goals

. .,
o A achieve

Practices

Model Components

.

!-"ﬂddl'ess '

Implementation

Y
st e,

., address !

Institutionalization
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Maturity Focus Process Area
Level
Continously Continous workforce
improvement and innovation.
5 align personal, Organization Performance
Optimizing workforce Improvement
organization Continous Capability
capability Improvement
Mentoring
Organizational
4 Empower and Capability Management
Predictable, Intgrate workforce Quantitative Performance
Managed competency Management
quantitatively Competency base assets
Empower Workgroup
Competency Intregration
Partipatory Culture
Develop workforce Workgroup Development
competencies and Competency base
3 workgroups then practices
Defined alliance with Career Development
strategy and CompetencyDevelopment
objectives Workforce Planing
Competency Analysis
Compensation Training
Responsibility for and development
. Performance
2 managing and
Repeated improveing their Managemgnt
people Work En\_/lro_nment
Communication and
Coordination Staffing
1 Workforce practises
Initial applied
inconsistently

B.The Insituationalizeation Practices

The Institutionallization Practices are practices that
help the insitutionaliz implement the practize is
priactise in the organize culture for effective,
repreateable, and lasting. These is will driscrip what
should be done to support insituationalization process
area.

Maturlf level

Process area

Process areagoals _  mpiementation

N - Practices
Goal |

Practices Performed |

Goal Institutionalization
Goal Practices
Commitment to Perform
Ability 1o Perfor
Goal e

The Insittuationalization practices are base on
four catogatries. The commitment and ability to
performed practice and discrip the requirement for
imprementing in each area.  Measurement and
Analisis, and Verifying Imprementation. Then finally
we will have poractices stateemtn to be as a gideline
for the grower for improve their maturity level for
sustainable fresh produce. Anyhow, Initialy we may
develop only one process area and chek verify the
result and commetn from other stakeholder as last
stage of methodology.
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V. THE ASSESSMENT MODEL

The Model will be assess by using the model of
framwork of 1SO15504-2 and 1S012207 to eb as
refrence model for Grower Maturiy Model
Assessment Model. Moreover, the Grower maturity
model assessment model will chek whether is could
be complied with Good Agricultural Pracice (GAP)
or not.

VI. LIMITATION

At this level we are still unable to clarify
necessary task due to limitation of time. The
information from stakeholder is limited. We need to
do more interview with other parties of stakeholder,
who has profit and lost from the fresh produce supply
chain. Moreover to deal with fresh producer or
grower if the procedure is too much and too details, it
might not be interested for the growers or producers.
It might be need to comply with current standard like
Good Agricultural Practice (GAP) or GLOBAL
GAP.

VII. RESULT / ANALYSIS

According to our previous interview and analysis,
we found couple point that to confirm that the
poverty of Thai Okra Fresh producer is came from
many factors. Lack of Knowledge is one of the key
success factors. To solve problem on knowledge we
need to analysis knowledge worker or fresh producer
from learning behaviour and synthesis the behaviour
to be the task knowledge, inference knowledge, and
domain knowledge. The most difficult part will be to
convert behaviour to process are and then determined
necessary task, inference, and domain knowledge.
Moreover, the key performance indicator of each
maturity level is not been done. Without key
performance indicator of each level of grower
maturity model, we will have no evident to classify
the maturity level.

Furthermore, improve business process of fresh
producer according to the framework of grower
maturity model, we need to have competency base of
knowledge worker. We need to find out competency
of each level Otherwise; the knowledge worker will
have no idea how to improve to higher level. They
may have only concept but have no details how to go.
Therefore, the grower maturity model should provide
competency dictionary or competency manual for
fresh produce for their business improvement as the
objective of the grower maturity model.

VIII. DISCUSSION

The Maturity Model is theory of performance and
process improvement (CMM) Capability Maturity
Model of Software Engineer Institute, Carnegie
Mellon University. The CMM Capability Maturity
Model is had been applied into many business and
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processes. The model is help to guide and solve
conflict, miscommunication, or misunderstanding.
The model is can reduce the cost. The concept of
grower maturity model is applied from the concept of
TQM and CMM. Since, most of the process area can
be improved by concept of planning, doing,
checking, and action. The planning stage the grower
will be able to plan for process, strategic, and goal.
Once, the producer has goals and strategy. They will
have target know where to go and how to achieve in
higher maturity level. Then doing is the procedure
will guide the producer how to process or how to do
to complete the requirement of current stage. Next
stage is checking. This stage is will conform that all
process had been done correctly. Then with finding
of the previous stage of checking will be bring to
action stage. If the result from checking is not
conforming to the reference model or target, the
producer will consider to the loop of planning step
and doing, checking once again. It will be
continuous improvement.

The grower maturity model will clarify the step of
improvement and guide the producer to know how to
increase their maturity level. The initial level of
grower maturity model will be on individual
expertise. The producer will difficult to retain their
talent

In the next maturity stage will be repeated stage,
at this stage the produce will have action plan and
process will be done according on the manual. The
producer will concentrate on their people. The
workforce will be trained and compensation base.
The working environment will be managed properly.

Next stage is defined. This stage will focus on
the competency and producer will have strategic and
goal. The process area will participate on culture and
working group. The worker will work on
competency based practices. The working process
should comply with Total Quality Management
(TQM) and Good Agricultural Practices (GAP) code
of conduct. Competency of organization, personal,
function will be analysis.

Next stage is managed level, the will be focus on
empower and integrated workforce competency and
manage performance quantitatively. The process
area in this level will be on increase and measure
capability of their worker or able to use knowledge
and experience or feedback to develop their
capability and measure their capability.

The highest level of maturity model is optimizing
stage. It focuses on continuous improvement and
innovation. The processes are will be concentrated
on created new process and able to develop new
concept idea or products. Once the fresh produce be
able to develop their maturity according to grower
maturity model, we wish that the producer will have
better condition of leaving and have sustainable
agricultural for Thai fresh producer.
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The maturity model seem step be suitable for
Thai fresh producer but have to be modified on
behaviour characteristics of fresh producer.  Five
level of maturity concept should be remained. Since
in each level have the meaning and definition of their
level.

CONCLUSION

The grower maturity model should be developed
in to details. The other part of stakeholder should be
interview and analysis to have the result cover from
the whole supply chain of fresh produce. The
government section also should have concern about
the model. Since, the government section will be one
of key drive of using the model. If the government
accepts the concept and theory of maturity model, it
might be able to propose to the committee of Thai
Gap to add grower maturity model as one of the key
performance of maturity of the grower.

Referring to the behavior of each level will be
analysis and synthesis descript to process area of
each level. The process area should be clarified all
necessary should be mention in every level of grower
maturity model. The key performance indicator and
competency of each level should be also clarified.
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Abstract - The Greater Mekong Subregion, short for
GMS, has been proved the fastest growing tourism
destination since 2004. Consisted of six important
developing countries of Southeast Asia with abundant
tourism resources in this area, GMS has been attracting
more and more travelers worldwide. In order to have a
foot in the global tourism market, English, as a
universal working language turns to be a crucial factor
to success. Since personnel function is always one step
ahead other business functions, tourism English
education in local universities must unavoidably take
responsibilities to provide qualified tourism workers.
This paper is a conceptual framework with initial
findings, which will focus on tourism English education,
one of the most important factors in influencing the
internationalization of tourism, hoping to find the gap
between what tourism industry are requiring and what
tourism education are providing from both industrial
and educational perspectives. A case study will be
placed on hospitality, then, a teaching model will be
proposed for GMS universities from a knowledge
management perspective.

Index Terms— Cooperative Education; GMS;
Knowledge Management; Tourism English Education

I. INTRODUCTION

The Greater Mekong Subregion, short for GMS,
comprises six countries namely Cambodia, the
People's Republic of China, Lao People's Democratic
Republic, Myanmar, Thailand, and Viet Nam, which
covers an area of 233.19 square kilometers with
about 240 million populations. Studies showed that
GMS is the fastest growing tourism destination since
2004, bringing in much needed foreign exchange,
creating jobs and contributing substantially to
economic growth. GMS countries have a strong
comparative advantage in tourism with abundant
natural resource, unique cultural diversity, rich
tangible and intangible heritage and national policy
priority which provide significant opportunities for
tourism development. Unlike other domestic or
international tourism, GMS tourism has been
increasingly  multi-country  with  subregional
cooperation. It gathered tourism resources and human
power from 6 countries, which provided tourism
products as one large scale of regional tourism
package and showed up as a single destination to the
whole world. In 1992, since the inauguration of GMS

Nopasit Chapitak, PhD
College of Arts, Media &
Technology
Chiang Mai University, Thailand

Wided Batat, PhD
University of Lyon 2, Lyon, France

economic cooperation, six GMS countries endorsed
to place primary priority on GMS sustainable
tourism. In order to have a share in the international
tourism market, it is urgent for GMS countries to
improve the quality of tourism products and services
by transferring “the place for tourists” to “the place
of tourists”(Maggi & Padurean, 2008) . Today’s
tourist are not “old tourists” any more, who often
take package holidays with lower ability in computer
and language, but increasingly belong to the kind of
customers who favor online booking and are
normally well-educated with more disposable income
and buying power. These customers are called as
“New Tourist” by Poon (1993) and Buhalis (2003).
Poon defined new tourists as people who are seeking
meaningful experiences by discovering new places
and cultures; 10 years later, Buhalis then summarized
5 characteristics, named as “5S” for “New Tourist”-
namely Segmentation, Specification, Sophistication,
Satisfaction and Seduction. Buhalis stated that what
new tourists need is gradually transforming from the
interests of summer holiday, urban tourism to a
mixed demand of technology, edu-tainment, eco-
environment and multi-culture. They need more
individualized, authentic, and enriched travel
experiences to meet their educational, cultural,
intellectual and sporting interests. To transfer “the
place for tourists” to “the place of tourists” needs a
better understanding of the requirement and
expectation of these new tourists by providing a
“unique and memorable experience” (Pine &
Gilmore, 1999) which is a new dematerialized
commodity that will generate increasing returns
(Stamboulis & Skayannis, 2003). Study showed that
it is five or six times more effective to attract repeat
customers than to gain new ones (Ritticinuwat,
Mongkonvanit & Qu, 2002), this appeals to a higher
developed tourism mechanism and well educated
tourism working people. The ability of understanding
to anticipate the needs of customers along with the
skills of communication to find “Unique Selling
Point” (USP, Wood & Jayawardena, 2003) will be
largely decided by the arts of expression. English, as
the most important working language in international
tourism will no doubt improve competitiveness and
productivity of tourism industry. Maggi & Padurean
(2003) made a thorough investigation on how
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important English acts for international tourism, they
pointed out that all the top 20 tourism countries laid
huge emphasis on tourism English education, on the
other hand, international competition pushed
universities to set up internationalized strategies
which pay more attention to English education.

However, today’s tourism, as a dominant tertiary
industry in GMS countries suffered more from a
shortage of qualified employees who can make full
use of English as their working language to
appropriately express, convey and communicate their
knowledge and experience etc. meet the sophisticated
requirement of international travelers. Current
tourism education emphasizes in the supply of a
labor force but less attention is given to the
development of the quality of human resource for
this service industry. As the cradle of the talents at a
higher educational level, local universities should
take this responsibility to provide competent tourism
workers with abilities and skills of working in
English. Then these people will continue to
contribute to a real sustainable tourism industry for
GMS countries.

China (South-western China ad hoc) and Thailand
(Northern Thailand ad hoc), two important countries
of GMS area, are playing irreplaceable role in the
three economic corridors of GMS area, namely East-
West Economic Corridor (EWEC, including
Thailand, Vietnam and Lao PDR), North-South
Economic Corridor (NSEC, including South-western
China, Lao PDR, Myanmar and Vietnam), Southern
Economic Corridor (SEC, including Thailand,
Cambodia and Vietnam). Both of these two countries
agreed on cooperation and strategies to optimize the
benefits of sub regional tourism in a more
environmentally and socially responsible manner.
Both of the two countries placed great efforts and
policy priorities on tourism English education by
intensifying  college  English  reform  and
strengthening English for Specific Purpose (ESP)
program. However, studies showed that a gap still
exists between what tourism industries need and what
universities provide. This paper will focus on
identifying this gap and then design a teaching model
for tourism English with the aid of theories and
methods of knowledge management.

This research is a conceptual framework with
qualitative and observational efforts, which will
choose hospitality English as a purposeful sampling,
trying to explore the gap between what hospitality
industries need and what hospitality English
programs provide by a comparison between how
presently English is taught and learnt in Chengdu
University, South-western China and Chiang Mai
University, Northern Thailand. The reason why these
two universities are chosen is mainly because the
writer has been teaching English to tourism students
for ten years in Chengdu University, and has
observed and investigated how tourism English is
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taught in Chiang Mai University since 2009. The
methodology of the initial findings of the research
will be based on a large scale of interdisciplinary
literature review and documental study on syllabus
and curriculum in tourism English from both
industrial and educational perspectives. A number of
discussions aiming at the gap identification and
analysis for the research will be drawn with the aid of
knowledge management as the direction of designing
a model for tourism English teaching, and further
study will be planned from a managerial perspective.

Il. LITERATURE REVIEW

The output of tourism English education should
meet both academic and practical requirement of
higher education and demanding industry. Therefore,
to design a teaching model for tourism English in a
more complete and systematic way, perspectives
from industry, education, and management must be
considered.

A. From an Educational

Education

Tourism education originally emerged as training
programs for staff in specific sectors, and then has
grown to undergraduates and postgraduates courses
in college curriculum to equip graduates at a middle
managerial level (Morgan, 2004). The goal of
tourism education may be different from the goal of
tourism industries. Lundberg (1998) identified two
configurations of the strategic objectives of tourism
education, namely managerial ideology and
humanistic ideology. The former aims to achieve
business success by applying a commonly accepted
body of knowledge and practice to the given fact;
while the latter focuses on individual personal
development by the use of distinct sets of knowledge
and practice to inform a subjective choice. Although
Jenkins (1999) stated that academic research seldom
influences the real world of practice, yet the goal of
higher education is not to teach students how to
survive their jobs, but to educate students to think
deeply and seriously about their industry so as to be
able to plan for the future as well as managing the
present. Tribe (2002) stated that tourism education at
a higher education level should not only aim at
enabling students to become operationally effective
in the industry, but more importantly should aim at
encouraging freedom and depth of thought about the
nature of the truth and the good life. Since the
academic world has been ahead of the industry in
emphasizing the social and environmental impact of
tourism and the need for sustainable development,
what tourism education should provide is the “brain
power” to what industry need and get ready for that.
When designing a teaching model for tourism
English, an objective of developing student’s
sustainable ability in language using must be
considered. And leaning in action is absolutely one of

Perspective-Tourism
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the efficient ways to gain the ability of lifelong
learning.

B. From an Industrial Perspective -Action Learning

The notion of action learning was first conceived
by Reg Revans during the late 1940s, he developed
the idea that colliery managers who were
experiencing organizational problems might learn
from one another by talking through their difficulties
and personally taking action. Then, Johnson (1998)
developed Reg’s idea by stating that learning is about
changing. In order to adapt to a continuously
environmental change and uncertainty, researchers
believed that the keys lie in the ability to learn how to
learn from, and during experience. (Senge, 1990;
Watkins & Marsick, 1993). Action learning is a
process that can be used to help individuals acquire
these new learning skills (O’Neil, 1996). Debates
never stop on what skills are needed in the changing
tourism industry, however, communication in verbal,
written and IT forms which can be transferred in
every possible job location are always on the top of
the list. Communicative skills include narrative,
story-telling and creating atmosphere along with
developing empathy with customers and anticipating
customer’s needs. All these can be achieved through
the use of language and practice in action. The way
to remain ahead is by continuously learning and
adapting to the environment. (Jameson, 2000) In
designing a teaching model for tourism English,
concept of action learning from Albert Einstein can
be a guide: “I do not teach my pupils, but | provide
conditions in which they can learn.”

C. From both  Industrial and
Perspectives-Cooperative Education
Cooperative Education was considered as a

“strategic  alliance” between universities and

corporations by researchers like Elmuti, Abebe &

Nicolosi (2005) and Wheelen & Hungar (2000), they

believed cooperation education has brought a more

complete and systematic model for on-the job
training. Law (1970) defined cooperative education
as a work program associated with a school
education in  which student-learners receive
supervised payroll experience as part of the school
curriculum. Studies (King, 1994 & Santoro, 2000)
showed that cooperative Education will foster the
work experience so the students will attain the
necessary skills to supplement their theoretical
training by realizing four transfers namely research
support, cooperative research, knowledge transfer
and technology transfer. These four transfers will
contribute to a maximum of knowledge of tourism
needed for both academic and industrial level.

Among the factors which will mostly lead to the

improvement of tourism  training, industry

engagement tops the list (Smith & Kemmis, 2010).

Garvin (1998) explained the need of the stakeholders

of tourism education, namely students, employers

and government. He said all these three stakeholders

Educational
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have been influential in moving the focus of higher
education from the content determined by the teacher
to the process by which the student learns and
develops key skills. The key point is how to balance
the needs of the three parts by collaboration between
universities and industries. When designing a tourism
English model, cooperative education is a crucial and
indispensible part.

D. From a Managerial Perspective -Knowledge

Management

To meet the requirement of both education and
industry is not easy, because it needs an efficient
management which is a process of knowledge
accumulation and creation, and benefits not only
universities or industries, but the whole society as
well.

The Emergence of knowledge management as an
academic field dates back from 1980s. Knowledge is
a real experience of knowledge workers especially
experts in executing a specific task. Knowledge
Management is the making use of working people
and useful business information for core business and
innovation. (Nonaka & Takeuchi,1995). Many
researchers have paid a lot of attention to apply
knowledge management to tourism, because they
believe knowledge will change supply environment
and the nature of consumer’s behavior (Cooper,
2006); they stated that destinations can change due to
the response of knowledge creating and using. As a
competitive tool, the essentials of the process involve
identifying relevant knowledge and capturing it,
transferring and sharing it, and ensuring that
organizations are engineered to optimize flows and to
manage them effectively (Bahra, 2001). Senge
(1994) proposed learning organization in his “The
Fifth Discipline” to call for more focus on
recognizing everyone’s uniqueness which will help
people work together more effectively. All these
theories left priceless treasure and challenge to
universities on how to reform the knowledge in their
teaching content and methods from a managerial
perspective to meet both educational and industrial
requirement. With more qualified and well-educated
graduates, both students and universities will be more
efficient, competitive and productive.

I1l. METHODOLOGY

This research will take hospitality industry as a
purposeful sampling, two cities from GMS countries,
namely Chengdu, an important city of Southwestern
China and Chiang Mai, a centre of Northern Thailand
are chosen as the initial findings of the research.
Grounded theory design is applied in the open-ended
interviews to collect data. Field notes, as well as
audio-tape record aided to analyze data. Based on the
findings and supportive theories mentioned in Part 11,
a teaching model will be proposed for hospitality
English and hopefully will be contributed to a deeper
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understanding of tourism English teaching. Three
steps are taken as below:

A. Comparison on Requirement from Hospitality
Industry between Chengdu and Chiang Mai
e Investigation on the Requirement from
Hospitality Industry in Chengdu
Located in Southwestern People's Republic of
China, Chengdu is the capital of Sichuan province
and one of the most important economic centers,
transportation and communication hubs in
southwestern China. On February 2009, Chengdu
was awarded as one of the “Best Tourist Cities in
China” by China National Tourism Administration
(CNTA) and United Nations World Tourism
Organization (UNWTO). With the predominance of
the hometown of the Giant Panda and hub of six
UNESCO World Heritage Sites in or near Chengdu
(namely Dazu Rock Carvings, Huanglong Scenic and
Historic Interest Area, Jiuzhaigou Valley Scenic and
Historic Interest Area, Mount Emei Scenic Area,
including Leshan Giant Buddha Scenic Area, Mount
Qincheng and the Dujiangyan Irrigation System,
Sichuan Giant Panda Sanctuaries), Chengdu is
undoubtedly one of the most important tourism cities
in southwestern China. As a provincial capital city,
Chengdu has about 104 hotels with upper 3 stars in
the city which accommodated half a million inbound
tourists in 2008 and 20009.

Investigation was made through email and
telephone interviews among 10 hotels with 4-5 stars
in Chengdu, like Holiday Inn and Jin Jiang Hotel,
which are more trusted by international travelers. 20
questions were proposed in the open-ended
questionnaire to the managers of human resource
departments who are gatekeepers with rich
information in the research. Through the interview, it
is found out that most of international tourists in
Chengdu are from America and Thailand with
package tour. The number of tourists from Japan,
Singapore and other countries from GMS are
increasing. With gradually demanding market from
European countries, English is still the major
working language. When asked to evaluate the
English level of new employees who just graduate
from the university, HR managers graded 6 points
out of the maximum 10 points. They expected and
are satisfied more from the on-the-job training in the
hotels than what students learned in the universities.
They believed that practice in the real situation is the
most efficient way to improve English level and hope
more courses in listening, speaking, and skills of
communication can be emphasized in English
programs in universities. All of them are interested in
cooperative education, which was misunderstood as
internship, and they expect more cooperation with
universities.

e Investigation on the Requirement from
Hospitality Industry in Chiang Mai
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Chiang Mai city, the largest and most
culturally significant city in Northern Thailand, and
is the capital of Chiang Mai Province. In recent
years, Chiang Mai has become an increasingly
modern city and attracts approximately one million
visitors each year. The city has long been a major
center for handcrafted goods, umbrellas, jewelry
(particularly silver) and woodcarving. Chiang Mai
then slowly grew in cultural, trading and economic
importance to its current status as the unofficial
capital of Northern Thailand, second in importance
only to Bangkok. Data from Tourism Bureau of
Northern Thailand shows, there are 341 hotels and
guest houses in Chiang Mai in the year 2008, and the
number increased to 418 one year later. These hotels
and guest houses have accommodated 4,405,720 and
4,181,878 travelers in 2008 and 2009 respectively
both inland and overseas.

Investigation was made among 10 hotels with 4-5
stars in Chiang Mai, like Mandarin Oriental Hotel
and Centara Duangtawan Hotel, which attracted
tourists with more buying power and need more
tailor-made services. 20 questions were proposed in
the open-ended questionnaire to the managers of
human resource departments, the most information-
rich people. Due to the mature international
environment and convenience of access, it is found
out that most of international tourists are from
European countries and America both as FIT
(Foreign Independent Tourist) and with package tour.
The number of tourists from Japan, Singapore, Korea
and other countries from GMS are increasing. When
asked to evaluate the English level of new employees
who just graduate from the university, HR managers
graded 7 points out of the maximum 10 points. They
described an interesting phenomenon in English
learning in Thailand, that is to say people are shy to
express themselves especially to speak a foreign
language. More expectations are from the on-the-job
training in the hotels than what students learned in
the universities. They believed that external
motivation is the key to force these new staffs to use
and improve their English level. They hope more
courses in listening, speaking, and skills of
communication can be emphasized in English
programs in universities. They mentioned class
atmosphere and learning culture, hoping English
teachers in the universities could adjust their way of
teaching to encourage students to be brave to open
their mouth to express. All of them are familiar with
cooperative education, and welcome cooperation
with universities.
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e Comparison and Conclusion
The questionnaire laid an emphasis on what
basic English skills are needed in hospitality industries
in Chengdu and Chiang Mai, and how the HR
managers evaluate English level of their newly
graduated employees. These points directly relate to
the requirement of English skills in an industrial
context. From the investigation, a comparison was

summarized in Figure 1 as followed:

internship cooperative education

Figure 1. Comparison on Requirements of English in
Hospitality Industry

From the comparison, we can conclude that
listening, speaking and way of communication are
greatly needed in hospitality industries. Expectation
from the industry lies in more practice for students
and cooperative training programs with universities.

B. Comparison on Tourism English Programs
between Chengdu University and Chiang Mai
University

e Tourism English Program in

University (CDU).

Chengdu University (CDU), run by the
Chengdu Municipal Government, is a comprehensive
university offering regular undergraduate education
and benefits from the system of educational provision
jointly — administered by relevant competent
authorities of either Sichuan Province or Chengdu
City.

Chengdu

School of Tourism & Culture Industry,
founded in 1994, provides Tourism Management
(Bachelor), Forest Resources Conservation and
Recreation  (Bachelor), Landscape Architecture
(Bachelor), Tourism Management (Diploma) and
Hospitality Management (Diploma).

English Discipline for tourism-major students
in hospitality section includes two parts-College
English Course (CE) and English for Specific
Purpose Course (ESP). CE program aims at
improving students’ comprehensive English ability
and is taught in the first and second year as a general
English course by lecturers from School of Foreign
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Languages & Culture; ESP program aims at
enhancing students’ ability of applied English and is
taught as a specialized course by lecturers of School
of Tourism & Culture Industry. The key function and
content of the two courses are described in Figure 2
as followed:

Decided by universities, Decided by iecturers

Figure 2. English Programs for Hospitality Majors in Chengdu
University (CDU)

From the figure, we can see, English programs
in CDU focus on comprehensive abilities which
include listening, speaking, reading and writing. The
way to evaluate students’ English proficiency is final
exams and National College English Test (CET)
which both focus on a general competency of
English. Problems were found here:

- Few special courses for listening, and

speaking practices are limited.

- A lack of foreign teachers from English
native speaking countries leads to a lack of
oral and aural practice in real situation.

- Both Chinese teachers for CE program
from linguistic background and ESP
program from tourism background are
weak in hospitality English teaching.

- Teacher-centered instruction and big-sized
class limited students’ participation and
proactivity.

- Field work for practice in the real situation
is far from sufficiency.

- Few guide for extra-curriculum activities
and independent study from teachers

- Terminology intervened expression and
communication

e Tourism English Program in Chiang Mai

University (CMU)

Chiang Mai  University (CMU) was
established as the first institution of higher education
in Northern Thailand, and as the first provincial
university in Thailand. CMU aims at becoming a
comprehensive institution in Northern Thailand for
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the sake of social and economic development of the
region and the country as a whole.

Tourism discipline in CMU was set by
Department of Tourism of Faculty of Humanities
which is responsible for many basic humanities
courses offered to students of all faculties since 1964
when CMU was established. English programs for
tourism-major students in hospitality section includes
two parts-General English (GE) and English for
Specific Purpose (ESP). GE program for tourism
majors is the same as students from other faculties in
CMU, which aims at improving students’ basic
English ability and is taught from the first to the third
year as a general English course by Thai lecturers
from Department of English of Faculty of
Humanities or English native speakers hired as part
time teachers by Department of English; ESP
program aims at an ability to apply English to
students’ major and is taught as a specialized course
by lecturers of Department of English and
Department of Tourism. Some ESP courses are
taught by foreign teachers who are English native
speakers. The key function and content of the two
courses are described in Figure 3 as followed:

Obiectives Basic English skills

native speakers

Field work No

Evaiuation

Figure 3. English Programs for Hospitality Majors in CMU

From the figure, we can see, English programs
focus on comprehensive abilities which include
listening, speaking, reading and writing. More
attention has been put in applied English in ESP
Program. The way to evaluate students’ English
proficiency is final exams and TOEIC (Test of
English for International Communication), which
tests students specified English in a certain career.
Problems were found here:

- Few courses are set for listening and

speaking

- Thai culture of being too polite and
modest influenced the way of English
learning and teaching

- Both Thai teachers for GE program from
linguistic background and ESP program
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form tourism background are weak in
hospitality English teaching.

- Although there are foreign teachers from
English native-speaking countries, a lack
of teaching experience and knowledge of
pedagogy have been found

- Grammar intervened
communication

expression and

e Comparison and Conclusion

According to the investigation on the English
program comparison between Chengdu University
and Chiang Mai University and open-ended
interview with teachers of tourism English, what
presently tourism English education provided is
clearly seen, as it is shown in Figure 4 in the
following:

Comparison on What Present Hospitality English Education Provided

Items Chengdu University Chiang Mai University
Basic English Skills  listening, speaking, reading listening, speaking, reading
provided and writing and writing
Basic skills of involved in i involved in i
communication in drills, not specified in the drills, not specified in the
English provided program pregram
Chinese teacher, Linguistic Tht;t::::era:dﬁrgégn
Teacher Qualification background or tourism  Hing
background or tourism
background
background
Teaching Method Teacher-ceniered Teacher-centered

General English Skillsand ~ General English Skills and

Conlentolfiedbools English for certain situation  English for certain situation

Features of English

General General
Program

Evaluation of English

Final Exam & CET
Level

Final Exam & TOEIC

not satisfied, weak in not satisfied, weak in

listening and limited in speaking and limited in
vocabulary grammar

Output of English Level

Figure 4: Comparison on What Present Hospitality English
Education Provided.

From investigation and interview with English
teachers and tourism students, both the sides are not
satisfied with the output of English level. Major
factors are found as below:

- A lack of special program for each skill in

English learning, especially for listening
and speaking

- Skills of communication have not been
separated as an independent and important
course

- As the main source of reading, textbooks
are not up-dated and close to tourism
according to the changing industry

- Teacher-centered instruction is less
efficient to encourage and promote
students’ participation and creativity

- Alack of guide of how to apply English to
future career and how to conduct
independent study as a life-long learners
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C. Gap between the Supply and Demand of
Hospitality English
The initial finding of the gap between what
hospitality industries need and what hospitality
English education provides will be a direction of the
design of the teaching model for hospitality English.
Comparison is seen in Figure 5 as below:

Figure 5. Gap Analysis between the Supply and Demand of
Hospitality English

From the gap analysis, it is clearly seen that what
hospitality industries need is not only the ability to
speak English, but also response in English by
understanding and predicting customers’ need, and
then to provide and promote tourism products and
services to satisfy customers and maximize
industries’ benefits. Obviously, these requirements
are not fully met and reached by hospitality English
education.

D. A Teaching Model

Education

Four English skills, namely listening, speaking,
reading and writing, can be divided into language
input (listening and reading) and language output
(speaking and  writing). However, language
communication combines the two-a good quality of
input and a proper way of output. Requirements from
both academic and industrial perspectives need to link
theoretic work with practical sectors. Theories of
linguistics and knowledge of tourism and hospitality
need to be integrated into the consideration of teaching
methodology, learning atmosphere and uniqueness as
well as sustainable learning competency of students. A
teaching model is then proposed from a managerial
perspective which involves all the factors listed above
as it is shown in Fig.6.

for Hospitality English

In this teaching model, each part is indispensible

and has irreplaceable function:

e The whole process of hospitality English
teaching and learning is put in a Cooperative
Education program, an Advisory Panel
consisted of mentors from hospitality and
lecturers from universities will be set up to
implement the whole program which is the
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key to the success of this teaching model

Figure 6. A Teaching Model for Hospitality English
Education

Members of advisory panel will regularly
meet, discuss and identify what teaching
content and materials will be appropriately
introduced to students to enhance language
input by listening and reading. Knowledge
from linguistics and tourism and hospitality
are captured, transferred, shared and codified
into teaching planning and course syllabus.
For example, the terminology of hospitality,
the sentence structure and grammar usually
used in the working context. Advisory panel
will also decide which way is the most
efficient to make students learn and generate
new knowledge and skills. Learning in action
will be helpful to reach the goal.

Teaching methodology is very important to
create a comfortable atmosphere and learning
organization for a better output in speaking
and writing. Imitation from real situation in
the real workplace and repetition with the
guide and instruction of advisory panel will
speed up the quality of language output.
Learning in action through cooperative
education program will facilitate the process
of learning and improve the effectiveness of
learning.

The most important function of advisory panel
is to train students with system thinking about
how to be independent life-long learners, and
qualified knowledge workers with high-level
English proficiency. Students should be taught
to capture new knowledge into their own
intellectual capital in English and then to
accumulate and generate new knowledge and
skills to work better.
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IV. RESULT AND BENEFICIRIES

The research has potential benefits for both
academic and social sectors in GMS area. For
hospitality industry, this research will be a guide for
tourism workers to pay more attention to the gap
between how their English was taught in universities
and what they need to improve their English
efficiency in work. It will also improve the English
level by making them know the importance of
learning in action and raise an awareness of
promoting the quality of services by communicating
in English. The effectiveness and competitiveness of
hospitality organization will be improved due to
reasonable and efficient management in knowledge
in English and tourism between knowledge creators
and users. For universities, this research will
integrate the needs of the industry with universities’
English programs under the supervision of adversary
panel by implementing cooperative education
program. With the help of the proposed teaching
model for tourism English in this research, the
understanding of English teaching and learning will
be deepened; students will be encouraged and
motivated to be independent learners, then become
life-long learners in their future career. Meanwhile,
more qualified lecturers and students will be trained
who will bring about qualified tourism workers to
tourism industries and a brand loyalty to universities
through cooperative education program. For GMS
community, this research will bring an innovative
thinking about the way of teaching and learning to
improve tourism English at both academic level and
practical level; so that more tourism working people
will better apply knowledge of English and tourism
in their routine work and be involved into a
sustainable tourism development.

V. CONCLUSION

The ultimate goal of English teaching and
learning is to apply English into a specific career.
Only when English is used; it is a tool of
communication. Communication makes a whole
world a global village, with the aid of better
understanding by the use of English, tourism
destination is not a place for tourists, but of tourists.
Only in this way can knowledge be transferred and
shared between tourism providers and receivers, and
then can knowledge be accumulated and created
through cooperation between tourism industry and
tourism education. Although this research picked
hospitality English as a case study, it can be surely
generalized into other fields of tourism. And it can be
an indicator to GMS universities who needs a
revolutionized way of tourism English teaching. Co-
research and collaboration are sincerely welcomed
and encouraged to contribute to tourism English
education and a sustainable tourism development.
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