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Abstract

Recent years have seen a significant interest in quantitative measurements of licensed
and unlicensed spectrum use. Several research groups, companies and regulatory bodies
have conducted studies of varying times and locations with the aim to capture the over-
all utilisation rate of spectrum. The studies have shown that large amount of allocated
spectrum are under-utilised, and create the so called “spectrum holes”, resulting in a
waste of valuable frequency resources. In order to satisfy the requirements of increased
demands of spectrum resources and to improve spectrum utilisation, dynamic spectrum
sharing (DSS) is proposed in the literature along with cognitive radio networks (CRNs).
DSS and CRNs have been studied from many perspectives, for example spectrum sensing
to identify the idle channels has been under the microscope to improve detection proba-
bility. As well as spectrum sensing, the DSS performance analysis remains an important
topic moving towards better spectrum utilisation to meet the exponential growth of
traffic demand. In this dissertation we have studied both techniques to achieve different
objectives such as enhancing the probability of detection and spectrum utilisation.

In order to improve spectrum sensing decisions we have proposed a cooperative spec-
trum sensing scheme which takes the propagation conditions into consideration. The
proposed location aware scheme shows an improved performance over conventional hard
combination scheme, highlighting the requirements of location awareness in cognitive
radio networks (CRNs).

Due to the exponentially growing wireless applications and services, traffic demand is
increasing rapidly. To cope with such growth wireless network operators seek radio
resource cooperation strategies for their users with the highest possible grade of service
(GoS). However, it is difficult to fathom the potential benefits of such cooperation, thus
we propose a set of analytical models for DSS to analyse the blocking probability gain and
degradation for operators. The thesis focuses on examining the performance gains that
DSS can entail, in different scenarios. A number of dynamic spectrum sharing scenarios
are proposed. The proposed models focus on measuring the blocking probability of
secondary network operators as a trade-off with a marginal increase of the blocking
probability of a primary network in return of monetary rewards. We derived the global
balance equation and an explicit expression of the blocking probability for each model.
The robustness of the proposed analytical models is evaluated under different scenarios
by considering varying traffic intensities, different network sizes and adding reserved
resources (or pooled capacity). The results show that the blocking probabilities can
be reduced significantly with the proposed analytical DSS models in comparison to the
existing local spectrum access schemes.

In addition to the sharing models, we further assume that the secondary operator aims
to borrow spectrum bandwidths from primary operators when more spectrum resources
available for borrowing than the actual demand considering a merchant mode. Two
optimisation models are proposed using stochastic optimisation models in which the
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secondary operator (i) spends the minimum amount of money to achieve the target
GoS assuming an unrestricted budget or (ii) gains the maximum amount of profit to
achieve the target GoS assuming restricted budget. Results obtained from each model
are then compared with results derived from algorithms in which spectrum borrowings
were random. Comparisons showed that the gain in the results obtained from our pro-
posed stochastic optimisation model is significantly higher than heuristic counterparts.
A post-optimisation performance analysis of the operators in the form of analysis of
blocking probability in various scenarios is investigated to determine the probable per-
formance gain and degradation of the secondary and primary operators respectively.
We mathematically model the sharing agreement scenario and derive the closed form
solution of blocking probabilities for each operator. Results show how the secondary
and primary operators perform in terms of blocking probability under various offered
loads and sharing capacity.

The simulation results demonstrate that at most trading windows, the proposed opti-
mal algorithms outperforms their heuristic counterparts. When we consider 80 cells,
the proposed profit maximisation algorithm results in 33.3% gain in net profit to the
secondary operators as well as facilitating 2.35% more resources than the heuristic ap-
proach. In addition, the cost minimisation algorithm results in 46.34% gain over the
heuristic algorithm when considering the same number of cells (80).

Keywords: Cognitive radio networks, cooperative spectrum sensing, Spectrum sharing,

spectrum allocation, merchant mode.

Email: r.abozariba@ieee.org



vi

List of Publications

J01 Raouf Abozariba, Mohammad Patwary, Abdel-Hamid Soliman and Mo-
hamed Abdul-maguid , “On the Location-Aware Cooperative Spectrum Sens-
ing in Urban Environments”, The Jordanian Journal of Computers and In-
formation Technology (JJCIT). [published]

J02 Raouf Abozariba, Md Asaduzzaman and Mohammad Patwary, “Radio Re-
source Sharing Framework for Cooperative Heterogeneous Networks with
Dynamic Overflow Modelling”, IEEE Transactions on Vehicular Technology.
[Published]

J03 Md Asaduzzaman, Raouf Abozariba and Mohammad Patwary, “Dynamic
Spectrum Sharing Optimization and Post-optimization Analysis with Mul-
tiple Operators in Cellular Networks”, Transactions on Wireless Communi-
cations. [In Press]

C01 Raouf Abozariba, Mohammad Patwary, Abdel-Hamid Soliman and Mo-
hamed Abdul-maguid , “Location-Aware Cooperative Spectrum Sensing within
Cognitive Radio Networks”, IEEE Jordan Conference on applied Electrical
Engineering and Computing Technologies. [Published]

C02 Md Asaduzzaman Raouf Abozariba and Mohammad Patwary, “Spectrum
Sharing Optimization in Cellular Networks under Target Performance and
Budget Restriction”, 2017 IEEE 85th Vehicular Technology Conference.
[Published]

C03 Mohammad Patwary, Raouf Abozariba and Md Asaduzzaman, “Multi-
Operator Spectrum Sharing Models under Different Cooperation Schemes for
Next Generation Cellular Networks”, 2017 IEEE 86th Vehicular Technology
Conference. [Published]

C04 Raouf Abozariba, Anas Amjad, and Mohammad N. Patwary, “Optimized
Resource Sharing for Federated Cloud Services with Desired Performance
and Limited OpEx”, 2017 IEEE Global Communications Conference. [Ac-
cepted]



Contents

Abstract iv

List of Figures xi

List of Tables xv

Abbreviations xvii

1 Introduction 1

1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Aim and objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Contribution to knowledge . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 State of the Art in Spectrum Sensing and Spectrum Sharing 11

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Spectrum sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Attenuation problem . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Cooperative Spectrum Sensing . . . . . . . . . . . . . . . . . . . . . 18

2.5 Radio resource sharing for cooperative networks . . . . . . . . . . . 19

2.6 Radio resource sharing for cooperative networks (Multi-operators) . 22

2.7 Radio resource sharing framework for cooperative networks (Multi-
operators) with optimisation and post-optimisation analysis . . . . 24

3 Location-aware Cooperative Spectrum Sensing 27

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 System model and assumptions . . . . . . . . . . . . . . . . . . . . 29

3.3 Location-aware cooperative spectrum sensing . . . . . . . . . . . . 33

3.3.1 Urban Propagation . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.2 Proposed Scheme . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.3 Trust Value . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

vii



Contents viii

3.3.4 Elimination . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.5 Proposed Fusion Rule . . . . . . . . . . . . . . . . . . . . . 37

3.4 Analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Radio resource sharing for cooperative networks 49

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.2 System model and assumptions . . . . . . . . . . . . . . . . . . . . 50

4.3 Formulation of Agreements . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Proposed dynamic resource sharing algorithm . . . . . . . . . . . . 57

4.4.1 Non-Sharing Model . . . . . . . . . . . . . . . . . . . . . . . 58

4.4.2 Sharing Model 1 (Uni-directional overflow) . . . . . . . . . . 60

4.4.3 Sharing Model 2 (Bi-directional overflow) . . . . . . . . . . . 64

4.4.4 Sharing Model 3 (Bi-directional overflow with reserved ca-
pacity) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.5 Analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.5.1 Performance comparison between the Non-Sharing Model
and Model 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5.2 Performance comparison between the Non-Sharing Model,
Model 1 and Model 2 . . . . . . . . . . . . . . . . . . . . . . 75

4.5.3 Performance comparison between the Non-Sharing Model
and Model 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5.4 Evaluation of models under homogeneous traffic intensity . . 79

4.5.5 Evaluation of models under heterogeneous traffic intensity . 81

4.5.6 Evaluation of Model 1 and Model 2 with reference to simu-
lated blocking probabilities . . . . . . . . . . . . . . . . . . . 83

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5 Dynamic spectrum sharing (Multi-operator) 85

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 System model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.3 Dynamic spectrum sharing models . . . . . . . . . . . . . . . . . . 87

5.3.1 Model A: Uni-Directional cooperation . . . . . . . . . . . . . 87

5.3.2 Model B: Bi-Directional cooperation . . . . . . . . . . . . . 91

5.3.3 Model C: Bi-Directional cooperation with pooled resources . 92

5.3.4 Bi-Directional cooperation with multi-primary operators and
pooled capacity . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3.5 Marginal probability distribution and spectrum utilisation . 96

5.4 Analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4.1 Effect of traffic intensity at the secondary operator on block-
ing probability . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4.2 Effect of traffic intensity at the secondary operators on block-
ing probability . . . . . . . . . . . . . . . . . . . . . . . . . 97



Contents ix

5.4.3 Effect of the number of available channels on blocking prob-
ability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.4.4 Evaluation of spectrum utilisation . . . . . . . . . . . . . . . 101

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6 Dynamic spectrum sharing optimisation and post-optimisation
analysis 105

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.2 Dynamic spectrum management model . . . . . . . . . . . . . . . . 107

6.2.1 Spectrum trading . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2.2 Service type and channel characteristics . . . . . . . . . . . 109

6.2.3 Spectrum request processing . . . . . . . . . . . . . . . . . . 110

6.3 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.3.1 Modelling assumptions . . . . . . . . . . . . . . . . . . . . . 112

6.3.2 Notations used in Problem 1 and Problem 2: . . . . . . . . . 113

6.3.3 Spectrum allocation by minimising borrowing cost . . . . . . 114

6.3.4 Spectrum allocation using the heuristic algorithm . . . . . . 119

6.3.5 Expected profit maximisation under a restricted budget . . . 122

6.3.6 Spectrum allocation using the heuristic algorithm under bud-
get constraint . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.3.7 Spectrum demand-supply strategy . . . . . . . . . . . . . . . 128

6.3.8 Performance analysis under resource sharing between the
SNO and PNOs . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.3.8.1 Case 1: SNO is sharing with three PNOs . . . . . . 130

6.3.8.2 Case 2: SNO is sharing with two PNOs . . . . . . 134

6.3.8.3 Case 3: SNO is sharing with one PNO . . . . . . . 136

6.4 Analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.4.1 Cost analysis under target performance (Problem 1) . . . . . 137

6.4.2 Expected profit under budget constraints analysis (Problem
2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.4.3 Expected profit under budget constraints with multiple types
of services (Problem 2) . . . . . . . . . . . . . . . . . . . . . 145

6.4.4 Impact on the performance of the operators . . . . . . . . . 146

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7 Conclusions and Future Work 151

7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

A Performance analysis under resource sharing between S SNOs
and N PNOs 155



Contents x

References 161



List of Figures

1.1 Spectrum hole concept . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Framework for heterogeneous radio networks . . . . . . . . . . . . . 7

1.3 An illustration of the contents of the thesis chapters . . . . . . . . . 9

2.1 Hidden Terminal Problem . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Cognitive cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Proposed location aware scheme . . . . . . . . . . . . . . . . . . . . 34

3.4 Signal strength from empirical propagation predictions . . . . . . . 36

3.5 Probability of detection comparison of the proposed location-aware
scheme and conventional hard combining scheme for different SNR
when the false alarm probability constraint is 0.1 and 0.2 . . . . . . 45

3.6 ROC comparison of the proposed location-aware scheme and con-
ventional hard combining scheme under Gaussian channel when the
number of cooperative users = 30 for different trust values . . . . . 46

3.7 ROC of proposed location-aware scheme with different number of
cognitive radio users under Gaussian channel and 35% of secondary
users are located in highly shadowed areas . . . . . . . . . . . . . . 46

4.1 System Model: Coexisting Network Operators in a DSA . . . . . . 52

4.2 Non-Sharing network with two operators . . . . . . . . . . . . . . . 59

4.3 A two-operator network with uni-directional overflow (Model 1) . . 60

4.4 A two-operator network with bi-directional overflow (Model 2) . . . 64

4.5 A two-operators network with bi-directional overflow and reserved
resources (Model 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.6 The flowchart for the proposed overflow models . . . . . . . . . . . 70

4.7 Comparison of the blocking probability for the Non-Sharing Model
with Model 1 with c1 = c2 = 10 for (A) λ1 = 0 : 30, λ2 = 10 and
(B) λ1 = 10, λ2 = 0 : 30 . . . . . . . . . . . . . . . . . . . . . . . . 72

4.8 Gain and degradation performance trade-off between Operator 1 and 2
for the Non-sharing and Uni-directional model . . . . . . . . . . . . 73

4.9 Comparison of the blocking probability for the Non-Sharing Model
with Model 1 with λ1 = λ2 = 10 for (A) c1 = 5 : 25, c2 = 10 and
(B) c1 = 10, c2 = 1 : 25 . . . . . . . . . . . . . . . . . . . . . . . . . 74

xi



List of Figures xii

4.10 Comparison of the blocking probability for the Non-Sharing Model
with Model 1 and Model 2 with c1 = c2 = 10 for (A) λ1 = 0 : 30,
λ2 = 10 and (B) λ1 = 10, λ2 = 10 . . . . . . . . . . . . . . . . . . . 74

4.11 Comparison of the blocking probability for the Non-Sharing Model
with Model 1 and Model 2 with λ1 = λ2 = 10 for (A) c1 = 1 : 25,
c2 = 10 and (B) c1 = 10, c2 = 1 : 25 . . . . . . . . . . . . . . . . . . 76

4.12 Comparison of the blocking probability for the Non-Sharing Model
(c1 = c2 = 10) with Model 3 (c1 = 10, c2 = 5, reserved capacity
= 5) for (A) λ1 = 0 : 30, λ2 = 10 and (B) λ1 = 10, λ2 = 0 : 30 . . . . 77

4.13 Comparison of the blocking probability for the Non-Sharing Model
with Model 3 for λ1 = λ2 = 10. See Table 4.3 for server configura-
tions for (A) and (B). . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.14 Comparison of the blocking probability for Model 1 (A) and Model
2 (B) using analytical and numerical approaches. . . . . . . . . . . 83

5.1 Uni-Directional service operators sharing network . . . . . . . . . . 88

5.2 Bi-Directional service operators sharing network . . . . . . . . . . . 90

5.3 Bi-Directional with pooled capacity service operators sharing network 92

5.4 Comparison of the blocking probability for the secondary operator
using the proposed models with ρ0 = 1 : 10, see Table 5.1 for full
configuration details. . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.5 Blocking probability for Operator 1 and 2, see Table 5.1 for full
configuration details. . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.6 Blocking probability for (a) Operator 1 and 2 and (b) Operator 3,
see Table 5.1 for full configuration details. . . . . . . . . . . . . . . 100

5.7 Comparison of blocking probability for the secondary operator with
the varying number of channels using the proposed models when
ρs = 5, ρ1 = 3, ρ2 = 4, ρ3 = 5, c0,2,3 = 2, c1 = 1 : 10, cp = 1. . . . . . . 100

5.8 Comparison of channel utilisation for the secondary operator using
the proposed models with ρ0 = 1 : 10. . . . . . . . . . . . . . . . . . 102

5.9 Comparison of channel utilisation for the secondary operator using
the proposed models with ρ1, ρ2 and ρ3 = 1 : 10. . . . . . . . . . . . 103

6.1 Network model for cellular network with N PNOs and S SNOs . . . 108

6.2 Cost of optimal and heuristic algorithms per cell . . . . . . . . . . . 138

6.3 Cost of optimal and heuristic algorithms for varying number of cells. 139

6.4 Effect of varying target blocking probability on cost for optimal and
heuristic algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.5 Effect of borrowing on bandwidth acquisition for the optimal and
heuristic algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.6 Profit using the optimal and heuristic algorithms per cell. . . . . . . 143

6.7 Profit using the optimal and heuristic algorithms for varying num-
ber of cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



List of Figures xiii

6.8 Expected profit of the SNO for spectrum borrowing with target
blocking probability = 0 to 0.8 and budget = 0 to 250. . . . . . . . 144

6.9 Bandwidth acquisition of the SNO for spectrum borrowing by the
optimal and heuristic algorithms. . . . . . . . . . . . . . . . . . . . 145

6.10 Effect of spectrum borrowing on profit with budget = 50 (top) and
budget= 500 (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . 146

6.11 Blocking probability for each operator when configuration details
are according to Table 6.2 . . . . . . . . . . . . . . . . . . . . . . . 147

6.12 Blocking probability for each operator when configuration details
are according to Table 6.2. . . . . . . . . . . . . . . . . . . . . . . . 148

A.1 Network model for cellular network with N PNOs and S SNOs . . . 155





List of Tables

3.1 Notations Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Sensing Procedure Comparison . . . . . . . . . . . . . . . . . . . . 47

4.1 Symbols Used for the Analytical Modelling . . . . . . . . . . . . . . 51

4.2 Number of servers considered in Figure 4.12a and Figure 4.12b . . . 77

4.3 Number of servers considered in Figure 4.13a and Figure 4.13b . . . 78

4.4 Comparison of the blocking probabilities for the Non-Sharing Model
with Model 1, Model 2 and Model 3 with homogeneous traffic intensity 80

4.5 Comparison of the blocking probability for the Non-Sharing Model,
Model 1, Model 2 and Model 3 with heterogeneous traffic intensity . 82

5.1 Configurations used in Figure 5.4, 5.5 and 5.6 . . . . . . . . . . . . 99

5.2 Configurations used in Figure 5.8 . . . . . . . . . . . . . . . . . . . 102

6.1 Simulation parameters. . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.2 Configurations used in Figure 6.11 and 6.12. . . . . . . . . . . . . . 147

xv





Abbreviations

3G 3rd Generation

4G 4th Generation

AR Augmented Reality

AOA Angle of Arrival

ASA Authorised Spectrum Access

AWGN Additive White Gaussian Noise

CAC Call Admission Control

CCR Cooperative Cognitive Radio

CDBS Consolidated Database System

CDMA Code Division Multiple Access

CRN Cognitive Radio Network

CSS Cooperative Spectrum Sensing

DSA Dynamic Spectrum Access

DSA Dynamic Spectrum Sharing

DVB Digital Video Broadcasting

EGC Equal Gain Combining

FCC Federal Communications Commission

GHz Gigahertz

GoS Grade of Service

GPS Global Positioning System

GSM Global System for Mobile Communications

HLR Home Location Register

xvii



Abbreviations xviii

LOS Line of Sight

LLR Log Likelihood Ratio

LTE Long Term Evolution

MNO Mobile Network Operator

MHz Megahertz

NLOS Non Line of Sight

NP Neyman Pearson

OFDMA Orthogonal Frequency Division Multiple Access

PBS Primary Base Station

PCS Personal Communications Service

PU Primary User

QADP Quality Aware Dynamic Pricing

RSS Received Signal Strength

ROC Receiver Operating Characteristic

SBS Secondary Base Station

SNO Secondary Network Operator

PNO Primary Network Operator

SNR Signal to Noise Ratio

SU Secondary User

TDMA Time Division Multiple Access

TOA Time of Arrival

TV Television

UMTS Universal Mobile Telecommunications System

WCDMA Wideband Code Division Multiple Access



Chapter 1

Introduction

1.1 Background and motivation

Due to the rapid growth of wireless communication technologies and the widespread

use of mobile devices, unprecedented demand for spectrum has been witnessed.

However, today’s wireless networks are allocated by a fixed spectrum assignment

policy. For operators to increase their allocated spectrum, they need to go through

a very complex and time consuming process. In addition, increasing spectrum

holdings come at high costs to the operators. Also, many regulatory bodies as

well as governmental agencies are involved in spectrum releases, which make the

process of gaining additional spectrum resources not efficient. Therefore, static

spectrum allocation is considered as an obstruction to the continued growth of

wireless services. In addition, recent years have seen a significant interest in

quantitative measurements of licensed and unlicensed spectrum use. Several re-

search groups, companies and regulatory bodies have conducted studies of varying

times and locations with the aim to capture the overall utilisation rate of spec-

trum. These studies have given a significant amount of insight on spectrum use

[1, 2]. Most of these studies have shown that a large amount of allocated spec-

trum is under-utilised, and creates what is called “spectrum holes” (in time and

1
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frequency domain), resulting in a waste of valuable frequency resources, see Figure

1.1 [3, 4, 5, 6, 7]. Subsequently, users experience high blocking probabilities due

to the poor utilisation of frequency resources by their respective operators.

In order to satisfy the requirements of increased demands of wireless applications

and to improve spectrum utilisation, dynamic spectrum sharing (DSS), along with

other technologies, such as spectrum aggregations (or carrier aggregation), are

proposed in the literature to solve these current spectrum inefficiency problems

[8, 4].

Figure 1.1: Spectrum hole concept

DSS allows unlicensed operators (secondary operators) to dynamically access the

licensed bands from licensed spectrum holders (primary operators) based on nego-

tiated trade deals or on an opportunistic basis [9]. DSS has a diverse importance in

telecommunications industry. For example, public safety, emergency and military

applications are all areas where DSS can be used to improve spectrum availability.

Furthermore, applications of 4G cellular networks such as real-time multimedia,

augmented reality (AR), novel application scenarios, vehicle-to-vehicle communi-

cations, machine-to-machine communications, rapidly deployable mesh networks

of devices/machines etc., are all relevant applications for DSS concept deployment.

Resource allocation of DSS is broadly categorised by the roles of primary opera-

tors, namely, the passive and active primary network models. The passive model
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assumes that a primary network is unaware of the operations of secondary net-

works (secondary networks perform spectrum sensing to determine idle spectrum),

and it does not require any modification for the primary network systems. In con-

trast, in the active model, spectrum sensing is not required by secondary networks

because it is assumed that there exists a level of cooperation between network

operators, where information about the frequency allocation and occupancy char-

acteristics of the channels, and other parameters, can be exchanged to ensure low

interference to the primary networks. In addition, DSS allows the networks that

are engaged in the active mode to benefit economically by leasing their respective

unused spectrum resources to each other. However, the passive model is consid-

ered to have a higher complexity than the active model due to added tasks such as

spectrum sensing and control overhead. In this thesis we investigate these prob-

lems individually and we propose sensing, analysis and stochastic optimisation

models.

1.2 Aim and objectives

The aim of the investigation is to improve the overall spectrum utilisation of

networks and the objectives are to improve spectrum sensing performance, reduce

blocking probability to subscribers, minimise the acquisition-cost of secondary

network operators while meeting a given grade of service and maximise the profit of

the secondary network operator subject to a budget limit. Below is an itemisation

of the various research objectives.

- In order to cope with increasing demand of wireless services and applications and

to improve the spectrum utilisation, dynamic spectrum sharing (DSS) is required.

For a given operator with many spectrum resources from other operators in the

same geographical location boundaries, it is hard to detect vacant channels with

high accuracy. To achieve better probability of detection (and low probability

of false alarm), cooperative spectrum sensing can be exploited to collect sensing
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data from multiple secondary users and to provide effective and reliable sensing.

While the use of cooperative spectrum sensing contributes to higher probability

of detection and lower probability of false alarm, it is not always possible in urban

environments due to high terrain, building structure etc. More importantly, it is

known that inaccurate spectrum sensing, can result in interference to the primary

operators and thus, in order to improve the accuracy of sensing, the effect of noise

uncertainty, fading, and shadowing needs to be considered. While cooperative

spectrum sensing is a well-studied problem in the literature and many spectrum

sensing algorithms have been proposed for secondary networks, cooperative spec-

trum sensing considering location awareness has not been thoroughly investigated

in the literature. Therefore, one objective in this thesis is to investigate the im-

pact of location aware spectrum sensing in urban environment and to improve the

detection probability by designing an efficient cooperative spectrum sensing (CSS)

algorithm.

- In spectrum sharing environments, as the level of interaction between operators

(e.g., sharing of information, resources, etc.) and number of operators increase,

the complexity of the system analysis also increases and spectrum allocation has

to deal with demands from a mix of types of services of these networks [10]. For

example, considering TDMA and OFDM based services increases the allocation

complexity further. As the complexity increases it becomes difficult to realise

the benefit of spectrum sharing. There are many works which can be found in

the literature on the usage of DSS to support radio access within heterogeneous

networks [11, 12, 13, 14, 15]. However, none of the works discussed the overflow

between coexistent network operators when different models of resource sharing

are considered. Although intensive research has been carried out on resource

sharing, only a few studies addressed the blocking probability gain and degradation

when considering overflow in such coexisting networks [16, 17, 18, 19]. In this

thesis detailed comparisons between various possible models for DSS are presented.

Moreover, a number of analytical models have been derived specifically to allow
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for more general analysis which is crucial for the new emerging DSS applications

and future generation of cellular networks. The purpose of this investigation was

to gain a better understanding of the possible short term benefits of the DSS.

- Operators aim to provide a stable grade of service (GoS)1 to their end users with

their limited statically allocated spectrum. However, in high demand periods,

operators would require additional spectrum. A solution to increase the spec-

trum by means of sharing has been addressed in the research domain [21, 22, 23].

Spectrum sharing between operators often results in a significant improvement of

GoS, although it would incur additional costs to the operators [24]. Since net-

work operators often operate with a limited budget, the borrowing decisions of a

network operator would be affected. Consequently, the operators would need to

make dynamic, on-demand and correct choices of borrowing additional bandwidths

from other operators in order to minimise cost or improve the profitability of the

system. Given a market scenario with several operators, rules and conditions of

spectrum access, spectrum requirement and their prices, and other parameters,

our main objective is to optimise the resource sharing under a target GoS and

budget restriction. We propose two models: the first is to optimise the amount

of savings that secondary operator could achieve when they engage in spectrum

trading with primary operators (incumbent holders of spectrum licenses) to gain

a certain threshold of GoS. Second and more complicated is to optimise the profit

of secondary operator under budget restrictions.

- Due to the mutual spectrum sharing agreement between the operators, the tar-

geted GoS cannot be always guaranteed. Therefore, a post-optimisation analysis

is needed to calculate the actual GoS in terms of blocking probability. Hence, an-

other objective of this study is to provide a post-optimisation analysis where the

leased spectrum bandwidth can be claimed back by the primary operator according

to the operators’ internal demand.

1The grade of service is generally defined by the level of blocking probability, where higher
blocking probability means lower grade of service [20].
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1.3 Contribution to knowledge

Major contributions of this thesis are summarised as follows:

- In order to optimise the spectrum sensing for cooperative cognitive radio, we

propose a scheme that adopts the location awareness into cooperative spectrum

sensing with cognitive radio networks. We argue that sensing performance to

identify the spectrum vacant channels can be improved if local decisions from

secondary users are processed according to their location in the coverage area in

reference to the source signal. The proposed location aware scheme shows an

improved performance over conventional hard combination scheme, highlighting

the requirements of location awareness in CRNs. The analytical results obtained

show that the proposed spectrum sensing scheme performs well in highly dense

area. We also derive the optimum fusion rule of incoming decisions (the decisions

which are coming from the secondary users) for spectrum sensing while taking

location reliability into consideration. (Chapter 3)

- Considering spectrum sharing, six dynamic models are proposed. We show that

a non-sharing model leads to poor performance in terms of blocking probability

as performance measure; whereas there are possibilities of under-utilised spectrum

within neighbouring network operators. In addition, we show that overflow mod-

elling to access under-utilised frequency bands by using additional spectrum from

adjacent operators within a given geographical region can be beneficial to the net-

work, even if it comes with certain regulatory and operational limits. A network

with dynamic and real time overflow capabilities can improve the performance of

the network even for limited overflow access such as in the uni-directional overflow

model. A performance comparison method was derived to evaluate the proposed

models by evaluating the spectrum utilisation of the formed agreements. (Chapter

4 and 5)

- By adding trading and pricing functionalities to the sharing models, a novel

purchase approach for dynamic spectrum sharing (DSS) network is proposed in
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the presence of multiple primary service operators. Two optimisation problems are

introduced in merchant mode DSS. The robustness of the proposed algorithms is

investigated in the presence of a large number of cells and various types of spectrum

bandwidths and the proposed algorithms are compared with heuristic borrowing

algorithms. Comparisons show a substantial gain over the heuristic borrowing

algorithms, which uses iterative procedure to solve the optimisation problem. In

addition, a post-optimisation analysis technique of the operators’ performance

(secondary and primary) in the form of blocking probability is derived, which

gives the actual GoS of the operators. (Chapter 6)

Presented in Figure 1.2 is an outline summary of the framework which emerged

from our research.

Figure 1.2: Framework for heterogeneous radio networks

1.4 Thesis outline

The rest of the thesis is organised as follows. Chapter 2, presents a comprehensive

survey of the state-of-the-art in spectrum sensing and spectrum resource sharing.

The main contributions of the thesis are discussed in details in Chapters 3, 4,

5 and 6. In Chapter 3, location aware spectrum sensing is proposed. While in

Chapter 4, overflow modelling with two operators is discussed. In Chapter 5, we

extend the work in Chapter 4 to model multi-operator network. In Chapter 6 we

consider two optimisation problems in merchant mode spectrum sharing and we
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present post-optimisation analysis at the end of the chapter. Finally, conclusions

and future work are presented in Chapter 7.
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Intoduction

Background and motivation.

Aims and objectives.

Contribution to knowledge.

State of the art

Spectrum sensing and cooperative spectrum sensing. (Chapter 3)

Spectrum resource sharing (Two operators & Multi-operators modelling). (Chapter 4&5)

Spectrum resource sharing optimisation (cost minimisation & profit maximisation) and

post-optimisation Analysis. (Chapter 6)

CHAPTER 1

CHAPTER 2

CHAPTER 3

CHAPTER 5

CHAPTER 4

CHAPTER 6

CHAPTER 7
Conclusions

Spectrum sensing scheme with location
awareness of nodes is an important
fator to improve the probability of detection.

Operators with spectrum sharing achieve
a notable reduction of blocking probability.

Merchant mode is effective when more 
spectrum resources are available for 
secondary access. 

Future work

Develop spectrum sensing scheme where
eleminated nodes are used to sense different 
spectrum bands.

Improve the decision making of network 
operators when they engage in spectrum 
sharing trade deals.

Optimisation of clusters of cells and all cells 
together as opposed to individual cells.

 

Location-aware cooperative spectrum sensing

Cooperative spectrum sensing with location-aware secondary users is investigated. 
Publications: J01 and C01 in page (vi)

DSS (two operators)

Analysis of three DSS models to evaluate a plurality of spectrum sharing mechanisms
by embedding over-flow modelling. 
Publication: J02 in page (vi)

DSS (multi-operator)

Analysis of three DSS models with one secondary operator and multi-primary operators. 
Publication: C03 in page (vi)

DSS optimisation and post-optimisation analysis

Algorithm to optimise savings of secondary operator.
Algorithm to optimise profit of secondary operator.
Post optimisation analysis. 
Publications: J03 and C02 in page (vi)

*DSS = Dynamic Spectrum Sharing 

Figure 1.3: An illustration of the contents of the thesis chapters





Chapter 2

State of the Art in Spectrum

Sensing and Spectrum Sharing

2.1 Introduction

The radio frequency spectrum is a natural resource, which covers the entire world

and it is used for a wide variety of purposes. It is not only used for voice com-

munications but also for communications of multimedia and data [25]. A large

amount of spectrum below 60GHz has potential use for wireless telecommunica-

tions. The utility of the spectrum is obtained from its ability to be modulated

to transport useful information [25]. Conventionally, spectrum is allocated in an

exclusive manner. Exclusive licensing has many advantages including good inter-

ference management and baseline guarantee of Quality-of-Service (QoS) for users,

which is necessary for creating an adequate investment and innovation environ-

ment. However, it also suffers from low flexibility and as a result low spectrum

utilisation might occur in time and frequency domain. Since spectrum demand

11
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increases significantly every year and most of the usable spectrum is already allo-

cated (especially below 6 GHz) to various services2, the operators are encouraged

to improve the efficiency of allocated spectrum utilisation [26]. There are a num-

ber of current initiatives to improve the utilisation of spectrum. This section

provides relevant background information on the recent approaches to increase

the spectrum resources and improve the utilisation of existing bandwidths.

TV white space (TVWS) is one of the most promising solutions, which refers to

the unused TV channels in the ultra-high frequency (UHF) spectrum. TVWS

has shown that over 50% of locations in the UK are likely to have more than

150 MHz of TV spectrum and that even 90% of locations might have around

100 MHz of spectrum available [27]. The UK communication regulator, Office

of Communications (Ofcom), has announced the licence exempt regulations for

TVWS in December 2015 [28].

Light licensing is an approach developed when technology in millimeter-wave

(mmWave) radio emerged. This mainly refers to frequency bands at 60 and 80

GHz, whose propagation properties enable operation of high data rate (e.g., in the

magnitude of Gbps). Another distinguishing characteristic of mmWave signals is

the directional transmission where large-scale directional antenna arrays can be

used to provide substantial array gains, which help to compensate for the addi-

tional free space path loss caused by the ten-fold increase of the carrier frequency

[29]. In the US, there is 7 GHz of unlicensed spectrum in the 60 GHz band, which

is suitable for short-range links. Much of this overlaps with unlicensed 60 GHz

spectrum in Europe and Japan, which opens the path for worldwide standardis-

ation [30]. The spectrum in mmWave has attracted a lot of attention from the

industry and research communities to measure and model mmWave channels and

to evaluate its potential for future wireless systems [31, 29, 32].

2With the exception of new useful frequencies which have been identified and are either in
the testing stages or waiting for governmental approval. An example of these frequencies are the
700 MHz band, 3.4 to 3.8GHz and 24.25 to 27.5GHz.
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Enabling inter-operator spectrum sharing in a co-primary manner, is called co-

primary spectrum sharing (CoPSS), where multiple operators jointly use a part

of their licensed spectrum to enable an operator to cope with temporary peaks in

capacity demand. Multi-operator spectrum sharing has been considered in many

studies over the years. Most of the multi-operator spectrum sharing research has

been done in macro cell networks [26, 33]. Inter-operator spectrum sharing has

been treated as a game where operators participating in the game are players, each

operator can either cooperate or compete to deal with the strategic interactions

of one another for a game-theoretic problem [26].

Licensed shared access (LSA) has recently emerged in the literature [34, 35, 36].

LSA is a supervised shared access proposal based on an exclusive regime of spec-

trum sharing among spectrum holders, which have the right to commercially use

a given wireless spectrum bandwidth. The LSA concept can offer a complemen-

tary approach to traditional exclusive licensing and license-exempt operations. It

can be realised with reasonable modifications to the existing network infrastruc-

ture and regulatory framework with two new elements for managing the varying

spectrum availability: the LSA Repository and LSA Controller [36].

In addition to the above mentioned approaches, dynamic spectrum sharing have

been proposed to address spectrum scarcity and rapid growth in demand for spec-

trum resources. Regulators on the other hand are expected to provide greater

flexibility for spectrum sharing among different operators and thus enabling op-

timised utilisation of allocated spectrum bandwidths within existing operators.

New regulatory paradigms for spectrum authorisation are needed in addition to

the classical exclusive assignments.

Resource allocation of dynamic spectrum access (DSA) is broadly categorised by

the roles of primary networks, namely, the passive and active primary network

models [37]. The passive model assumes that a primary network is unaware of the

operations of secondary networks (secondary networks perform spectrum sensing
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to determine idle spectrum), and it does not require any modification for the pri-

mary network systems. In contrast, in the active model, spectrum sensing is not

required by secondary networks because it is assumed that a level of cooperation

exists between network operators, where information about the frequency alloca-

tion and occupancy characteristics of the channels, and other parameters, can be

exchanged to ensure low interference to the primary networks. In addition, DSS

allows the networks that are engaged in the active mode to benefit economically

by leasing their respective unused spectrum resources to each other. However, the

passive model is considered to have a higher complexity than the active model due

to added tasks such as spectrum sensing and control overhead. In this thesis we

investigate these problems individually and we propose relevant analytical mod-

els for each problem. In the following, a summary is provided on the technical

challenges and the relevant topics that need to be considered when introducing

resource allocation of DSS.

2.2 Spectrum sensing

The term Cognitive Radio (CR) was first introduced by Mitola in the 1990s to

take advantage of the under-utilised scarce wireless spectrum [38]. Cognitive radio

technology is a key enabling technology for dynamic spectrum access [8]. Dynamic

spectrum access provides high bandwidth to mobile users via heterogeneous wire-

less architectures [4]. In general, CR technology is proposed to solve the spectrum

inefficiency problems. Typically, there are three main cognitive radio paradigms

for sharing the spectrum: interweave, overlay and underlay. In the interweave

paradigm, cognitive users opportunistically exploit the primary radio spectrum

only when the primary signals are detected to be idle. In overlay paradigm, cog-

nitive users help maintain and/or improve primary users’ communication while

utilising some spectrum resources for their own communication needs. The un-

derlay paradigm, allows cognitive users to share the frequency bandwidth of the
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primary network only if the resultant interference power level at the primary re-

ceiver is below given threshold. In terms of operation, the cognitive radio consists

of three main stages: spectrum sensing, dynamic spectrum allocation and trans-

mit power control. Spectrum sensing is considered as one of the most challenging

tasks in CR technology [39, 40, 41, 42]. Users in a cognitive radio network can be

allocated channels based on spectrum availability. This allocation also depends on

internal and/or external policies. Transmit power control enables cognitive radio

transmission to be controlled during and at the beginning of the transmission.

This provide cognitive radio technology the ability to allow more users to share

the spectrum and maintaining low interference to primary networks [3].

Spectrum sensing is considered as one of the most challenging tasks in cogni-

tive radio technology [39, 40, 41, 42]. In the literature, various spectrum sensing

methods and algorithms have been investigated, each having different operational

requirements, advantages and disadvantages, such as matched filtering and energy

detection. If the structure of the primary signal is known, the optimal detec-

tor in stationary Gaussian noise is a matched filter followed by a threshold test.

This type of coherent detection may be a viable approach for early cognitive ra-

dio deployments where the secondary system is limited to operate within a few

primary systems such as Television (TV) and Digital Video Broadcasting (DVB).

However, if more primary bands are opened for opportunistic access, the imple-

mentation cost and complexity associated with this approach will increase [43].

A simpler alternative for the detection of a primary signal in Gaussian noise is

to employ energy detection [44]. The latter has drawn more attention in recent

years, mainly due to its low complexity [5, 42, 45, 46, 47, 48, 49, 50, 51]. Energy

detection determines the existence or absence of primary users by comparing the

received energy at a CR to a pre-defined threshold. The performance of the energy

detection increases monotonically with the quality of the received signal [45, 52].

In [42], energy detection has been studied for low signal-to-noise ratio environ-

ment, while in [45], sequential energy detection was proposed to reduce sensing
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time. The authors in [49] and [53] studied the performance of energy detection

under different channel constraints such as additive white gaussian noise (AWGN)

and fading channels.

Spectrum sensing based on energy detection is considered as the basis of spectrum

sensing in this investigation due to its low complexity and also because it does

not require prior knowledge of licensed users, however, it still requires a good

estimation of the noise variance. The only requirement is to measure the power

of the received signal and then compare it with a pre-defined threshold to make a

local decision [54].

Careful selection of the threshold is one of the most influential parameters that

defines the spectrum sensing reliability of the energy detection [55, 56]. Hence,

thresholding is viewed as an optimisation problem within CR networks [42]. In

[57], the double threshold technique was employed to improve the performance of

spectrum sensing. Thresholding is also utilised to maximise the average transmis-

sion rate and throughput as shown in [58]. Selection of an appropriate threshold is

still an open challenge in CCR approach due to the variable nature of the sensing

environment, which varies from one application to another [59, 60, 61].

In spectrum sensing the performance is usually measured by two key factors: prob-

ability of detection and probability of false alarm. The former, is the probability

that the detector correctly detects the signal when it is present in a given band.

On the contrary, probability of false alarm is the probability that the detector

incorrectly detects the presence of a signal though it is actually in temporary/per-

manent idle state. Probabilities are usually represented in a plot of the probability

of detection versus the probability of false alarm which is commonly referred as

receiver operating characteristics (ROC). In this thesis these two factors will be

the basis to determine the reliability of the proposed scheme and the results will

be compared with results of conventional spectrum sensing schemes.



Chapter 2. State of the Art in Spectrum Sensing and Spectrum Sharing 17

2.3 Attenuation problem

One important issue in cognitive radio detection is the attenuation of target signals.

The attenuation of the signal strength in cellular frequencies is caused by three

factors, path loss, multi-path fading, and shadowing [62]. Here we define three

attenuation factors:

• The path loss factor characterises the rate at which the signal strength de-

cays as a distance from a transmitter increases. Path loss factor increase

is observed when signal propagation is subject to reflection and deflection

from surrounding objects, such as floors, walls and trees. There are many

published models of path loss related to the frequency bands, which have de-

scribed the various mechanisms that enable us to describe signal attenuation

[63].

• Multi-path fading, also called fast fading, is the propagation phenomenon

that results in radio signals reaching the receiving antenna by two or more

paths. This is caused by reception of multiple copies of a transmitted sig-

nal through multi-path propagation. An amplitude distribution is often

described by a Rician or Rayleigh distribution, depending on whether a

dominant component among the multiple copies exists or not. Multi-path

fading can influence the performance of the spectrum sensing at the SU [64].

Unlike path loss, multi-path fading can be tackled by cooperative sensing

schemes. This is because only a subset of SUs may experience multi-path

fading and shadowing at a given time and space [65, 66].

• Shadowing, often referred to as slow fading, represents a slow variation in

a received signal strength, due to obstacles in propagation paths. This fac-

tor increases the signal detection uncertainty and reduces the diversity gain

achievable through short-range cooperation [67, 68].
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2.4 Cooperative Spectrum Sensing

The main challenge faced today by CR researchers is the ability to detect and

utilise spectrum opportunities on a non-interference basis. Constructive and/or

destructive interference can occur when signals travel along different paths to

reach receivers, see Figure 2.1. This issue has prompted researchers to turn to

Cooperative Cognitive Radio (CCR) networks, where all users collaborate in the

spectrum sensing process. The advantage gained by using CCR networks lies at

the achievable space diversity due to using multiple CRs [69, 70]. In this context,

cooperation indicates that multiple users are responsible to sense one particular

channel at defined time and location. Cooperative spectrum sensing has gained

interest in many research papers such as the work in [71, 72, 73, 74, 75]. Differ-

ent cooperative sensing strategies have been studied to achieve better reliability

of detecting primary users. The sensing performance of a multiple primary user

detector is discussed in [43]. Analytical formulae have been found for its false

alarm probability and decision threshold. Numerical examples show significant

performance gain over several detection algorithms in scenarios with realistic pa-

rameters.

Cooperative sensing is proposed in the literature as a solution to the problems that

arise in spectrum sensing due to noise, fading, and shadowing [71]. However, the

performance of Cooperative Spectrum Sensing (CSS) can be deceptive because it

highly depends on the reliability of the global decision3. To address this challenge,

various potential solutions were presented, as in [76, 43, 64].

Observations: Although it has been validated in many studies that cooperative

sensing improves detection probability and false alarm [65, 64, 69], the majority

of these studies do not consider the location of the CRs in reference to the source

3Global decision is a decision made by the fusion centre based on the observations of all the
local decisions received by the base station to sense a targeted channel.
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Figure 2.1: Hidden Terminal Problem

signal, which implies that all of the involved CRs’ local decisions are taken into

account with the same weight.

In this report we specifically address this issue and propose a new scheme to op-

timise spectrum sensing by considering location awareness. We show that the

accuracy of spectrum sensing can be improved by avoiding secondary users’ in-

correct decision caused by refraction and diffraction. Furthermore, the proposed

scheme takes advantage of spatial diversity raised due to the random distribution

of secondary users within the coverage area.

2.5 Radio resource sharing for cooperative net-

works

There are many works which can be found in the literature on the usage of DSS

to support radio access within heterogeneous networks [11, 12, 13, 14, 15]. In [11]

the benefits of authorised spectrum access (ASA) are shown, considering different

methods to optimise the resources, by simulating an LTE network where a mobile
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network operator (MNO) is allowed to use the 2300 MHz band as an ASA licensee.

The authors of [12] study a spectrum sharing problem in an unlicensed band where

multiple systems coexist and interfere with each other. The more recent study [13]

proposes a control-free dynamic spectrum access (DSA) algorithm for cognitive

radio networks (CRNs).

Although intensive research has been carried out on resource sharing, only a few

studies addressed the blocking probability gain when considering overflow in such

coexisting networks [16, 17, 18, 19]. In [16], to comprehend statistical multiplexing

and scheduling of non-trivial traffic sources in a framework for end-to-end anal-

ysis of multi-node networks, an intuitive approach to stochastic network calculus

was obtained. The minimum blocking probabilities and maximum spectrum util-

isations of three co-located systems with different bandwidth requirements were

derived for one-channel band scenario in [17]. A channel packing scheme was then

proposed for the multiple-channel band scenario to decrease the blocking probabil-

ity and reduce the overall failure probability of the cognitive radio systems. In [18],

call arrivals from primary users and secondary users in the opportunistic spectrum

sharing system are modelled by a Markovian arrival process which captures corre-

lation in the aggregate arrival process consisting of the two types of call arrivals.

Stationary probability vector using matrix-analytic methods were also derived.

A cognitive radio system based on scheduling technology was modelled in [19].

A hybrid priority dynamic policy, which indicates the primary user’s preemptive

priority and the secondary user’s nonpreemptive priority, is developed to reduce

spectrum switch overhead during the spectrum leasing process. A Markov chain

analysis for spectrum access in licensed bands for cognitive radios is presented and

forced termination probability, blocking probability and traffic throughput are de-

rived in [77]. A channel reservation scheme for cognitive radio spectrum handoff

was also proposed.

In [78], the authors focused on performance modelling for heterogeneous wireless

networks based on a hierarchical overlay infrastructure. In particular, the new
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traffic blocked in a network due to capacity limit can be overflowed to the networks

with available capacity at the higher tiers. Such traffic overflow is considered a uni-

directional overflow. While in [79], the authors considered a speed-sensitive call

admission control (CAC) scheme to assign overflowed calls to appropriate tiers. If

the new calls of fast-speed users in a low tier network are blocked due to capacity

limits, the blocked new calls are overflowed to a high-tier network for possible

service. If the blocked new calls are from slow-speed users in a high tier network,

they are overflowed to a low-tier network. Blocked calls from fast-speed users

are overflowed to the higher tier networks with larger coverage; blocked calls from

slow-speed users are overflowed to the lower tier networks with smaller coverage. A

bi-directional call overflows are supported in the hierarchical heterogeneous overlay

systems. In [80], the load sharing scheme was considered, an incoming voice call is

preferably distributed to the cell, and overflows to the WLAN only if there is not

sufficient free bandwidth for a voice call in the cell. Dynamic transfer of ongoing

voice calls in the WLAN to the cell via vertical handoff occurs whenever the cell

has free bandwidth to accommodate more voice calls. Meta information of data

calls that can be passed to the network layer is exploited. This scheme is also

considered a bi-directional overflow model.

Five overflow policies were discussed in [81], the approach taken is to allow the

new calls and handovers to compete on a first-come, first-served basis, to limit the

number of times a new call may attempt to access a free channel compared with

a handover. The authors developed an analytical method that treats overflow in

a unified manner. The aim was to allow the approximate performance of overflow

strategies that balance the need to maintain calls in progress with the desire to

accept more new calls to be evaluated for large networks.

Observations: The models discussed in the literature are specific to hierarchical

admission, type of service and mobility of users. We, on the other hand, present

detailed comparisons between various possible models for DSA. In particular, we

show that for a given operator the blocking probability does not always improve
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and it depends on the level of interaction between operators. Moreover, our ana-

lytical models have been derived specifically to allow for a more general analysis

which is crucial for the new emerging DSA applications (e.g. cognitive radio tech-

nology) and future generation of wireless telecommunications.

The spectrum allocation problem increases as we deal with heterogeneous net-

works. When we have this level of complexity, spectrum allocation has to deal

with demands from a mix of types of services of these networks [10]. For example,

considering TDMA and OFDM based services increases the allocation complexity

further. To the best of our knowledge, none of the above works discussed the

overflow between coexistent network operators when different models of resource

sharing are considered. Although intensive research has been carried out on re-

source sharing, only a few studies addressed the blocking probability gain when

considering overflow in such coexisting networks [16, 17, 18, 19].

2.6 Radio resource sharing for cooperative net-

works (Multi-operators)

The blocking probability evaluation is a popular tool to evaluate telecommuni-

cation networks/systems. It requires the description of the service arrival and

departure process, which are stochastic in nature. Modelling of networks analy-

sis is performed by the three-dimensional stochastic process where the arrival is

random in both time and space. In cellular networks, the service is blocked from

admission if required resources for given user are more than the available resource

at the operator base station. Thus, the blocking probability of a service depends

on the service arrival density and the number of channels available at the server

[82].

In the recent years, a number of research papers focused on analysing systems’ per-

formance in terms of blocking probability and network wide spectrum utilisation.
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Modelling of capacity management for cellular networks using Poisson process is

presented in the literature. In [82], a multi-class service scenario is modelled using

the multi-dimensional Markov Chain. The Markov chain is further approximated

using the Erlang approximation method to evaluate the activity factor of a base

station. The work in [83] presents the analytical expressions for blocking prob-

ability to evaluate the performance of the wireless network virtualisation under

different sharing policies. The analytical results confirm that the framework is

accurate and showing its suitability to serve as a tool to design an efficient policy

for sharing the physical spectrum in the wireless network virtualisation. Blocking

probability assessment, when both secondary user traffic and primary user traffic

are present in the system have been investigated in [84]. The results obtained

were validated through live mobile data of the primary user network. The au-

thors in [85] present an analytical formulation of the dynamic spectrum allocation

problem for handling multi-class services in two cellular radio systems using a

complete sharing (CS) scheme. In [86], the multi-dimensional Markov process is

used to obtain results on the blocking probabilities. In [87], the authors study the

system performance using the two-dimensional Markov chain with handover and

new calls based on the Erlang B systems. In [88], the authors studied co-operative

resource sharing for wireless communication networks. In particular, the authors

studied four models and present the analytical results of blocking probability for

each model. With the limited level of cooperation or small number of operators

in the network, it is easier to analyse the system performance and the closed form

solutions can be obtained.

Observations: The majority of the analytical models presented above, do not

provide a precise dynamic performance measure of cooperative operators’ demand

patterns. Although the pooled capacity issues were largely studied, their trade-off

with respect to spectrum utilisation and blocking probability was not discussed in

previous research.

In this thesis, in addition to the previous works, we consider the scenario emerging
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from spectrum sharing where one secondary operator interacts with multi-primary

operators according to certain mutual agreements. We analyse three types of

multi-operator joint spectrum management schemes by considering a loss system.

Analysis and modelling of the loss system are vital for the ubiquitous real-time

multimedia (voice and video) communications where delay is not tolerable. The

modelling and analysis of the loss systems are increasingly important due to the

growing percentage of the multimedia traffic. Modelling of non real-time multi-

media traffic by using the queue system is also important but beyond the scope of

this thesis.

2.7 Radio resource sharing framework for coop-

erative networks (Multi-operators) with op-

timisation and post-optimisation analysis

In the literature, a great number of studies has appeared in recent years on the

design of dynamic spectrum sharing within cellular networks [89, 90, 91, 92, 93,

88, 94]. Interests in this context include secondary leasing and pricing strategies

among incumbent spectrum license holders, secondary operators and secondary

users. These prior studies mainly focused on approaches using auction mode and

game theory to implement the spectrum pricing and allocation schemes by tak-

ing into account the variation of the networks demands and constraints such as

power, price and interference [89, 90, 91, 92, 93, 88, 95]. In [95], the authors

proposed a multiple-dimension auctioning mechanism through a broker to facil-

itate an efficient secondary spectrum market. In [94] a knapsack based auction

mode that dynamically allocates spectrum to the wireless service providers such

that revenue and spectrum usage are maximised. A dynamic pricing strategy for

the service providers is also proposed. Auction schemes where a central clearing
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authority auctions spectrum to bidders, while explicitly accounting for commu-

nication constraints is proposed in [96]. The used techniques are related to the

posterior matching scheme, which is used in systems with channel output feedback.

While in [97], spectrum auctions in a dynamic setting where secondary users can

change their valuations based on their experiences with the channel quality was

studied. The authors in [91] investigate price-based resource allocation strate-

gies for two-tier femtocell networks, in which a central macrocell is underlaid with

distributed femtocells, all operating over the same frequency bandwidths. A Stack-

elberg game is formulated to study the joint utility maximisation of the macrocell

and femtocells subject to a maximum tolerable interference power constraint at the

macrocell base station. Price-based DSS has also been investigated from the busi-

ness perspective [98, 99]. For example, in [100] an extensive business portfolio for

heterogeneous networks is presented to analyse the benefits due to multi-operator

cooperation for spectrum sharing. High resolution pricing models are developed

to dynamically facilitate price adaptation to the system state. In [101], a quality-

aware dynamic pricing algorithm (QADP) which maximises the overall network

revenue while maintaining the stability of the network was studied.

Observations: The vast majority of the aforementioned studies consider compet-

itive market scenarios and therefore auction and game theory have been discussed

to develop DSS strategies. By using the same assumption, pricing in the con-

text of DSS has mainly been considered from the spectrum owners perspective

to maximise their revenues [98, 93, 102]. However, when the number of available

bandwidths from multiple license owners is higher than SNO’s demand, then auc-

tion mode is not always the best strategy. This is because the number of bidders

might be too small and the best selling price cannot be achieved for the license

owners by using auction mode. A more realistic and pragmatic model in this case
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is a merchant mode4, which to the best of the our knowledge, has not been inves-

tigated in the context of DSS. Moreover, spectrum borrowing when considering

budget restrictions has not been addressed. Also, there is currently no published

work, which attempted to study the admission cost minimisation in the merchant

mode with target performance. Thus, the problems that we formulate and solve

substantially differ from those available in the literature.

The analysis of blocking probability and dynamic aggregated channel assignment

has been extensively considered in the context of cellular networks [77, 79]. How-

ever, there are significant differences between auction mode and the focus of our

work. For example, in auction mode network operators are not assumed to claim

back the leased spectrum within a single trading window during busy intervals

[36]; whereas in our approach, the leased capacity is dynamic in size. To the best

of our knowledge, our post-optimisation analysis is the first to study the blocking

probability behaviour during a trading window with the presence of multiple op-

erators. It also addresses the issue of primary operators’ change in state during a

single trading window.

4Merchant mode: The primary operators determine the spectrum price based on their
current utilisation and demand. The price is then advertised on a “take-it or leave-it” basis and
is assigned on a first come basis. No negotiation is conducted with the secondary operators [10].



Chapter 3

Location-aware Cooperative

Spectrum Sensing

3.1 Introduction

High blocking probabilities are unavoidable for many users due to shortages of

frequency resources caused by inefficient utilisation. Cognitive radio (CR) tech-

nology was introduced in the literature to solve these ongoing spectrum inefficiency

problems. The term cognitive radio was first introduced by Mitola in the 1990s to

take advantage of the under-utilised wireless spectrum [38, 1, 2]. Cognitive radio

is a key enabling technology for dynamic spectrum access which provides higher

bandwidth to mobile users via heterogeneous wireless architectures [8, 5, 6, 7].

There are three main cognitive radio paradigms for dynamic spectrum access:

interweave, overlay and underlay. In the interweave paradigm, cognitive users op-

portunistically exploit the primary radio spectrum only when the primary signals

are detected as idle. In the overlay paradigm, cognitive radio users (or secondary

users) help maintain and/or improve primary users’ (incumbent users) communi-

cation while utilising some spectrum resources for their own communication needs.

27
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The underlay paradigm allows cognitive users to share the frequency bandwidth of

the primary network only if the resultant interference power level at the primary

receiver is below given threshold.

Cognitive radio is performed by a cycle which consists of three main stages: spec-

trum sensing, dynamic spectrum allocation and transmit power control, see Figure

3.1. Spectrum sensing is considered as one of the most challenging tasks in cog-

nitive radio technology [39, 42]. In dynamic spectrum allocation, channels are

allocated to users based on spectrum availability. This allocation also depends on

internal and/or external policies between cooperative networks. Transmit power

control enables cognitive radio transmission to be controlled at the beginning and

during the transmission. This enables cognitive radio networks to serve more users,

and to lower the interference to the spectrum owners [3].

In spectrum sensing the performance is usually measured by two key factors: prob-

ability of detection and probability of false alarm. The former, is a probability

that the detector correctly detects the signal when it is present in a given band.

On the contrary, probability of false alarm is a probability that the detector incor-

rectly detects the presence of a signal though it is actually in temporal/permanent

idle state. Probabilities are usually represented in a plot of the probability of de-

tection versus the probability of false alarm which is commonly referred as radio

operating characteristics (ROC). These two factors will be the basis for determin-

ing the reliability of the proposed scheme and the results will be compared with

the performance of conventional hard combining scheme.

The remainder of the Section is organised as follows. In Section 3.2 we define the

system model and assumptions of the cooperative cognitive radio network that is

used in our analysis. Section 3.3 gives a review of our proposed sensing method.

Analytical results are discussed in Section 3.4 and finally, we give the summary

and discussion in Section 3.5.
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General Cog-
nition Cycle

Decide

AnalyseAdapt

Sense

Figure 3.1: Cognitive cycle

3.2 System model and assumptions

In this section, we consider an infrastructure-based cooperative cognitive radio

network which consists of one primary and one secondary network. A secondary

base station (SBS) which also functions as a fusion centre is also part of the

secondary network. The network includes M (where m = 1, 2, . . . ,M) secondary

users (SUs) which are scattered in a given geographical area at the periphery

of the coverage of the secondary base station. In Figure 3.2, secondary users

observe the same hypotheses independently and transmit their measurements to

the secondary base station through a dedicated control channel which is assumed to

maintain communication between secondary users and their associated secondary

base stations. Here, we assume the control channel is error free [103, 104, 105].

Similarly, the primary network consists of a primary base station (PBS) and pri-

mary users (PUs). Since we are interested in the downlink frequency channels

of the primary network, secondary users only perform spectrum sensing to tar-

get downlink channels (from the base station to the user), which are transmitted

by the primary base station. Secondary base station decides whether a primary

signal exists or not which is a normal random process that depends on both the
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PBS

SU1

SU2

SU3

SUM

PUSBS

Figure 3.2: System Model

primary base station activities and the spectrum sensing accuracy of secondary

users. Spectrum sensing at the secondary users is performed using energy de-

tection which is commonly formulated as a Neyman-Pearson (NP) type binary

hypothesis test problem. In such sensing technique, the received signal ri(t) at the

ith SU receiver and at time t is given by [53, 106]

ri(t) =

 wi(t) if channel is free H0

h si(t)+wi(t) if channel is busy H1,
(3.1)

where h is the channel gain, si(t) is the signal that comes from a primary base

station and is received at the ith SU and wi(t) is the additive white Gaussian noise

(AWGN) with zero mean and unit power N (0, 1). Note that si(t) = 0 when there

is no transmission by primary base station. The hypothesis models H0 and H1 as

presented in equation (3.1) denote the absence and the presence of the primary

signal, respectively. Notations used in this chapter are described in Table 3.1.

The performance’s measurement of any cognitive radio system is determined by

its probability of detection (Pd,i) and probability of false alarm (Pf,i). High (Pd,i)

guarantees minimal interference to the primary networks, and low (Pf,i) guarantees

throughput improvements for the secondary network. Both measurements are used
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Table 3.1: Notations Used

Notations Descriptions

Pf,i Probability of false alarm at the ith SU

Pd,i Probability of detection at the ith SU

H0 Null hypothesis

H1 Alternative hypothesis

λ Decision threshold

σ2
w Noise power

Q(.) Q function

γ Average signal to noise ratio of the primary base station received by the secondary users

Y Received energy for binary hypothesis

r(t) Received energy

h Channel gain

s(t) Transmitted signal

w(t) AWGN with zero mean and unit power

N Sample Number

M Number of secondary users

u0 Global binary decision at the secondary base station

ui Binary decision at the ith SU

Qd Overall detection probability

Qf Overall false alarm probability

Sj Set of all decisions at the secondary base station which are equal to j where j ∈ (0, 1)

as the basis to determine the performances of the proposed cooperative cognitive

radionetwork. Pd,i and Pf,i can be estimated by [42]

Pd,i = Pr {Y > λ|H1} (3.2)

and

Pf,i = Pr {Y > λ|H0}, (3.3)

where Y is the received energy. The probability of detection in equation (3.2)

refers to the probability of accepting H1 when H1 is true. The probability of false

alarm in equation (3.3) refers to the probability of accepting H1 when H0 is true.

According to the limit theorem and with direct computation of (3.2) and (3.3),

we have [107]
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Pd,i = Q

((
λ

Nσ2
w

− γ − 1

) √
N

(2γ1 + 1)

)
(3.4)

Pf,i = Q

(
(
λ

Nσ2
w

− 1)
√
N

)
(3.5)

where λ is the decision threshold, σ2
w is the noise power, Q(.) is the Q function,

γ is the average signal to noise ratio of the primary base station received by the

secondary users and N is the sample number [53]. According to the information

collected from secondary users, the secondary base station makes its final decision

about the spectrum availability. A specified decision method is adopted in order

for the secondary base station to reach its final conclusion. Decision methods are

generally divided into hard and soft combination decision. In hard combination

decision, each SU reports their local decision to the secondary base station, and the

decision is made from a specific rule, such as logic “AND” and logic “OR”. Hard

combining is simple to implement, and it requires lower overhead (e.g., one-bit)

[108]. For soft combination decision, the original observed data at the secondary

users such as the received power, is reported to the secondary base station and the

decision is obtained by using one of the available techniques, such as equal gain

combining (EGC) and log likelihood ratio (LLR) [108, 109, 110]. The soft combin-

ing method outperforms the hard combining method in terms of the probability

of missed opportunity. However, hard combining decisions are found to perform

as well as soft decisions when the number of secondary users is high [108].

We consider the hard combination decision as the core of our cooperative spec-

trum sensing decision method. In order to improve accuracy of the chosen sensing

method, we assume the secondary base station is aware of the secondary user’s

location. Secondary users can be located in high dense built areas where power

measurements are less reliable due to various phenomena such as diffraction and re-

flection. It is important that the sensing decision method considers the secondary
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users locations to determine the environmental conditions of secondary users be-

cause the sensing accuracy is a function of location in respect to the source signal.

Inaccurate sensing measurements which are sent to the secondary base station

can potentially degrade the sensing accuracy. In a typical cellular network, the

locations are stored in the HLR (Home Location Register). The home location

register is the central user database in the mobile radio network. It stores the

user and subscriber information. The location of both primary base station and

secondary users can be described by longitude and latitude, which are a random

collection of points on a coverage area [8]. The locations of primary base sta-

tions can be obtained based on publicly available data such as the Consolidated

Database System (CDBS). The locations of mobile secondary users can be deter-

mined by various location estimation techniques such as time-of-arrival (TOA),

angle-of-arrival (AOA), received signal strength (RSS), pattern recognition and

Bayesian filters [111].

3.3 Location-aware cooperative spectrum sens-

ing

3.3.1 Urban Propagation

Since spectrum is a very limited commodity in mobile communication systems,

particularly in urban areas, we focus our study on the urban environment [112].

Propagation of electromagnetic waves in urban areas in cellular frequencies is

influenced by the geographical area and the structure of buildings in dense en-

vironment. Therefore, a detailed vector database of the buildings is required in

order to establish a propagation map. Typically the multi-path propagation is

very important in urban environments. Urban propagation models already play

an important role in the development, planning and deployment of mobile radio



Chapter 3. Location-aware Cooperative Spectrum Sensing 34

systems where coverage is the primary goal. Urban propagation models could also

be used for signal detection reassessment, as we show in this chapter.

3.3.2 Proposed Scheme

We propose a scheme which is capable of improving the sensing accuracy of a

cooperative cognitive radio system. In this scheme, secondary users determine

their locations to measure the signal path quality in reference to the primary

base station (source signal). The location data of secondary users are sent to the

secondary base station for further investigation, see Figure 3.3.

CR1/SU1

CR2/SU2

CRM/SUM

(H1/H0)

(H1/H0)

(H1/H0)

r1(t)

r2(t)

rM (t)

• Fusion centre

• Propagation envirounment

• PBS location

Final
decision
(H1/H0)

• Decision rule

Location

Location

Location

+

+

+

Figure 3.3: Proposed location aware scheme

Knowledge of secondary users location at the secondary base station can determine

whether a line-of-sight (LOS) between the transmitter and receiver exists, and if

the path is obstructed by large building developments and structures such as wind

turbines (e.g. Non-line-of-sight (NLOS) propagation), which can potentially cause

the received signal being less detectable at the secondary users. Such consequential

impact can degrade the sensing quality when considering a global decision.
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3.3.3 Trust Value

In the proposed scheme, the sensing results from secondary users are returned to

the secondary base station along with location coordinates. We note that when

secondary base station is in possession of the locations of secondary users and pri-

mary base station, and primary base station’s networking information, including

channel, height, transmit power antenna directionality etc. The secondary base

station will have the ability to approximate a trust value. There are a number of

propagation models which are well designed and give quite good accuracy of signal

propagation, for example Okumura-Hata model, which is one of the most widely

used empirical propagation prediction models [113]. It was developed through

works of Y. Okumura and M. Hata and is based on the results of extensive mea-

surements in certain urban and suburban areas of Japan. Such a propagation

model could be used to predict the signal power at any point on a map, which

could be used to assign trust values for secondary users. The pattern shown in

Figure 3.4 is typical for a power law based empirical model used in an urban en-

vironment. The sector antenna patterns are clearly seen from the shape of the

results. The lobes in the vertical pattern of each antenna explain the alternating

colours along a radius away from each antenna [114].

The trust value accounts for the density of the surrounding structure of a given SU

and the propagation environment in reference to the primary base station (source

signal) and can be written as

Ti(t) = f
(
d(i,PBS)(t), hi(t), hB, f0, L, C

)
, (3.6)

where f(·) is a function which may take a variety of shapes, for example a linear

form such as the the Okumura model [115]. Ti(t) ∈ 0 ≤ Ti(t) ≤ 1, di,PBS(t)

denotes the distance between the ith SU and the primary base station at time t,

hi(t) denotes the ith SU’s antenna height, hB denotes the primary base station’s
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height, L denotes the propagation loss, f0 denotes the central frequency of the

target signal and C is any physical constant (such as type of environment, water

surfaces, isolated obstacle etc.).

The coverage area of the secondary base station can be divided into smaller sec-

tors and a trust value is assigned for each sector to represent the environmental

propagation in respect to the relevant primary base station. The trust value re-

assesses the sensing data before the fusion process to obtain the global decision.

The motivation is to make a comparison between the real sensed signal power

which is received at the secondary users and the expected signal power at each

corresponding sector in the coverage area. The trust value contributes to enhance

the accuracy of the secondary base station when the global decision of a particular

channel status is calculated.

 
Fig. 1 Signal strength from empirical propagation predictions.  

 
Fig. 2 Signal strength with ray tracing propagation predictions 
[9] 

Figure 2 shows the results for the ray-tracing model [9]. The 
canyon effect of streets and the impact of the buildings on 
the propagation are obvious. Comparing Figures 1 and 2, it 
is observed that the field strength predicted by the empirical 
COST231-Hata model is underestimated in most streets and 
in open spaces. This is readily explained by the contribution 
from diffractions and reflections that cannot be taken into 
account in the empirical. Since UMTS radio network is 
sensitive to interference, it is of interest to visualize the area 
where strong interference may occur due to cell overlap. 

Thus, Figure 3 and 4 shows only the area where the received 
power is above –80 dBm for at least two base station 
antennas. 

Fig. 3 and 4 provide the “overlap” results for the COST231-
Hata and ray-tracing model, respectively. The overlapping is 
severely underestimated in the empirical prediction case. 
The regions with overlap are concentrated near the base 
station when predicted by the empirical model. However, the 
more accurate ray-racing model shows that the inter-cell 
interference is wider spread especially in open areas. The 
users in these regions (where the interference was 
underestimated) will not only suffer themselves but also will 
lead to a decrease in quality or even a lack of service for 
others in the network because of the power control 
algorithm. This leads to a loss of offered UMTS capacity as 
shown in the next section. 

V. UMTS NETWORK SIMULATION 

Based on the coverage prediction shown above, Monte-Carlo 
simulations of users in a UMTS network were computed as 
described in section III. For a given user and traffic 
distribution, the coverage predictions are used to compute 
the offered service based on UMTS simulations. The results 
of one user and traffic distribution are gathered in a so-called 
snapshot. The results presented here are a superposition of 
30 snapshots. 

In Figures 5 and 6 each dot represents a mobile user. A dark 
colour (red or purple) means that the user cannot be served 
using the service that was required. Lack of sufficient power 
is coded in red. Outage due to interference is shown in 
purple. Most “interfered” (purple) dots are mainly in the 
open areas and the “insufficient power” (red) dots are the 
remaining dark dots.  

The simulations based on the empirical COST231-Hata 
coverage predictions are far more optimistic then when using 
the physical ray tracing propagation model: almost no outage 
is found. This would be ideal if this result was correct. But 
this would be a severe problem for any network operator 
desiring to implement such a real UMTS network. 
Expectation of good service quality would not be met but 
this fact would discover only after deployment. Corrective 
actions or the re-design of the network would drain human 
and financial resources. 

A. Qualitative results 

The simulations based on the empirical COST231-Hata 
coverage predictions are far more optimistic then when using 
the physical ray tracing propagation model: almost no outage 
is found. This would be ideal if this result was correct. But 
this would be a severe problem for any network operator 
desiring to implement such a real UMTS network. 

Expectation of good service quality would not be met but 
this fact would be discovered only after deployment. 
Corrective actions or the re-design of the network would 
drain human and financial resources. 

Figure 3.4: Signal strength from empirical propagation predictions
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3.3.4 Elimination

A SU can be assigned either a low or high trust value. A low trust value indicates

that a SU is located in a shadowed area (e.g. highly dense urban area) whereas a

high trust value indicates that a SU is located in a less dense environment (e.g.,

LOS propagation is predicted). If a SU is assigned a low trust value it will be

eliminated from subsequent procedures. This step ensures that such a SU does

not make any significance when considering a global decision at the secondary

base station. Secondary users submit the locations and the sensing results simul-

taneously, therefore, assigning trust values to secondary users is time and space

dependent. When SU moves to a new location, a new trust value is assigned,

which reflects the current location of the SU.

We assume all secondary users in the coverage area of the secondary base station

follow the same process. Further steps are taken to secondary users which are

assigned a high trust value. Secondary users measure the received power using

the energy detection technique, which we briefly discussed in section 3.2. Sec-

ondary users submit their local decision to the secondary base station in a form

of hard decision (1 if the energy detected is greater than a certain threshold and

0 otherwise.). These measurements are further processed at the secondary base

station. Based on the results obtained from the secondary users, the secondary

base station determine whether the corresponding channel is free from any primary

transmission.

We list the detailed procedure in Algorithm 3.1.

3.3.5 Proposed Fusion Rule

In cooperative spectrum sensing, and in hard combining scheme, secondary users

send their final one-bit decision to the secondary base station. ui ∈ {0, 1} is the

binary decision made by the ith SU, which in essence is a logical decision metric. In
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Algorithm 3.1 Proposed Spectrum Sensing

1: Initialisation
2: Number of secondary users in the network = M
3: R ← Empty
4: for i = 1 : 1 : M do
5: Obtain SU’s Location
6: if ith SU is assigned low trust value then
7: Eliminate ith SU from further analysis
8: else
9: R ← ith SU

10: where R is a vector containing all secondary users with high trust value
11: end if
12: end for
13: Collect sensing results from secondary users in R
14: Run log likelihood ratio test for all secondary users in R
15: Calculate detection and false alarm probabilities
16: return

this context, 0 and 1 indicate the absence and the presence of the primary signal,

respectively. There can be a number of fusion rules at the secondary base station

that are represented by k-out-of-K rule and for such rule the overall detection and

false alarm probabilities are, respectively [64, 56, 107]

Qd =
K∑
q=k

(
K

q

){ q∏
i=1

Pd,i ·
K−q∏
j=1

(1− Pd,i)
}
, (3.7)

and

Qf =
K∑
q=k

(
K

q

){ q∏
i=1

Pf,i ·
K−q∏
j=1

(1− Pf,i)
}
, (3.8)

where

(
K

q

)
=

K!

q! · (K − q)! (3.9)
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Secondary base station receives decisions from M secondary users and decides

H1 if any of the total M individual decisions is H1 and decides H0 otherwise.

This fusion rule is known as the OR-rule or 1-out-of-M rule. While AND rule

corresponds to the case where secondary base station receives decisions from M

secondary users and decides H1 if all of the total M individual decisions are H1

and decides H0 otherwise. The global probabilities of false alarm and detection

for the two fusion rules can be obtained as [64, 56, 107]

OR fusion rule:

Qd,or = 1− (1− Pd)M (3.10)

and

Qf,or = 1− (1− Pf )M . (3.11)

AND fusion rule:

Qd,and = (Pd)
M (3.12)

and

Qf,and = (Pf )
M . (3.13)

Fusion of incoming local decisions and decisions which are made at the secondary

base station is considered in this section. In the scenario discussed here, secondary

users could make only hard decisions such that ui could take only two values 0

or 1 based on its local observation, such that ui ∈ {0, 1}. Each SU makes a local

decision ui, where {i = 1, . . . ,M} based on the local observation. The secondary
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base station produces the global decision uo ∈ {0, 1}. This problem is known as

the binary hypothesis test (or statistical decision) since the secondary base station

chooses between two hypothesis, where H0 and H1 are the noise-only hypothesis

and signal-plus-noise hypothesis, respectively. The fusion rule which represents

the AND rule in which uo = 1 if all the local decisions are 1, i.e.,

uo =

1, ui = 1, i = 1, 2, · · · , N

0, otherwise.

(3.14)

The OR rule in which uo = 1 if at least one of the local decisions is 1, i.e.,

uo =

0, ui = 0, i = 1, 2, · · · , N

1, otherwise.

(3.15)

The optimum fusion rule for this problem is given by the likelihood ratio test

(LRT) as

Pr(u1, u2, . . . , uM |H1)

Pr(u1, u2, . . . , uM |H0)

uo=1

≷
uo=0

η, (3.16)

where η is the decision threshold, which is determined by the specified values of Pf

and Pd. Next, we assume that Pd,i ≥ Pf,i, where {i = 1, . . . ,M}. This assumption

is common in cooperative cognitive radio networks sensing scenarios. We also

make the following definitions

Pf,i = Pr (ui = 1|H0) (3.17)

and
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Pd,i = Pr (ui = 1|H1) , (3.18)

where ui is the local decision at the secondary base station. The global probability

of false alarm and detection, at the secondary base station, denoted by Qf and Qd

are given by

Qf = Pr (uo = 1|H0) , (3.19)

and

Qd = Pr (uo = 1|H0) (3.20)

Because the local decisions are independent, the left hand side of equation (3.16)

can be written as

Pr (u1, u2, . . . , uM |H1)

Pr (u1, u2, . . . , uM |H0)
=

M∏
i=1

Pr (ui|H1)

Pr (ui|H0)

=
∏
S1

Pr (ui = 1|H1)

Pr (ui = 1|H0)
·
∏
S0

Pr (ui = 0|H1)

Pr (ui = 0|H0)

=
∏
S1

Pdi
Pfi
·
∏
S0

1− Pdi
1− Pfi

.

(3.21)

where Sj is the set of all local decisions, which are received by the secondary base

station and are equal to j, j = 0, 1. The fusion rule that minimises the false alarm

probability and maximises the probability of detection is given by

∏
S1

Pd,i
Pf,i
·
∏
S0

1− Pd,i
1− Pf,i

uo=1

≷
uo=0

η (3.22)
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So far we have discussed the fusion rules for the binary hypothesis problem with-

out considering the reliabilities of the locations of the secondary users. Next,

we include the case in which the SU are assigned a trust value which represents

the expected signal strength in their respective region. The trust values and the

threshold are determined by the reliability of the local decisions (by the probabili-

ties of false alarm and detection of the secondary users). Trust values are modelled

as the probability of a SU to be located in the region of acceptable reception, e.g.

Ti = j, and j ∈ [0, 1], where Ti is spatially independent and Ti = 0 represents that

the respective SU location is in high shadowed area, while j = 1 indicates that a

user is located within a line of sight in respect to the sensed signal (source signal).

Assume that the trust values at each SU can take J values. The fusion rule in

this case is given by the LRT in (3.23) since it indicates for each value of Ti the

likelihood of H1 versus the likelihood of H0 and can be expressed as

Pr (T1, T2, . . . , TM |H1)

Pr (T1, T2, . . . , TM |H0)
· Pr (u1, u2, . . . , uM |H1)

Pr (u1, u2, . . . , uM |H0)

uo=1

≷
uo=0

η (3.23)

Now, let us define the following probabilities:

αi,j = Pr {Ti = j|H0} (3.24)

βi,j = Pr {Ti = j|H1} (3.25)

The ratio Pr(T1,T2,...,TM |H1)
Pr(T1,T2,...,TM |H0)

in equation (3.23) can be expressed as
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Pr (T1, T2, . . . , TM |H1)

Pr (T1, T2, . . . , TM |H0)
=

M∏
i=1

Pr (Ti|H1)

Pr (Ti|H0)

=
J−1∏
j=0

∏
Sj

Pr (Ti = j|H1)

Pr (Ti = j|H0)

(3.26)

Substituting (3.24) and (3.25) in (3.26), we obtain the following expression:

Pr (T1, T2, . . . , TM |H1)

Pr (T1, T2, . . . , TM |H0)
=

J−1∏
j=0

∏
Sj

(
βj,i
αj,i

)
(3.27)

Subsequently, by substituting (3.27) and (3.22) in (3.23) we obtain the following

fusion rule:

J−1∏
j=0

∏
Sj

(
βj,i
αj,i

)
·
∏
S1

Pd,i
Pf,i
·
∏
S0

1− Pd,i
1− Pf,i

uo=1

≷
uo=0

η, (3.28)

where Sj is the set of all trust values Ti that are equal to j, j ∈ [1, 0].

and by taking the logarithm of both sides, we obtain the optimum fusion rule that

minimises the false alarm and maximise the probability of detection as

J−1∑
j=0

∑
Sj

log

(
βji
αji

)
+
∑
S1

log
Pd,i
Pf,i

+
∑
S0

log
1− Pd,i
1− Pf,i

uo=1

≷
uo=0

log η (3.29)

This fusion rule can also be expressed as
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M∑
i=1

[
ui log

Pd,i
Pf,i

+ (1− ui) log
1− Pd,i
1− Pf,i

]
+

j−1∑
j=0

∑
Sj

log

(
βji
αji

)
uo=1

≷
uo=0

log η, (3.30)

where (3.30) is a generalised form of (3.29).

3.4 Analysis and results

In order to evaluate the performance of our scheme, analytical results are given in

this section. In our analysis, it is assumed that the secondary base station is aware

of the relevant primary network parameters as well as locations of secondary users

and primary base station and the trust value can be calculated, i.e., by equation

(3.6). The simulations are performed using MATLAB, where we assumed the

number of cooperative secondary users to be 30 and number of sampling equal

to 128. For the analytical results, it is reasonable that we compare our proposed

scheme with conventional cooperative spectrum sensing scheme. In the comparison

presented in Figure 3.5, we varied the signal to noise ratio (SNR)5 from -2.5dB

to 2.5dB, according to [56], to investigate all the possible cases within this range.

In Addition two false alarm probability Pf values are considered and are set to

be 0.1 and 0.2. The secondary users which are located in high trust value is set

to be 0.75. Figure 3.5 shows the improved performance of our proposed scheme

when eliminating the secondary users which are considered to be located in high

shadowed areas which is 25% of all participating secondary users. Because these

secondary users are eliminated from further processing, they have no impact on

final global decisions. It is clear that for both values of false alarm probabilities

that the probability of detection Pd increased when we apply our proposed scheme.

Results also indicate a slight improvement in terms of required average SNR for

detection.

5SNR is defined as the ratio of the primary base station signal power to noise power.
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Figure 3.5: Probability of detection comparison of the proposed location-
aware scheme and conventional hard combining scheme for different SNR when

the false alarm probability constraint is 0.1 and 0.2

The results in Figure 3.6 show the ROC performance comparison of the proposed

location-aware and conventional (or the case where location and propagation mod-

els are not considered) cooperative spectrum sensing scheme when T = 0.78 and

T = 0.6. T = 0.78 indicate that 22% of the SU are located in a highly shad-

owed areas. These secondary users are eliminated from further processing at the

secondary base station. The location-aware scheme slightly outperforms the con-

ventional scheme when most of the secondary users are located in the same envi-

ronment. However, Figure 3.6 shows that the performance has improved further

when T = 0.6, which indicates 40% of the secondary users are in unreliable loca-

tions.

In Figure 3.7, we plot the probability of detection against the SNR. The figure

presents the probabilities of detection for different numbers of cooperative cog-

nitive radios in the network. It is evident that the detection improves with an

increased number of cognitive radios, since more accurate results means better

performance for the network.
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Figure 3.6: ROC comparison of the proposed location-aware scheme and con-
ventional hard combining scheme under Gaussian channel when the number of

cooperative users = 30 for different trust values
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Figure 3.7: ROC of proposed location-aware scheme with different number of
cognitive radio users under Gaussian channel and 35% of secondary users are

located in highly shadowed areas
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Table 3.2: Sensing Procedure Comparison

Proposed Scheme Conventional Schemes

SUs make local decisions X X
SUs send decision to SBS X X
SUs send geo-location to SBS X
SBS calculate distance from PBS to SUs X
SBS calculate channel condition X
SBS calculates trust value for each SU X
SBS calculates global decision X X

The number of cognitive radios is typically large in the case of urban networks.

However, the proposed scheme can eliminate the s with low trust value from par-

ticipating in the cooperative sensing. The proposed scheme not only improves

performance of detection, but also reduces sensing time. Cooperative spectrum

sensing may become impractical in cognitive radio networks with a large number

of secondary users, because in a time slot only one SU sends its local decision

to the secondary base station in order for the decisions to be separated easily.

Hence, it may make the whole sensing time intolerably long. The scheme pro-

posed here does not take into account the users that are located in low trust

value regions, therefore it minimises the number of participating secondary users

in a selective manner. Consequently, the processing time for the global decision

at the secondary base station will be minimised while not compromising spatial

diversity. It implies that secondary base stations have the incentive to adapt the

proposed sensing decision method since it can achieve higher reliability and lower

sensing time. The fundamental differences between our proposed scheme and the

conventional methods are shown in Table 3.2.

3.5 Summary

We have studied the performance of cooperative cognitive spectrum sensing with

energy detection in cognitive radio networks. Cooperative spectrum sensing with
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location-aware secondary users have been investigated. We have derived the op-

timum fusion rule as well as the probability of detection which takes location

reliability into consideration. The proposed scheme has been proved to exhibit

better ROC especially in highly shadowed regions (e.g. Under NLOS propagation

conditions). Analytical results of the proposed location-aware scheme show an im-

proved performance over the conventional hard combination scheme (e.g. [116]),

highlighting the requirements of location knowledge in cognitive radio networks

especially in urban environments. Since this sensing accuracy is mainly related

to the signal propagation environment, the more accurate the propagation mod-

els are, the better the expected performance will be from the proposed scheme.

Moreover, for a cognitive radio network, high probability of detection results in

less interference to the primary network which means more capacity and so more

offered service and/or at a high quality. A major issue concerning the practical

implementation of the proposed scheme is the availability of complete statistical

information corresponding to source signal parameters, and particularly their vari-

ation with distance. However, lack of spectrum resources encourages the adoption

of new ways of sharing including sharing of specific data related to the incumbent

operators.



Chapter 4

Radio resource sharing for

cooperative networks

4.1 Introduction

Most of the current radio spectrum resource distributions are based on the static

spectrum allocation principles which has been identified as a major concern of

spectrum scarcity within the future generations of cellular networks [54]. Efficient

spectrum sharing is considered as one of the promising approaches to enhance

networks’ Grade of Service (GoS). In order to cope with increasing demand of

wireless services and applications and to improve the spectrum utilisation, dynamic

spectrum sharing (DSS) and other technologies, such as spectrum aggregations,

are proposed in the literature to solve these current spectrum inefficiency problems

[8, 4, 117, 118, 119, 120].

With DSS, the primary networks benefit economically by leasing their unused

spectrum resources to secondary networks at the expense of marginal performance

degradation while the secondary network increases GoS to a desired level. How-

ever, the marginal performance degradation of a primary network depends on its

49
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current GoS. The current GoS of primary networks and the required GoS of sec-

ondary networks along with the overall GoS requirement defines the basis of DSS

agreements between networks.

In this chapter we propose three different DSS models to analyse three spectrum

sharing mechanisms by embedding overflow modelling, where operators are able

to acquire portions of spectrum bandwidths from coexisting network operators.

We focus on the analytical generalisation and robustness of the models during the

interaction between network operators, and investigating the potential benefits of

such interactions.

The remainder of the chapter is organised as follows. The detailed description

of the system model is given in Section 4.2. The proposed dynamic resource

sharing algorithm is presented in Section 4.4, while the scenario specific DSA

mechanism with overflow models are studied in Subsections 4.4.1, 4.4.2, 4.4.3 and

4.4.4. Analytical results are provided in Section 4.5, followed by the summary and

discussion in Section 4.6.

4.2 System model and assumptions

In the context of this investigation, we have considered an infrastructure-based

wireless network architecture where the system that owns the spectrum property

rights (called the primary system) willingly and actively attempts to share its

spectrum with secondary systems to enhance the global spectrum utilisation within

a given geographical area. We assume that the network operators own spectrum

property rights of bandwidths (contiguous and/or non-contiguous) in order to

supply different kinds of services. In this context, we further assume that network

operators can act both as primary or secondary systems, depending on whether

they lease or borrow spectrum bandwidths, respectively. Network operators are

expected to interact with each other by acquiring or leasing spectrum bandwidths
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Table 4.1: Symbols Used for the Analytical Modelling

Notations Descriptions

N Number of network operators in the network

Mi Types of services at the ith operator

nji jth number of services at the ith operator

Wi Allocated bandwidth of the ith operator

Ai Set of the available services for ith operator

ni Number of channel requests in progress at ith operator

P (bi) Blocking probability at ith operator

λi Arrival rate at ith operator

µi Services rate at ith operator

ci Capacity at the ith operator

Xi(t) Number of channels required by ith operator at time t

Ω State space

Ii and Iij Unit vectors

π(n) Steady state

owned by coexisting network operators in the same region. Secondary systems are

not expected to use the infrastructure of primary system, but only acquire the

right to use the incumbent spectrum of primary networks on temporal and spatial

basis. Notations used in this chapter are described in Table 4.1.

In this system model, the operators are expected to interact with each other by

adjusting their actions to enhance mutual benefits. This is carried out by employ-

ing the best possible strategy for secondary and primary system with a given set

of constraints to control their blocking probabilities.

As shown in Figure 4.1, a given geographical area is covered with radio signals by

a set of network operators. The operators are working in an overlapped manner

to provide their respective users with a preset number of services.

The proposed system model is formulated to support heterogeneous radio net-

works. Heterogeneous networks are comprised of a mix of femto/pico/micro cells,
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Figure 4.1: System Model: Coexisting Network Operators in a DSA

and are either consumer-deployed or operator-deployed [121]. In this report het-

erogeneous networks refers to operator deployment of cellular networks. Hetero-

geneity relates to the ability of a network operator to support a number of different

services (e.g., 4G, 5G) in various locations. For example, one network operator

could deploy 5G services in one area while it only offers 4G services in different

locations. The reason could be related to several factors such as the investment

versus revenue for the operators and/or service quality versus price of the offered

services to users [122]. Heterogeneous radio networks substantially enhance the

coverage and spatial reuse of spectrum. According to [123], 58% of mobile traf-

fic will be offloaded to either small cells or Wi-Fi during 2019, which highlights

the continuing significance of heterogenous networks. One advantage of heteroge-

nous networks is its ability to support the future cellular systems to deliver higher

GoS, while preserving mobility of cellular networks and harmonious connectivity

[121]. This means that the networks will continue to experience different types of

spectrum demand in different locations, hence the system model discussed here is

formulated to accommodate the practical deployment of heterogenous networks.
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We assume that each network operator supports nji services, i = 1, 2, . . . , N ,

j = 1, 2, . . . ,Mi.

Each service supported by the network is realised by a particular data rate,

which are only supportive of particular operating bands such as 791-821 MHz,

880-915 MHz, and 1920-1980 MHz. Each nji has a capacity cji , i = 1, 2, . . . , N ,

j = 1, 2, . . . ,Mi.

We assume that the network operators consider a loss model, where there are

no waiting places (buffer value is equal to zero) in the system, and it blocks the

arriving channel requests when all servers are busy [124]. Unlike the queueing type

models, loss models are stable and the closed form analytical solution of blocking

probability exists irrespective of traffic intensity. However, no closed form solution

exists for infinite buffer queueing models if traffic intensity is greater than one, that

is, if arrival rate is greater than departure rate.

Although multiple network operators are serving in the same geographical area,

due to the variation of the service provision options among networks, there may

exist a variation of services which feature specific peak time slots. Subsequently,

the overall spectrum utilisation may vary from one operator to another at certain

intervals. This may lead the network operators into a situation when one opera-

tor experiences high demand while the resources of other coexisting operators in

the region are under-utilised. This means overloaded operators may utilise the

underloaded spectrum resources of adjacent operators. In this chapter we present

an analytical framework to enhance the overall GoS among the network opera-

tors. Such GoS enhancement is achieved by cooperative resource sharing between

network operators in the form of dynamic traffic overflow modelling.

In the proposed overflow traffic modelling, a set of classification of operators is

introduced on the basis of their cooperation agreements and traffic handling sce-

narios. Let us assume there are two types of network operators: the first one

is willing to share resources when they are under-utilised, and the second one is
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unwilling to cooperate with other operators. The first type can be further divided

into primary and secondary operators. Overflow traffic from the secondary oper-

ator to the primary operator formulates a uni-directional overflow model. In the

case where the same network operator can act both as primary and secondary, then

such traffic handling scenarios formulate a bi-directional overflow model. We also

consider a bi-directional overflow model with reserved capacity where additional

capacity is accessible for operators. For analytical tractability, in this chapter, only

one operator in the network is considered to have access to the reserved capacity.

The case where multiple primary operators have access to a reserved capacity is

discussed in Chapter 5.

The overflow mechanisms and the interactions between networks operators come

with the expense of more communication overhead. Information about the extent

of spatial region for spectrum use and maximum power, need to be exchanged

between involved operators in order to avoid interference, and as a consequence,

higher exchange of information will introduce more overhead. Moreover, the re-

alisation of the models presented in this chapter may require new technologies in

the form of coordination, signalling protocols, network elements and client devices

which will entail additional computational power. Measurements and analysis of

such communication and computation overheads would be of great value, but are

beyond the scope of this thesis.

4.3 Formulation of Agreements

One assumption in this chapter is that the network operators involved in the

cooperation are in some form of agreement to share their resources as predicted in

the future generations of cellular networks [125, 126]. The nature of such resource

sharing agreements depends on several factors such as service quality and resource

availability. The agreements facilitate more control over trade-offs between GoS
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provision and pricing. Examples of such spectrum sharing agreements which may

be motivated by monetary compensation are found in [90, 102, 127, 128].

The level of cooperation and terms of agreements can have many forms depending

on the policy of the operators. In this context, overflow traffic can be initiated from

an Operator i to Operator j when the blocking probability P (bi) at the Operator

i is

P (bi) ≥ εi, (4.1)

where εi is a very small blocking probability threshold of the Operator i. Under

an agreement, Operator j receives some monetary compensation for leasing re-

sources to the Operator i. The amount of reward that Operator j will receive

from Operator i can be written in the mathematical form given by

rij(t) = r0j + f
(
d(bj)(t), r

∗
ij(t), qij(t)

)
, (4.2)

subject to

P (b∗j) < εj, (4.3)

where r0j ≥ 0 is a fixed reward received by the Operator j due to the agreement,

P (bj)(t) is the blocking probability of Operator j due to its own arrivals at time t,

P (b∗j)(t) is the new blocking probability of Operator j as a result of its own arrivals

as well as the overflow traffic from Operator i at time t, r∗ij(t) is the reward received

from Operator i due to the admission of a unit arrival to Operator j at time t,

qij(t) is the amount of traffic overflowed from Operator i to j during time period

t, εj is the blocking probability threshold for the Operator j and
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d(bj) = P (b∗j)(t)− P (bj)(t). (4.4)

The second part of the reward function f
(
d(bj)(t), r

∗
ij(t), qij(t)

)
may take any form

(for instance, linear, exponential, etc.) agreed by both the Operator i and j during

the contractual period. In the simplest case, the function may be a linear function

which can be defined as

f(.) = r∗ik(t) · qij(t) · [1 + d(bj)(t)] . (4.5)

In the event where P (b∗j) = εj, operator j could decide to block any further

overflow traffic from Operator i. Obviously in this case, Operator j will not suffer

from any further performance degradation. The monetary compensation rij(t)

is proportional to the performance degradation incurred by overflow traffic form

Operator i to Operator j. In this form of agreement, both operators may have

incentives to participate in spectrum sharing: either to improve the performance,

represented in reducing the blocking probability, or increase in revenues at the

expense of marginal performance degradation. In this agreement, Operator j

charges higher rate rij(t) as P (b∗j) → εj. Note that a more realistic approach is

when Operator i considers modifying the reward according to the benefit gained

by overflow traffic, such that equation (4.2) can be written as

rij(t) = r0j + f
(
αi(t), P (b∗i )(t), d(bj)(t), r

∗
ij(t), qij(t)

)
, (4.6)

subject to

P (b∗j) < εj, (4.7)
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and

rij(t) < αi(t), (4.8)

where αi(t) is the revenue due to overflow traffic from Operator i to Operator j

at time t and P (b∗i )(t) is the blocking probability of Operator i at time t. Such

agreements are dynamic in nature and they change at each time slot t as a function

of the demands and rewards paid to Operator j. The best sharing agreement can-

not be determined without analysing the blocking probabilities for each network

individually. In the next section, we present four possible scenarios with different

overflow mechanisms in order to focus on the impact of spectrum sharing on the

blocking probabilities.

4.4 Proposed dynamic resource sharing algorithm

A predefined level of GoS is essential for network operators when designing or

upgrading a cellular network. It constitutes one of the incentives for network

operators to participate in spectrum sharing. As the number of users increases,

the network operators are required to provide the users with fixed radio resources.

Cooperation among network operators in the form of dynamic resource sharing is

a solution to maintain such a predefined GoS. There are two fundamental aims of

such dynamic resource sharing:

• Enhanced network wide GoS with efficient spectrum utilisation.

• Additional revenue generation by negotiated dynamic sub-contracting of

under-utilised spectrum within each network operator.

Algorithm 1 describes a generic service selection which is used by Operator i to

select the accessible service, where A is the total number of accessible services
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in the network, known to every operator in advance. In this service selection

algorithm, an operator continues to use its allocated resources for as long as the

arrival rate is lower than the capacity of the operator (e.g., λi < ci). We will

show in this section that the Algorithm 4.1 ensures that if operator i experiences

high traffic demand, the blocking probability increases, and thus Operator i can

overflow to the available spectrum of adjacent operator(s), subject to accessibility

and availability.

Algorithm 4.1 Generic service selection

1: Initialisation: Number of Operators in the network = N
2: for i = 1 : 1 : N do
3: if ith operator is blocked and jth operator is available then
4: Ai={Ck

i } ∪ {Ck
j } ∀ j ∈ {1, 2, . . . , N} and j 6= i

5: where Ai is the set of accessible services for operator i
6: Apply overflow Model 1 & 2.
7: % If reserved capacity is available.
8: else if ith operator & jth operator are blocked then
9: Ai={Ck

i } ∪ {R}
10: Where R denotes to a reserved capacity
11: Apply overflow (Model 3) with reserved capacity
12: else
13: Apply Non-Sharing formula
14: end if
15: end for
16: return

To study the proposed algorithm, we have developed four different models based

on a loss system with overflow and evaluated and compared each of these models

through numerical analysis.

4.4.1 Non-Sharing Model

Consider a network consisting of two operators for a cellular communications net-

work. We assume that the two operators are in an agreement to share the spec-

trum if they can both support the same services. However in this model there

are no services in common in order for the operators to deploy resource sharing.
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Hence, we name this model a Non-Sharing Model. A state of this network is a

vector n = (n1, n2), where ni is the number of channel requests in progress in ith

operator. The topology of the network is depicted in Figure 4.2.

Blocking Blocking

λ1 λ2

µ1 µ2

Operator 2Operator 1

Figure 4.2: Non-Sharing network with two operators

Let λ1 and λ2 be the arrival rates to Operator 1 and 2 respectively, and the service

rates be µ1 and µ2 and capacity c1 and c2, where both inter-arrival and service

times are exponentially distributed random variables. The blocking probability at

the ith operator (i = 1, 2) for such an Erlang loss system, can be calculated by

[100, 129]

P (bi) =
1

ci!

(
λi
µi

)ci [ ci∑
ni=0

1

ni!

(
λi
µi

)ni

]−1

. (4.9)

The blocking probability P (bi) is defined as the probability that an arrival of user

at Operator i is blocked because the capacity is saturated. Loss system is the key

modelling approach in wireless telecommunication networks and blocking proba-

bility is the main performance measure to study the blocking behaviour of traffic

such as voice and live video streaming. Voice and multimedia in wireless networks

are arguably the highest experienced traffic demand by operators. Such real-time

(elastic) traffic is modelled using a loss system as opposed to delay (buffered)

system and hence it is used in this chapter.
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4.4.2 Sharing Model 1 (Uni-directional overflow)

We now consider a network with two operators with capacity c1 and c2 for Operator

1 and Operator 2, respectively. As assumed for the Non-Sharing Model, (discussed

in subsection 4.4.1), here we assume that the two operators are in an agreement

to share the spectrum if they can both support the same service. However, in this

model, we consider a case where only Operator 1 can have access to the resources

of Operator 2, while Operator 2 is not allowed to overflow to Operator 1 resources.

Channel requests for Operator 1 and 2 follow Poisson processes with rate λ1 and

λ2 for Operator 1 and 2, respectively, i.e. inter-arrival times are exponentially

distributed random variables. The service rate at Operator 1 (Operator 2) is

exponentially distributed with mean µ−1
1 (respectively µ−1

2 ). If all c1 capacity are

occupied at Operator 1, a channel request arriving at Operator 1 is overflowed to

Operator 2 if capacity is available, and blocked otherwise. Our goal is to minimise

the proportion of blocked channel requests for each operator. Figure 4.3 shows a

detailed flow of channel requests for such network.

Blocking Blocking

Overflow

λ1 λ2

µ1 µ2

Operator 1 Operator 2

Figure 4.3: A two-operator network with uni-directional overflow (Model 1)

Let X1(t) be the number of channels required by Operator 1 and X2(t) by Operator

2 at time t. Also X12(t) denotes the number of channels required by Operator 2

overflowed from Operator 1 at time t. The assumption of exponential distribution

enables us to model the network as a continuous-time Markov chain

X =
(
X1(t), X12(t), X2(t), t ≥ 0

)



Chapter 4. Radio resource sharing for cooperative networks 61

with state space given by

Ω =
{
n = (n1, n12, n2) : n1 ≤ c1, n2 + n12 ≤ c2

}
, (4.10)

where ni, i = 1, 2, is the number of channels required at the ith operator and n12

is the number of channels required at Operator 2 overflowed from Operator 1. The

transition rates Q =
(
q(n,n′),n,n′ ∈ Ω

)
are given by

q(n,n′) =



λ1 n′ = n + I1 or n′ = n + I12, if n1 = c1

λ2 n′ = n + I2

niµi n′ = n− Ii, i = 1, 2

n12µ1 n′ = n− I12

0 otherwise,

(4.11)

where I1 = (1, 0, 0), I2 = (0, 1, 0) and I12 = (0, 0, 1) denote the unit vectors. We

are interested in deriving the blocking probability, i.e. the probability that a new

channel request finds all capacities are occupied in both Operators 1 and 2.

Let π(n) = limt→∞P
(
X(t) = n

)
denote the equilibrium distribution that there

are n channel requests in progress in both operators. Since the network is Ergodic

stochastic process, we can use

Out rate = In rate (4.12)

which is a commonly used method to get the steady state probability and the

blocking probabilities of the network.

This equilibrium distribution of X is the unique distribution π(n),n ∈ Ω that

satisfies the global balance equation as shown in (4.13), where 1{·} denotes the

indicator function of the event or set of {·}, i.e. 1{A} = 1 if event A is satisfied

and 1{A} = 0 if not. The LHS of equation (4.13) represents the “Total out rate”
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[
λ1

(
1{n1<c1}(n) + 1{n1=c1, n12+n2<c2}(n)

)
+ λ2(n) +

2∑
i=1

niµi + n12µ1

]
· π(n) =

λ1

[
π(n− I1) + π(n− I12)1{n1=c1, n12+n2<c2}(n)

]
+ λ2

[
π(n− I2)

]
+

2∑
i=1

(ni + 1)µiπ(n + Ii) + (n12 + 1)µ1π(n + I12), (4.13)

and the RHS represents the “Total in rate” as shown in equation (4.14) and (4.15),

respectively.

Total out rate

λ1

(
1{n1<c1}(n) + 1{n1=c1, n12+n2<c2}(n)

)
+ λ2(n) := n

λ−→ (n + 1)∑2
i=1 niµi + n12µ1 · π(n) := n

µ−→ (n− 1)

(4.14)

Total in rate



λ1

[
π(n− I1) + π(n− I12)1{n1=c1, n12+n2<c2}(n)

]
+ λ2

[
π(n− I2)

]
:=

(n− 1)
λ−→ n

∑2
i=1(ni + 1)µiπ(n + Ii) + (n12 + 1)µ1π(n + I12) := (n− 1)

µ−→ n

(4.15)

We now derive the detailed balance equations from the global balance equation

(4.13),

λi
(
π(n− Ii) + π(n− I12)

)
=
(
niµi + n12µ1

)
· π(n) (4.16)

Equation (4.16) has an explicit solution which is given by
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π(n) = K−1 (λ1/µ1)(n1+n12)(λ2/µ2)n2

(n1 + n12)! n2!
, ∀ n ∈ Ω (4.17)

and

K =
∑
n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)n2

(n1 + n12)! n2!
. (4.18)

This equilibrium distribution is a truncated multidimensional Poisson distribution

from where the blocking probability can be derived. The blocking probability for

Operator i, i = 1, 2, is then given by

P (bi) =
∑
n∈Ti

π(n)

=
∑
n∈Ti

(λ1/µ1)(n1+n12)(λ2/µ2)n2

(n1 + n12)! n2!

·
[∑

n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)n2

(n1 + n12)! n2!

]−1

, (4.19)

where

T1 =
{
n ∈ Ω|(n1 = c1 ∩ n12 + n2 = c2)

}
, (4.20)

and

T2 =
{
n ∈ Ω|(n12 + n2 = c2)

}
. (4.21)
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4.4.3 Sharing Model 2 (Bi-directional overflow)

We shall now extend Sharing Model 1 by adding an overflow strategy from Op-

erator 2 to Operator 1, see Figure 4.4. We assume that the two operators are

in an agreement to share the spectrum and both operators can support the same

services. In this model, we consider a case where Operator 1 can have access to

the resources of Operator 2, and likewise, Operator 2 can have access to Operator

1’s resources. Therefore, this model is called a bi-directional overflow model. If all

c1 capacity are occupied at Operator 1 a channel request arriving at Operator 1 is

overflowed to Operator 2 if capacity is available, and blocked otherwise. Similarly

a channel request arriving at Operator 2 is overflowed to Operator 1 if capacity c2

is occupied and there is a free capacity at Operator 1.

Blocking Blocking

Overflow

λ1 λ2

µ1 µ2

Operator 1 Operator 2

Figure 4.4: A two-operator network with bi-directional overflow (Model 2)

The state space for such a process can be given by

Ω =
{
n = (n1, n12, n2, n21) : n1 + n21 ≤ c1, n2 + n12 ≤ c2

}
. (4.22)

Deriving the global balance equation and detailed balance equations we obtain the

following solution of the steady-state distribution and the expression for blocking

probability calculation for each operator
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π(n) = K−1 (λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21)

(n1 + n12)! (n2 + n21)!
, ∀ n ∈ Ω (4.23)

and

K =
∑
n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21)

(n1 + n12)! (n2 + n21)!
. (4.24)

The blocking probability can be derived from the steady-state distribution (4.23).

The blocking probability for operator i, i = 1, 2, is then given by

P (bi) =
∑
n∈Ti

π(n)

=
∑
n∈Ti

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21)

(n1 + n12)! (n2 + n21)!

·
[∑

n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21)

(n1 + n12)! (n2 + n21)!

]−1

, (4.25)

where

T1 =
{
n ∈ Ω|(n1 + n21 = c1 ∩ n12 + n2 = c2)

}
, (4.26)

and

T2 =
{
n ∈ Ω|(n1 + n21 = c1 ∩ n12 + n2 = c2)

}
. (4.27)
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4.4.4 Sharing Model 3 (Bi-directional overflow with re-

served capacity)

We now consider a network consisting of two operators with bi-directional overflow

from Operator 1 to Operator 2 and from Operator 2 to Operator 1 (Sharing

Model 2). However, in the sharing model discussed here, we assume that there

is a common spectrum pool for network operators. Each network operator is

considered to possess a dedicated portion of this pooled spectrum. For analytical

purposes, we consider a case where only Operator 2 has such a dedicated spectrum

portion with a defined capacity. This is to enable a certain predictable level of

GoS for Operator 2. In this chapter we refer to this spectrum portion as reserved

capacity. The reserved capacity can be used to reduce the blocking probability at

Operator 2.

Blocking

Overflow

λ1 λ2

µ1 µ2

Overflow

µ2

Operator 1 Operator 2 Reserved
capacity

Blocking

Figure 4.5: A two-operators network with bi-directional overflow and reserved
resources (Model 3)

Let X1(t) be the number of channel requests arriving at Operator 1 and X2(t)

be the number of channel requests arriving at Operator 2 at time t. Also X12(t)

denotes the number of channel requests arriving at Operator 2 as a result of

overflow from Operator 1 and X21(t) denotes the number of channel requests

arriving at Operator 1 as a result of overflow from Operator 2 at time t. Capacity

at Operator 1 and 2 are denoted by c1 and c2 respectively. If there is no available

channels to admit the new traffic arriving at Operator 2 and Operator 1 then the
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request will be transferred to the reserved resource with capacity c3. A state of

the network can be written as

X =
(
X1(t), X12(t), X2(t), X21(t), X23(t), t ≥ 0

)
with state space given by

Ω =
{

n = (n1, n12, n2, n21, n23) : n1 + n21 ≤ c1, n2 + n12 ≤ c2, n23 ≤ c3

}
, (4.28)

where ni, i = 1, 2, is the number of channel requests at the ith operator and

nij is the number of requests overflowed at Operator j from Operator i, where

i, j ∈ {1, 2, 3}. The transition rates Q =
(
q(n,n′),n,n′ ∈ Ω

)
are given by

q(n,n′) =



λ1 n′ = n + I1 or n′ = n + I12 if n1 = c1

λ2 n′ = n + I2 or n′ = n + I21 if n2 = c2

or n′ = n + I23 if n2 = c2

and n1 + n21 = n2

niµi n′ = n− Ii, i = 1, 2

nijµi n′ = n− Iij, i, j ∈ {1, 2}
n23µ2 n′ = n− I23

0 otherwise.

(4.29)

The global balance equation of the system can be derived as

The detailed balance equations obtained from the global balance equation (4.30) is

given by

λi
(
π(n− Ii) + π(n− Iij − I23)

)
=
(
niµi + nijµi + n23µ2

)
· π(n). (4.31)

The explicit solution of the detailed balance equations after normalisation
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[
λ1

(
1{n1+n21<c1} + 1{n1+n21=c1, n12+n2<c2}

)
+ λ2

(
1{n21+n2<c2}

+ 1{n12+n2=c2, n1+n21<c1} + 1{n12+n2=c2, n1+n21=c1, n23<c3}
)

+
2∑
i=1

niµi +
∑

i,j∈{1,2}

nijµi + n23µ2

]
· π(n)

= λ1

[
π(n− I1) + π(n− I12)1{n1+n21=c1, n12+n2<c2}

]
+ λ2

[
π(n− I2)

+ π(n− I21)1{n12+n2=c2, n21+n2<c2}

+ π(n− I23)1{n12+n2=c2, n21+n2=c2, n23<c3}
]

+
2∑
i=1

(ni + 1)µiπ(n + Ii)

+
∑

i,j∈{1,2}

(nij + 1)µiπ(n + Iij) + (n23 + 1)µ2π(n + I23). (4.30)

(
∑
π(n) = 1)

we get

π(n) = K−1 (λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21+n23)

(n1 + n12 + n23)! (n2 + n21)!
, ∀ n ∈ Ω (4.32)

and

K =
∑
n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21+n23)

(n1 + n12)! (n2 + n21 + n23)!
. (4.33)

The blocking probability can be derived from the steady-state distribution (4.32).

The blocking probability for Operator i, where i = 1, 2, is then given by



Chapter 4. Radio resource sharing for cooperative networks 69

P (bi) =
∑
n∈Ti

π(n)

=
∑
n∈Ti

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21+n23)

(n1 + n12)! (n2 + n21 + n23)!

·
[∑

n∈Ω

(λ1/µ1)(n1+n12)(λ2/µ2)(n2+n21+n23)

(n1 + n12)! (n2 + n21 + n23)!

]−1

, (4.34)

where

T1 =
{
n ∈ Ω|(n1 + n21 = c1 ∩ n12 + n2 = c2)

}
, (4.35)

and

T2 =
{
n ∈ Ω|(n1 + n21 = c1 ∩ n12 + n2 = c2 ∩ n23 = c3)

}
. (4.36)

The models discussed in this chapter can be summarised by Figure 4.6.

Even though the models discussed in this section only consider the interactions

between two operators, it can be extended to include more operators with added

complexity, for instance, if there are more than two operators in the network,

there can be a number of different interactions between operators. Multi-operator

modelling and analysis is discussed thoroughly in Chapter 5 and Chapter 6.

4.5 Analysis and results

In this section we investigate the robustness of the analytical models which are

discussed in Section 4.4, with different offered load (0− 30) assuming service rate

is always 1, number of servers (0 − 25) and reserved capacity (0, 1) across the
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Blocking
Non-Overflow OverflowOverflow

New channel request rate λi

Resources for Minimum GoS?

Sharing Agreements

Resources for Minimum QoS?

Reserved Capacity?

Network Operator i
Network Operator j

Yes

No

Yes

No

No

Yes

No

Yes

Reserved

Figure 4.6: The flowchart for the proposed overflow models

network. The offered load values which are chosen in the simulation are con-

sidered to investigate the proposed models by various traffic load scenarios (e.g.

during high, medium and low traffic intensity). In addition we further analyse

our models by considering a wide range of channel availability to replicate various

spectrum holdings by the operators. The performance of the proposed resource

sharing framework is examined. For the analytical results, it is reasonable that

we compare the four scenario specific model configurations: Non-Sharing Model,

Sharing Model 1, Sharing Model 2 and Sharing Model 3.
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4.5.1 Performance comparison between the Non-Sharing

Model and Model 1

The comparison for the Non-Sharing Model and the proposed uni-directional over-

flow model at Operator 1 and Operator 2 are presented in Figure 4.7a and 4.7b,

respectively. The offered load at Operator 1 varies from 0 to 30 while the offered

load at Operator 2 is kept fixed at 10. Figure 4.7a shows the blocking probabili-

ties for the Non-Sharing Model and the proposed uni-directional overflow model.

According to the analytical results in Figure 4.7a, it is clear that the blocking

probability for the proposed overflow model for Operator 1 is reduced in compar-

ison to the Non-Sharing Model. However, for the overflow model, the blocking

probability for both Operator 1 and 2 converges as λ1 → 30. This is due to the

fact that the uni-directional sharing model only allows overflow from Operator 1

to Operator 2. Thus, the capacity for both operators reaches saturation gradually

as the offered load increases. In addition, for the same offered load in the Non-

Sharing Model and uni-directional overflow model, it is seen that at Operator 1

with our proposed overflow model when λ1 > 10, the blocking probability is lower

than those for the Non-Sharing Model. This shows the superiority of our proposed

model over the Non-Sharing Model.

To realise the impact of our overflow model on Operator 2 with different offered

load values, we have experimented with fixed offered load at Operator 1 as 10

and varied it for Operator 2 from 0 to 30, see Figure 4.7b. It is evident that the

blocking probability of Operator 2 is higher for Model 1, except for when λ2 < 10,

because of the additional overflow load from Operator 1. Meanwhile, the blocking

probability for Operator 1 has decreased as compared to when employing the Non-

Sharing Model. It is evident from Figure 4.7b that the blocking probability for

the uni-directional model at Operator 1 is lower than those for the Non-Sharing

Model. However, in the proposed model, the blocking probability increases with
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Figure 4.7: Comparison of the blocking probability for the Non-Sharing Model
with Model 1 with c1 = c2 = 10 for (A) λ1 = 0 : 30, λ2 = 10 and (B) λ1 = 10,

λ2 = 0 : 30

the increase of offered load. This is due to the reason that as λ2 → 30, the capacity

gain obtained from sharing decreases with the drop of the capacity of Operator 2.

To demonstrate the trade-off agreements between operators, Figure 4.8 shows a

zoomed region from the boxed area in Figure 4.7a. We show in the figure that Op-

erator 1 improves its blocking probability by 0.174 while a degraded performance

of blocking probability reduction by 0.098 for Operator 2 with offered loads 15 and

10 for Operator 1 and 2, respectively, and capacity 10 for both operators. In this

case, Operator 2 is expected to gain a monetary reward, which may be calculated

by using either equation (4.2) or (4.6) according to the agreements made during

a contractual period.

In terms of performance under different numbers of servers, we have compared the

blocking probability for the Non-Sharing Model with the uni-directional overflow

model where the number of servers at Operator 1 varies from 5 to 25. The number

of server is fixed at 10 for Operator 2. For simplicity, in this configuration, we set
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Figure 4.8: Gain and degradation performance trade-off between Opera-
tor 1 and 2 for the Non-sharing and Uni-directional model

λ1 = λ2 = 10 and µ1 = µ2 = 1. According to the analytical results, see Figure

4.9a, the blocking probability at Operator 1 for our proposed model is lower than

that for the Non-Sharing Model. However, as c1 → 25, the advantage over the

Non-Sharing Model becomes less visible due to the fact that Operator 1 increases

its own capacity by overflow to Operator 2. Thus, it becomes less dependant on

Operator 2, which results in lower overflow levels. In addition, it is also noticed

that the blocking probability for Operator 2 with both models are almost the same

when the number of servers exceed 10.

In order to test the impact of varying the number of servers at Operator 2, we

have kept the number of servers at Operator 1 fixed at 10. For this configuration,

we have fixed the offered load for Operator 1 and 2 at 10. The comparison is in-

tended to be representative of the performance in terms of the blocking probability

at Operator 2, see Figure 4.9a. It can be seen that as c1 → 25, the blocking prob-

ability of Operator 1 and 2 decreases. The overflow model performs slightly better

than the Non-Sharing Model, while the overflow model at Operator 1 achieves
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Figure 4.9: Comparison of the blocking probability for the Non-Sharing Model
with Model 1 with λ1 = λ2 = 10 for (A) c1 = 5 : 25, c2 = 10 and (B) c1 = 10,

c2 = 1 : 25
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Figure 4.10: Comparison of the blocking probability for the Non-Sharing
Model with Model 1 and Model 2 with c1 = c2 = 10 for (A) λ1 = 0 : 30, λ2 = 10

and (B) λ1 = 10, λ2 = 10



Chapter 4. Radio resource sharing for cooperative networks 75

the lowest blocking probability. This analysis is used to show that a non-sharing

approach where the operators do not share resources, although in certain cases

might perform better than the overflow model, does not perform well when the

offered load is high.

4.5.2 Performance comparison between the Non-Sharing

Model, Model 1 and Model 2

The results obtained in Figure 4.10a, 4.10b, 4.11a and 4.11b represent a comparison

of the bi-directional model with the uni-directional and the Non-Sharing Model.

Figure 4.10a shows the blocking probability for the case where the offered load

is varied from (0 − 30) assuming µ1 = µ2 = 1 and c1 = 10. We see that the

blocking probability for Operator 1, when considering Model 1, is lower than in

Model 2, especially in the region where the offered load is between 5 and 15. The

performance of Operator 2 in Figure 4.10b is identical to the performance in Figure

4.10a for Model 2 since the traffic load is always distributed uniformly over the

two operators.

The other results in Figure 4.11a and 4.11b, represent a comparison of the bi-

directional model with the uni-directional and the Non-Sharing Model for varying

number of servers. When considering individual operators it is evident from the

results that Model 1 presents better GoS as compared to the other two models.

These results show comparisons in achieving a lower blocking probability for an

operator using baseline assumptions for several parameters.

4.5.3 Performance comparison between the Non-Sharing

Model and Model 3

Figure 4.12a and Figure 4.12b present the comparison of the blocking probabilities

for the Non-Sharing Model and Model 3. Figure 4.12a shows the effect of increasing
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Figure 4.11: Comparison of the blocking probability for the Non-Sharing
Model with Model 1 and Model 2 with λ1 = λ2 = 10 for (A) c1 = 1 : 25, c2 = 10

and (B) c1 = 10, c2 = 1 : 25

traffic intensity at Operator 1, where we demonstrate that the blocking probability

is lower when considering the Non-Sharing Model as compared to Model 3. The

reason for this is that in Model 3 when the traffic at Operator 2 requires more

capacity the setup allows for overflow to Operator 1 first rather than to the reserved

capacity which is set to 5. This creates more traffic intensity at Operator 1, which

explains the observed blocking probabilities at Operator 1 in Model 3.

In Figure 4.12b we have fixed the traffic intensity at Operator 1 while at Operator

2 the traffic is varied from (0−30). In this example, with high traffic intensity (e.g.,

λ2 > 5) Operator 2 in Model 3 shows significant blocking probability reduction in

comparison to Non-Sharing Model due to available capacity from Operator 1 as

well as the reserved capacity. At low traffic intensity (e.g., λ2 < 5) at Operator 1,

Model 3 performs better compared to Non-Sharing Model. The number of servers

which is used for Figure 4.12a and Figure 4.12b are illustrated in Table 4.2.

The effect of number of servers on blocking probability at Operator 1 and Operator
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Figure 4.12: Comparison of the blocking probability for the Non-Sharing
Model (c1 = c2 = 10) with Model 3 (c1 = 10, c2 = 5, reserved capacity = 5) for

(A) λ1 = 0 : 30, λ2 = 10 and (B) λ1 = 10, λ2 = 0 : 30

Table 4.2: Number of servers considered in Figure 4.12a and Figure 4.12b

Model Figure 4.12a Figure 4.12b

Number of servers

Operator 1 Operator 2 Reserved Operator 1 Operator 2 Reserved

Non-Sharing 10 10 −− 10 10 −−

Model 3 10 5 5 10 5 5

2 for the Non-Sharing Model and Model 3 is presented in Figure 4.13a and Figure

4.13b, respectively. The traffic intensity is kept fixed for both operators. The

results in Figure 4.13a show that the blocking probability for the Non-Sharing

Model at Operator 1 is lower than Model 3. The reason is related to the traffic

overflow from Operator 2, which adds an extra traffic at Operator 1. On the other

hand, the blocking probability in Model 3 presents higher gain from the overflow

flexibility, which benefits from the extra capacity provided by both Operator 1 and

the reserved capacity. From Figure 4.12 and 4.13 we notice that for a particular

operator, Model 3 does not always guarantee the enhancement of the grade of
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Figure 4.13: Comparison of the blocking probability for the Non-Sharing
Model with Model 3 for λ1 = λ2 = 10. See Table 4.3 for server configurations

for (A) and (B).

service (GoS), instead the Non-Sharing Model can serve a higher GoS. The number

of servers which is used for Figure 4.13a and Figure 4.13b are illustrated in Table

4.3.

Table 4.3: Number of servers considered in Figure 4.13a and Figure 4.13b

Model Figure 4.12a Figure 4.12b

Number of servers

Operator 1 Operator 2 Reserved Operator 1 Operator 2 Reserved

Non-Sharing 5 : 25 10 −− 10 10 : 30 −−

Model 3 5 : 25 5 5 10 5 : 25 5
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4.5.4 Evaluation of models under homogeneous traffic in-

tensity

We have compared the blocking probability for the Non-Sharing Model, sharing

Model 1, 2 and 3, see Table 4.4. The table shows the overall network blocking

probability for each model configuration. Note that we defined the overall blocking

probability of the networks as

P (b) =
n∑
i=1

P (b1) g(λ1, µ1) + P (b2) g(λ2, µ2) + P (bn) g(λn, µn), (4.37)

where P (bi) is the blocking probability at operator i and g(λi, µi) is a function of

arrival rate and service rate for the ith operator, which give the weight for the ith

operator. In our case we use the weighted mean method as

g(λi, µi) =
λi/µi

λ1/µ1 + λ2/µ2 + . . .+ λn/µn
. (4.38)

With three different offered loads (0.25, 0.5, and 1) at Operator 1 and 2, we

calculate the blocking probability for individual operators and overall network. To

evaluate the models under homogeneous traffic intensity, in Table 4.4 we present

a case where the four models have equal total capacity. In Model 3, c1 = 2 and

c2 = 1, however, Operator 2 can overflow to the reserved capacity (c3 = 1) in

case of no capacity is available at Operator 2 and Operator 1. Table 4.4 shows

that Model 3 has a clear advantage over the Non-Sharing Model and Model 1 in

terms of overall blocking probability. On the other hand, Model 3 has a higher

blocking probability in comparison to Model 2, this is because the overflow capacity

available to Operator 1 is less in Model 3 than in Model 2 which provokes lower

resource sharing efficiency.
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4.5.5 Evaluation of models under heterogeneous traffic in-

tensity

To better understand the models’ behaviour, Table 4.5 shows the comparison of

the blocking probabilities among the Non-Sharing Model, sharing Model 1, 2 and

3 for heterogeneous traffic intensity. Table 4.5 also includes the overall network

blocking probability for each model configuration. It can be concluded from the

table that sharing Model 2 and sharing Model 3 have superiority over the Non-

Sharing Model and Model 1. However, if we compare Model 2 and 3 we see that

Model 2 provides the lowest overall blocking probability. This indicates that even

for heterogeneous traffic intensity Model 2 provides better GoS with respect to

overall network performance. Since the available capacity for both operators in

Model 2 is higher, the network ensures better resource utilisation compared to

sharing Model 3. Even though the total capacity at Model 3 is equal to the total

capacity available to Model 2, the latter performs better due to the restriction

imposed on the reserved capacity which is accessible only by Operator 1. However,

the results for blocking probability with respect to Operator 2 is best in Model 3

due to the reserved capacity which is available only for Operator 2.

In Summary, we have analysed and compared the performance of three different

overflow models with the Non-Sharing Model. As a result, the performance achiev-

able by the operators varies according to the operator parameters (e.g. capacity,

traffic intensity) and the overflow interactions between operators. It implies that

operators have the incentive to participate in the proposed sharing models since

they can achieve reduced blocking probability as compared to the Non-Sharing

Model.
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4.5.6 Evaluation of Model 1 and Model 2 with reference

to simulated blocking probabilities

Theoretical solution and numerical approximation analysis are compared in this

section to validate our proposed mathematical approach. The same criteria were

used in the analysis for the theoretical and the numerical approximation. In order

to perform this validation, we have chosen the uni-directional (See Figure 4.14a)

and the bi-directional overflow models (See Figure 4.14). In Figure 4.14a and

4.14b we set c1,2 = 10, λ1 is varied between 0 : 30, and λ2 = 10. From the

figures we observe that the simulated models are almost identical to the theoretical

counterparts. In both figures it is seen that the blocking probabilities increase with

the increase of λ1.
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Figure 4.14: Comparison of the blocking probability for Model 1 (A) and
Model 2 (B) using analytical and numerical approaches.
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4.6 Summary

Cooperative resource sharing is considered to be one of the key challenges for future

generation wireless communication networks. The problem of resource allocation

under the sharing environment increases as the number of cooperating network

operators increases with their complex sharing agreements. Consequently, network

operators have to deal with spectrum allocation for a number of service types

and operators. To the best of our knowledge, there is no work which studies the

resource allocation problem under different resource sharing schemes which depend

on many factors such as agreements between network operators and spectrum

availability between coexistent network operators.

Considering a number of overflow mechanisms we addressed the resource sharing

problem and presented a robust analytical framework for DSA. We have pro-

posed four different models: the Non-Sharing Model, the sharing model with

uni-directional overflow (Model 1), the sharing model with bi-directional overflow

(Model 2) and the sharing model with reserved capacity for one of the operators

in the network (Operator 2) and a bi-directional overflow between both operators

(Model 3). We have derived the global balance equation, and found an explicit

expression of the blocking probability for each resource sharing model. Blocking

probabilities are calculated for each model under various traffic scenarios. The

results show that the operators can achieve a notable reduction of blocking prob-

ability under the proposed models compared with the Non-Sharing Model.

Our analytical results provide a basis for further study of this type of overflow with

different configurations. The results highlight the importance of resource sharing

for communication networks. The analysis provided in this chapter can be used

to inform network operators to determine agreement terms for future spectrum

sharing cooperation with coexisting network operators.



Chapter 5

Dynamic spectrum sharing

(Multi-operator)

5.1 Introduction

In this chapter we consider the scenario emerging from spectrum sharing where

one secondary operator interacts with multi-primary operators according to cer-

tain mutual agreements [1, 36, 100, 130, 131, 132]. We analyse three types of

multi-operator joint spectrum management schemes by considering a loss system.

Analysis and modelling of the loss system are vital for the ubiquitous real-time

multimedia (voice and video) communications where delay is not tolerable. The

modelling and analysis of loss systems are increasingly important due to the grow-

ing percentage of multimedia traffic. Modelling of non real-time multimedia traffic

by using the queue system are also important but beyond the scope of this study.

The rest of the sections are organised as follows. The system model is described in

the next Section. Section 5.3 presents the spectrum sharing models and describes

our mathematical approach. In Section 5.4, we present our findings. Finally,

Section 5.5 summarises our conclusions.

85
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5.2 System model

We consider a network consisting of four operators. An operator could be a pri-

mary operator, secondary operator or both, depending on the chosen arrangement

between operators, see Figures 5.1, 5.2 and 5.3. We first assume that each of the

operators in the network owns a spectrum band which is divided into ci ∈ Z+

frequency channels. Each operator serves users with Poisson distributed arrivals

and mean rate λi and service rate µi. In a non-sharing model, each operator in the

network would operate independently and the blocking probability in this case can

be easily calculated using an Erlang system giving E(ci, λi, µi) [133, 88]. However

in a cooperative network if one or more operators are underloaded then it may

allow other operators with high traffic to use their under-utilised resources under

a mutual agreement.

A first-come-first-served scheduling system is considered to preserve the stability

of the network and eliminate channel interference. As such each shared server is

allowed one entry by the users of the involved operators. If a channel is being used

by an operator then the primary operator waits until a channel is vacated by its

current occupier. Channel requests are granted completely, in which fragmentation

is not considered. The use of spectrum fragmentation where the available spectrum

is fragmented into smaller channels across a wide-band, aggregation techniques are

required to allocate channels to the users, which is beyond the scope of this thesis.

In the system where multi-operators cover the same geographical area, the SNO

aims to find the operators with available channels in order to balance the load

across all available resources without causing one operator to be overloaded while

other operators are in an underloaded state. Such a set up will ensure better util-

isation of spectrum as we will see later in Section 5.4. The PNOs who experiences

a drop in the average arrival rate λi will be preferable to the SNO. Similarly, PNO

who is experiencing an increase of channel request rates would not be accessible by

the SNO. When all PNOs channels are busy then the SNO will have to drop the
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new arrival channel requests. In this chapter we consider a non-adjustable service

rate to provide a standardised service quality.

Operators benefit from temporal variation in the traffic by allowing each other to

use their idle channels with mutual agreements. We discuss three possible models

in cellular networks. Uni-directional cooperation; bi-directional cooperation; bi-

directional cooperation with emergency capacity. The models are discussed in

details in the Section 5.3

5.3 Dynamic spectrum sharing models

In this section, we develop models for dynamic spectrum sharing under differ-

ent resource sharing schemes. Three models with complex sharing schemes are

proposed which are described in the subsequent sections.

5.3.1 Model A: Uni-Directional cooperation

Consider a network with three primary and one secondary operators where the

secondary operator aims to borrow spectrum from the primary operators under a

uni-directional leasing agreement as shown in Figure 5.1. Our main objective is

to find the impact of the secondary operator on the grade of service and spectrum

utilisation. We assume that the channel requests follow Poisson processes with

arrival rates λi, i = 1, 2, 3 for the ith PNO and λ0 for the SNO and exponential

channel holding time with rates µi, i = 1, 2, 3 for the ith PNO and µ0 for the SNO.

The offered load for the ith operator is then defined as ρi = λi/µi. Denote the

capacity of the ith operator as ci, i = 0, 1, 2, 3.

Let Xi(t), i = 1, 2, 3 be the number of channels in the ith primary network op-

erator (PNO), X0(t) be the number of channels in the secondary network oper-

ator (SNO) and X0i(t), i = 1, 2, 3 be the number of channels borrowed by the
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Figure 5.1: Uni-Directional service operators sharing network

q(n,n′) =



λ0(t) n′ = n + e0 or n′ = n + e01 if n0 = c0 ∩ n1 + n01 < c1

or n′ = n + e02 if n0 = c0 ∩ n1 + n01 = c1 ∩ n2 + n02 < c2

or n′ = n + e01 if n0 = c0 ∩ n1 + n01 = c1 ∩ n2 + n02

= c2 ∩ n3 + n03 < c3

λi(t) n′ = n + ei, i = 1, 2, 3
niµi(t) n′ = n− ei, i = 0, 1, 2, 3
n0iµi(t) n′ = n− e0i, i = 1, 2, 3
0 otherwise

(5.2)
where e0 and e0i are unit vectors.

SNO from the ith PNO. Then a state of the process is a vector defined by

X = (X0(t), X1(t), X2(t), X3(t), X01(t), X02(t), X03(t)) which is a Markov chain

with state space

Ω = {(n0, n1, n2, n3, n01, n02,n03) : n0 ≤ c0, ni + n0i ≤ ci, i = 1, 2, 3} (5.1)

The transition rates of the process are defined in equation (5.2).

Denote the steady state distribution by π(n, t) which can be obtained by solving

the Kolmogorov forward equation (5.3) given by equation (5.3).
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dπ(n, t)

dt
=

[
λ0(t) ·

(
1(n0 < c0) + 1(n0 = c0 ∩i∈{1,2,3} n + e0i)

)
+

3∑
i=1

λi(t) · 1(ni + n0i < ci)

]
· π ((n− ei), t)

+
3∑
i=0

(ni + 1)µi(t)π ((n + ei), t) +
3∑
i=1

(n0i + 1)µi0(t) · π(n + e0i)

−
[
λ0(t) ·

(
1(n0 < c0) + 1(n0 = c0 ∩i∈{1,2,3} n + e0i)

)
+

3∑
i=1

λi(t) · 1(ni + n0i < ci) +
3∑
i=0

niµi(t) +
3∑
i=1

n0iµi(t)
)]
· π (n, t)

(5.3)

Solving the Kolmogorov forward equations (5.3) by equating the RHS of equa-

tion (5.3) at 0, we obtain the closed form solution of the equilibrium distribution

which is

π(n) = G−1 ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

n1
1 ρ

n2
2 ρ

n3
3

n1!n2!n3!
, ∀ n ∈ Ω (5.4)

where

G =
∑
n∈Ω

[
ρ

(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

n1
1 ρ

n2
2 ρ

n3
3

n1!n2!n3!

]
. (5.5)

One of the main goals of deriving the equilibrium distribution is to calculate the

blocking probability or call congestion rate. The formula for the blocking proba-

bility can be derived from the closed-form solution (5.4). The blocking probability

for an operator i, i = 0, 1, 2, 3 is then given by
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Pbi(t) =
∑
n∈SR

π(n, t)

=

∑
n∈SR

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

n1
1 ρ

n2
2 ρ

n3
3

n1!n2!n3!∑
n∈Ω

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

n1
1 ρ

n2
2 ρ

n3
3

n1!n2!n3!

∀ n ∈ Ω (5.6)

where the set SR is the restricted state space, and varies for the SNO and PNOs.

For the SNO, it is defined as

SR =
{
n ∈ Ω | (n0 = c0 ∩ n01 + n11 = c1 ∩ n02 + n22 = c2 ∩ n03 + n33 = c3)

}
,

(5.7)

and for the ith PNO, SR can be replaced by Si and defined as

Si =
{
n ∈ Ω | (ni + n0i = ci)

}
, i = 1, 2, 3. (5.8)

Figure 5.2: Bi-Directional service operators sharing network
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Pbi(t) =
∑
n∈SR

π(n, t)

=

∑
n∈SR

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10)
1 ρ

(n2+n20)
2 ρ

(n3+n30)
3

(n1 + n10)!(n2 + n20)!(n3 + n30)!∑
n∈Ω

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10)
1 ρ

(n2+n20)
2 ρ

(n3+n30)
3

(n1 + n10)!(n2 + n20)!(n3 + n30)!

∀ n ∈ Ω

(5.11)

where the set SR is the restricted state space for all operators.

5.3.2 Model B: Bi-Directional cooperation

In bi-directional cooperative model, in addition to uni-directional operation pri-

mary operators are also allowed to borrow spectrum from the secondary operators

when they require as shown in Figure 5.2.

Deriving Kolmogorov forward equation and solving we obtain the equilibrium

probability distribution as given in equation (5.9).

π(n) = G−1 ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10)
1 ρ

(n2+n20)
2 ρ

(n3+n30)
3

(n1 + n10)!(n2 + n20)!(n3 + n30)!
, ∀ n ∈ Ω

(5.9)

where

G =
∑
n∈Ω

[
ρ

(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10)
1 ρ

(n2+n20)
2 ρ

(n3+n30)
3

(n1 + n10)!(n2 + n20)!(n3 + n30)!

]
(5.10)

The blocking probability formula for quantifying the GoS can be given by 5.11

For the SNO, it is defined as
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SR =
{
n ∈ Ω | (n0 = c0 ∩ n01 + n11 = c1 ∩ n02 + n22 = c2 ∩ n03 + n33 = c3)

}
,

(5.12)

and for the ith PNO, SR can be replaced by Si and defined as

Si =
{
n ∈ Ω |n0 + ni0 = c0 ∩ (ni + n0i = ci)

}
, i = 1, 2, 3. (5.13)

5.3.3 Model C: Bi-Directional cooperation with pooled re-

sources

Figure 5.3: Bi-Directional with pooled capacity service operators sharing net-
work

The bi-directional cooperation with pooled resources model is similar to Model

B with additional pooled resources denoted by cp, which can be accessed by any

of the PNOs under first-come-first-served discipline, see Figure 5.3. The pooled
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The blocking probability formula for Model C can be given by

Pbi(t) =
∑
n∈SR

π(n, t)

=

∑
n∈SR

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10+n1p)
1 ρ

(n2+n20+n2p)
2 ρ

(n3+n30+n3p)
3

(n1 + n10 + n1p)!(n2 + n20 + n2p)!(n3 + n30 + n3p)!∑
n∈Ω

ρ
(n0+n01+n02+n03)
0

(n0 + n01 + n02 + n03)!
· ρ

(n1+n10+n1p)
1 ρ

(n2+n20+n2p)
2 ρ

(n3+n30+n3p)
3

(n1 + n10 + n1p)!(n2 + n20 + n2p)!(n3 + n30 + n3p)!

∀ n ∈ Ω (5.16)

where the set SR is the restricted state space for all operators.

resources is considered as a last resort for the PNOs when the SNO’s channels are

also occupied.

π(n) = G−1 ρ
(n0+n01+n02+n03)
0 ρ

(n1+n10+n1p)
1 ρ

(n2+n20+n2p)
2 ρ

(n3+n30+n3p)
3

(n0 + n01 + n02 + n03)!(n1 + n10 + n1p)!(n2 + n20 + n2p)!(n3 + n30 + n3p)!

∀ n ∈ Ω

(5.14)

where

G =
∑
n∈Ω

[
ρ

(n0+n01+n02+n03)
0 ρ

(n1+n10+n1p)
1 ρ

(n2+n20+n2p)
2 ρ

(n3+n30+n3p)
3

(n0 + n01 + n02 + n03)!(n1 + n10 + n1p)!(n2 + n20 + n2p)!(n3 + n30 + n3p)!

]
(5.15)

For the SNO, it is defined as
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SR =
{
n ∈ Ω | (n0 = c0 ∩ n01 + n11 = c1 ∩ n02 + n22 = c2 ∩ n03 + n33 = c3)

}
,

(5.17)

and for the ith PNO, SR can be replaced by Si and defined as

Si =
{
n ∈ Ω |n0 + ni0 = c0 ∩ (ni + n0i = ci ∩

3∑
i=1

nip = cp)
}
, i = 1, 2, 3. (5.18)

5.3.4 Bi-Directional cooperation with multi-primary oper-

ators and pooled capacity

Up to this point we have considered spectrum sharing between one secondary

operator and three primary operators, however, in practical scenarios, the number

of primary operators may vary, according to the agreements between the operators

and also the availability of spectrum resources. For this reason, in this section we

extend the analytical model to count for N primary operator6.

Let us define the unique invariant distribution π(n) using the transition rates of

the operators (Secondary and primary operators) as

π(n) = G−1(D) ∀ n ∈ Ω (5.19)

where (for N primary operators and 1 secondary operator)

D =

[
ρ

(n0+n01+···+n0N )
0

] [
ρ

(n1+n10+n1p)
1

]
· · ·
[
ρ

(nN+nN0+nNp)
N

]
(n0 + n01 + · · ·+ n0N)!(n1 + n10 + n1p)! · · · (nN + nN0 + nNp)!

∀ n ∈ Ω (5.20)

6The analytical sharing model with multiple-secondary and multiple-primary operators is
addressed in the Appendix.
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and

G =
∑
n∈Ω

D (5.21)

The blocking probability for N primary operators and 1 secondary operator can

be written as

P(bi)(t) =
∑
n∈S

π(n, t)

=

∑
n∈SR

D

G (5.22)

where the set S is the restricted state space, and varies for the SNO and PNOs.

For the secondary network operator it is defined as

S =
{
n ∈ Ω | (n0 = c0 ∩ n01 + n11 = c1 ∩ n02 + n22 = c2 ∩ · · · ∩ n0N + nNN = cN)

}
,

(5.23)

and for the i PNO, S can be replaced by Si and defined as

Si =
{
n ∈ Ω |n0 + ni0 = c0 ∩ (ni + n0i = ci ∩

N∑
i=1

nip = cp)
}
, i = 1, 2, 3. (5.24)
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5.3.5 Marginal probability distribution and spectrum util-

isation

Spectrum utilisation as the ratio of the average number of busy channels and the

overall available number of channels in the network is an important parameter.

As we aim to quantify the spectrum utilisation we first calculate the marginal

probability distribution of number of channels for each operator. The marginal

probability distribution can be given by

π(ni) =
∑

n∈{Ω\ni}

π(n)

∀



i ∈ {0, 1, 2, 3, 01, 02, 03} for Model A

i ∈ {0, 1, 2, 3, 01, 02, 03, 10, 20, 30} for Model B

i ∈ {0, 1, 2, 3, 01, 02, 03, 10, 20, 30, 1p, 2p, 3p} for Model C

i ∈ {0, 1, · · · , N, 01, · · · , 0N, 10, · · · , N0, 1p, · · · , Np} for Model C and N PNO

(5.25)

Therefore, expected spectrum utilisation of each model can be obtained as

u(ni) =
∑
ni∈Ω

1

c

[
ni · π(ni)

]
∀ ni ∈ Ω (5.26)

where

c =


(c0 + c1 + c2 + c3) for Model A and B

(c0 + c1 + c2 + c3 + cp) for Model C

(c0 + c1 + · · ·+ cN + cp) for Model C and N PNO

(5.27)



Chapter 5. Dynamic spectrum sharing (Multi-operator) 97

5.4 Analysis and results

In this section, we show the impact of system parameters on the models perfor-

mance and verify our theoretical analysis presented in Section 5.3.

5.4.1 Effect of traffic intensity at the secondary operator

on blocking probability

The first-come-first-served scheduling system, which we have used in our models,

means that at saturation the primary operators have their bandwidth allocation

reduced and hence we observe an increase in blocking probability, as shown in

Figure 5.4. Below the saturation point between an offered load of (ρ0 = 2 : 3),

the uni-directional cooperation outperforms the bi-directional counterpart, see the

zoomed part of Figure 5.4. However, when the network starts to reach saturation,

the blocking probability of uni and bi-directional cooperation models are approx-

imately equal and they increase exponentially as ρ0 → 10. By deploying the

bi-directional with pooled capacity model (Model C), we notice that as the x-axis

of Figure 5.4 continues and with more traffic diverted to the primary operators’

channels, the latter begins to rely on the pooled capacity (where cp = 1). This pro-

vides additional channels to the PNOs, which results in lower blocking probability

compared to the first two models.

5.4.2 Effect of traffic intensity at the secondary operators

on blocking probability

The blocking probability of the primary operators as a function of secondary oper-

ators traffic intensity is plotted in Figure 5.5 and 5.6. From Figure 5.5, we observe

that a continuous increase in the blocking probability at Operator 1 and 2 of new

user requests as the traffic intensity of secondary operator increases while keeping
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Figure 5.4: Comparison of the blocking probability for the secondary operator
using the proposed models with ρ0 = 1 : 10, see Table 5.1 for full configuration

details.

the capacity of each operator constant. When the majority of the channels are oc-

cupied by respective licensed users, the primary operators use the pooled resources

which is why we see Model C outperform Model A and B when the traffic is high.

At low traffic Model B performs well compared to Model A and C. In Figure 5.6

the blocking probability of operator 3 is quantified using the three proposed mod-

els. From the figure, we find similar trends in blocking probability to Figure 5.5

with a slight difference, which is caused by the variation in the parameters used

in Operator 2 and 3, as shown in the highlighted row of Table 5.1.

The crossover point in the performance can be seen in Figure 5.6 which is more

visible than in figures 5.4 and 5.5. This crossover point is because the total channels

available at the primary operators for the secondary access is larger in Model B

than in Model C. Hence we see that model B performs better when the traffic is

low. However, when the traffic increase, Models C outstrip Model B due to the

primary operators recourse to the pooled capacity (only available to the primary
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operators), leaving more channels available to the secondary operator. In that

case Model C have advantage over Model B when the network experiences high

traffic when considering the proposed pooled capacity.

Figure 5.5: Blocking probability for Operator 1 and 2, see Table 5.1 for full
configuration details.

Table 5.1: Configurations used in Figure 5.4, 5.5 and 5.6

Number of channels Traffic intensity

Model SNO PNO 1 PNO 2 PNO 3 Pooled Capacity SNO PNO 1 PNO 2 PNO 3

Model A 4 4 4 4 −− 1 : 10 2 2 4

Model B 4 4 4 4 −− 1 : 10 2 2 4

Model C 4 4 4 4 1 1 : 10 2 2 4

5.4.3 Effect of the number of available channels on block-

ing probability

Figure 5.7 shows the blocking probability of the secondary operator for each model

when PNO 1 has different number of channels (c1 = 1 : 10). In the network each
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Figure 5.6: Blocking probability for (a) Operator 1 and 2 and (b) Operator
3, see Table 5.1 for full configuration details.

Figure 5.7: Comparison of blocking probability for the secondary operator
with the varying number of channels using the proposed models when ρs =

5, ρ1 = 3, ρ2 = 4, ρ3 = 5, c0,2,3 = 2, c1 = 1 : 10, cp = 1.
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operator has its own licensed channels, service rate and offered load as shown

in the figure caption. This result indicates that Model A and B show similar

performances of blocking probability. Model C in this case has the advantage due

to the higher number of channels.

5.4.4 Evaluation of spectrum utilisation

The performance measure discussed so far is concerned with the call congestion

and focuses on the performance of each individual operator. In this subsection

we analyse the proposed model’s efficiency in terms of spectrum utilisation. We

use the formulae derived in Subsection 5.3.5 and the simulation parameters shown

in Table 5.2. We show the change in the spectrum utilisation against the traffic

intensity at the SNO (ρ0 = 1 : 10). In Figure 5.8 we can see that Model C is

superior compared to the other two models especially when ρ0 < 4. We also notice

that Model C performance deteriorates when the traffic intensity is high ρ0 > 5.

When traffic load is less than 5 Model A and Model B provide similar performance

due to increased saturation of channels. On average Model B performs best at 85%

spectrum utilisation with 2% higher than the uni-directional cooperation model

and 0.5% higher than Model C.

We also investigate the spectrum utilisation of the proposed models against the

change in traffic intensity at the operators 1, 2 and 3, see Figure 5.9. Keeping ρ0

fixed at 10, we vary the traffic intensity of PNO 1, 2 and 3 (ρ1 = ρ2 = ρ3 = 5 : 14).

For a fair comparison, the total number of channels available is kept fixed for all

Models as
∑

i ci = 12 ∀i ∈ {0, 1, 2, 3}.

For traffic intensity below 6 the utilisation of channels under Model A and B are

equal. With excess offered load the difference between Model A and B becomes

wider and considerably more for ρ > 13. Under any offered load Model C shows

the lowest level of efficiency. Considering that traffic conditions occur at equal
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Figure 5.8: Comparison of channel utilisation for the secondary operator using
the proposed models with ρ0 = 1 : 10.

probability one could see that Model B provides the network with the highest

spectrum utilisation at 92.6%.

Table 5.2: Configurations used in Figure 5.8

Number of channels Traffic intensity

Model SNO PNO 1 PNO 2 PNO 3 Pooled Capacity SNO PNO 1 PNO 2 PNO 3

Model A 3 3 3 3 −− 1 : 10 4 4 4

Model B 3 3 3 3 −− 1 : 10 4 4 4

Model C 3 2 2 2 4 1 : 10 4 4 4

5.5 Summary

Spectrum sharing in cellular networks has received much attention in recent years

due to its efficiency in spectrum utilisation and capability to improve the grade

of service to subscribers. The efficiency is defined by spectrum utilisation as the
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Figure 5.9: Comparison of channel utilisation for the secondary operator using
the proposed models with ρ1, ρ2 and ρ3 = 1 : 10.

ratio of the average number of busy channels and the overall available number

of channels in the network while the grade of service is defined by the blocking

probability. In this chapter we have presented three different models for dynamic

spectrum sharing management in multi-operator cellular networks, operating with

different spectrum holdings. Each model is defined by its own terms of sharing

and interactions among the operators. The models represent the expected practical

implementations of the next generation of cellular wireless networks. For each of

the proposed models we have derived the blocking probability of the individual

operators and spectrum utilisation to quantify and analyse the benefits of the

proposed models. The formulation of the models applies whether the operators

adopts FDM, TDMA, W-CDMA or TD-CDMA radio technologies. In addition,

the models apply to the downlink as well as the uplink. The analysis provides a

way to quantify the benefits to operators when they adopt spectrum sharing.





Chapter 6

Dynamic spectrum sharing

optimisation and

post-optimisation analysis

6.1 Introduction

It has been noted in the many research papers that the current static spectrum

management must give way to a new approach that breaks down artificial spectrum

access barriers and enables networks and their subscribers to dynamically access

the spectrum [10, 130, 134]. As a response, for example, in the UK there are plans

for spectrum liberalisation between operators with different spectrum holdings

[131]. Liberalisation of spectrum of the incumbent holders and mandatory spec-

trum release may lead to some spectrum being under the control of a third party

for secondary use. It is also possible that the spectrum might be redistributed not

only because of such a mandate and realisation but also as a result of secondary

market trading [99, 135, 136, 36]. Secondary trading of spectrum enhances the

overall spectrum utilisation. As a result, network operators would be allowed to

release their under-utilised commodities to potential operators [137, 138, 139, 140].

105



Chapter 6. Dynamic spectrum sharing optimisation and post-optimisation
analysis 106

With the large number of service providers in the mobile cellular network industry,

each with their own policy and strategy, a variety of spectrum opportunities could

be available for secondary use. To this end, in order to distinguish between options

of different bandwidth opportunities, incumbent holders of spectrum licenses may

broadcast information in relation to these available bandwidths for possible leasing

to secondary operators [141]. Part of the information broadcast by the spectrum

holders are in the form of available spectrum size, location boundaries, maximum

allowable transmit power, duration of the lease, type of band and admission cost

[96, 1, 142].

Operators aim to provide a stable grade of service (GoS) to their end users with

their limited allocated spectrum. However, in high demand periods, operators

would require additional spectrum. A solution to increase the spectrum by means

of sharing has been addressed in the research domain [21, 22, 23]. Spectrum sharing

between operators often results in a significant improvement of GoS, although it

would incur additional costs to the operators [24]. Since network operators often

operate with a limited budget, the borrowing decisions of a network operator would

be affected. Consequently, the operators would need to make dynamic, on-demand

and correct choices of borrowing additional bandwidths from other operators.

Given a market scenario with several operators, rules and conditions of spectrum

access, spectrum requirement and their prices, and other parameters, our main

idea is to optimise the resource sharing under a target GoS and budget restric-

tion. We propose two algorithms: the first is to optimise the amount of sav-

ings that secondary operator could achieve when they engage in spectrum trading

with primary operators (incumbent holders of spectrum licenses) to gain a certain

threshold of GoS. Second is to optimise the profit of secondary operator under

budget restrictions. However, due to the mutual spectrum sharing agreement be-

tween the operators, the targeted GoS cannot be always guaranteed. Therefore,

a post-optimisation analysis is needed to calculate the actual GoS in terms of

blocking probability. Hence, we derive the blocking probability formulae under a
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mutual agreement to share spectrum where the leased spectrum bandwidth may

be claimed back by the primary operators according to the operators internal de-

mand. We allow operators to dynamically access or handover part of the shared

spectrum according to their internal demand state.

The chapter is organised as follows: the proposed dynamic spectrum management

model is described in Section 6.2. Section 6.3 addresses the problem of spectrum

allocation in cellular networks and describes our mathematical programming for-

mulations to the problem. Section 6.3.8, presents blocking probability analysis

under resource sharing with multiple PNOs. In Section 6.4, we present our find-

ings. Finally, Section 6.5 summarises our conclusions.

6.2 Dynamic spectrum management model

We consider a cellular network to consists of S secondary network operators

(SNOs) and N , with size |N | = N , denote the set of primary network opera-

tors (PNOs) serving a region R, see Figure 6.1. Let L, with size |L| = L, be the

set of cells in the region.

Each operator in the network is licensed with an incumbent bandwidth consisting

of a set of component carriers, each of which can be allocated to support the oper-

ators’ subscribers. The antenna towers/masts at the centre of each cell i ∈ L are

shared among the operators. In the context of this cellular networks arrangement,

we only consider cells with an almost identical radio environment, which is visible

to all providers in each cell. An example of this setup is when a town or city

requires operators to use common towers for their antennas, due to the economy

of scale property of telecommunication industry.

Due to spectrum liberalisation, the PNOs |N | will have the freedom to lease their

spectrum bandwidths to the SNO. Leasing spectrum bandwidths would mean that

the secondary operator will have to pay a certain compensation to the primary
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operator for using the spectrum bandwidths, and naturally the amount of compen-

sation is expected to be proportional to the amount of allowed spectrum leasing

by the primary system. We assume that the compensation paid to the PNO is

in form of monetary value. The PNOs broadcast specific information about their

available bands for leasing and admission cost (per unit bandwidth) at each cell

i ∈ L at fixed identical intervals (e.g., every 2 hours). The lease conditions may

specify additional parameters such as the extent of spatial region for spectrum

use and maximum power. The compliant use of leased spectrum requires that

the SNO returns the spectrum to the PNO at the end of the lease interval. The

duration of each lease could be decided by the network providers under a mutual

agreement, and/or any other regulatory bodies’ conditions (e.g., minutes, hours,

days).

Figure 6.1: Network model for cellular network with N PNOs and S SNOs

6.2.1 Spectrum trading

We consider a spectrum market based on the merchant mode where PNOs inde-

pendently determine the size of the available spectrum for lease along with the

associated monetary value. The price of the available primary spectrum can be

determined by estimating the utilisation and demand in time and space [143].
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The available number of channels and the associated prices are then advertised

according to a take-it or leave-it policy and channels are assigned on a first-come,

first-served basis. No negotiation or bidding is conducted among network opera-

tors. Merchant mode is appropriate when the demand from the SNO is less than

the available spectrum [10]. For analytical purposes, in the analysis section we

have evaluated the proposed algorithms even for the case where the demand is

higher than the available spectrum, but only in a fraction of the controlled cells.

6.2.2 Service type and channel characteristics

New technologies such as the Universal Mobile Telecommunications System (UMTS)

and Long Term Evolution (LTE) have made possible a number of new services. In

addition to the voice telephone service with good speech quality, these include in

particular multimedia data services based on the Internet Protocol. In this system

model, secondary and primary network operators are assumed to support M types

of services, with |M| = M denotes the set of supported services. This is a realistic

assumption in today’s and future wireless cellular networks, where most network

operators can only support one service in a single location. For simplicity, we con-

sider all operators to support the same number of services, e.g., M = 3. The cells

|L| in region R are categorised by their type of supported service, which represents

the operating bandwidth range. As such, the SNO at cell i that support service j,

may only borrow spectrum bandwidths from other operators, which support the

same service category in the respective cell. Each PNO k ∈ |N | with services of

type j has the same channel size (e.g. 200 KHz).

The users which belong to the SNO are assumed to be capable of transmitting

and receiving over any spectrum band borrowed from the PNOs. This could be

achieved using non-contiguous OFDM technology [144]. The default cellular net-

working rule is that the users of a particular cell are restricted to access bandwidth
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allocated for the same cell. However, in resource sharing scenarios, the rule is re-

laxed, enabling the users to access the borrowed channels, which are acquired for

that cell by the Radio Network Controller (RNC). Borrowed channels are only

used by the SNOs in one cell which implies that spectrum spatial re-use is not

allowed in this work. The borrowed bandwidth is essentially to gain the rights to

use the spectrum bandwidth temporarily and spatially. The SNOs are not allowed

to use the spectrum bands which is borrowed in one cell for use in another cell to

eliminate possible interference.

6.2.3 Spectrum request processing

The SNO will continue to own their licensed spectrum and operate their existing

networks unaffected. However, they can utilise new spectrum bandwidths, which

can be dynamically obtained and configured from PNOs bands. The sharing pro-

cess begins when heavily loaded cells request additional resources from a lightly or

moderately loaded resource supply owned by the PNOs. This enables the SNOs

to enhance their bandwidth access and translate such spectrum sharing into cost

savings, which otherwise would need to split existing cells into smaller cells.

The SNO have temporal and spatial spectrum demand from their respective users,

which arrive according to a Poisson process with potential rate λij∀i, j ∈ |L| and

|M|, respectively. At each cell i in the operating area, the expected demand λi at

the SNO (e.g. for calls, video calls and mobile data applications) requires dedi-

cated channels. Inter-arrival times of a given cell is assumed to be independent of

other cells. However, during high demand periods for particular cells, SNO suffers

GoS degradation, where the blocking probability is high. In such periods, the

SNO opportunistically attempts to minimise its blocking probability to a certain

target value (e.g. 0.01). This requirement determines the spectrum resources (e.g.

number of orthogonal channels) for all i ∈ |L| have certain GoS to the end users.
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To obtain a suitable bandwidth that fulfils the necessary GoS, the SNO aims

to borrow spectrum channels from PNOs, which share the same cell. The SNO

pays the PNO(s) admission fees for the spectrum resource access per unit band-

width, for a predetermined interval of time. A secondary operator can borrow

frequency spectrum from the set of primary operators |N | simultaneously or in

short succession. The available spectrum channels and the associated admission

cost can be viewed as a function of cell index (location), type of band, incum-

bent network operator and time. Typically, the admission cost is proportional to

the number of the operator’s own occupied channels, however, for simplicity in

this paper we model this process as a discrete random variable with non-negative

real values. The PNOs announce their available spectrum size and the associated

admission costs. Such information is advertised at the beginning of each trading

window. The PNOs periodically determine the maximum available spectrum for

release and the associated cell location. However, in this system model we do not

set a minimum release requirement, also called relaxed release threshold, which

enables the SNO to borrow the appropriate spectrum size without the need for

over-borrowing. This further increases the efficiency of spectrum borrowing. The

available spectrum bandwidth is modelled as a discrete with non-negative integer

values. Spectrum demand can be obtained by using a predictive model based on

historical traffic measurements or from expected subscribers’ bandwidth inputs.

The spectrum demand is used to generate acquisitions for various combination of

channels from the PNOs. SNO determines the selection of bandwidths depending

on the objectives of the network and the resources available. Allocation and de-

allocation of spectrum is done at fixed intervals, allowing the network to predict

transitions and permit higher level protocols to adapt to a certain connectivity

disruptions [10].

Once the leased spectrum is active and operational, users, who are subscribed

to the respective SNO cells recognise the borrowed bandwidth as part of their

respective network resources and are allowed to operate over the newly borrowed
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spectrum for the entire duration of the lease. The duration of each lease could be

decided by the network providers (e.g., minutes, hours, days).

6.3 Problem formulation

Considering the system model described in Section 6.2, the problem now becomes

how the RNC of an SNO acquires additional spectrum from the PNOs. The spec-

trum borrowing can be performed by considering one of the following objectives:

• to minimise borrowing cost in each time slot by selecting the lowest cost

combinations of available spectrum from the primary networks to achieve a

specified GoS and

• to maximise profit in each time slot by borrowing the highest profit com-

binations of available spectrum from the primary networks under restricted

budget to achieve a specified GoS.

In principle, the RNC’s objective is to minimise overall operating cost or to max-

imize revenue for an SNO as well as to maximize utility to the end users.

6.3.1 Modelling assumptions

In this subsection we identify the part of network information which is assumed

to be known to the SNOs:

• arrival rate of the sth SNO at ith cell for jth type of spectrum band λsij , ∀s, i, j,

• service rate of the sth SNO at ith cell for jth type of spectrum band

µsij , ∀s, i, j,
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• available bandwidth of the sth SNO at ith cell for jth type of spectrum band

wsij , ∀s, i, j,

• borrowing cost of the sth SNO for unit bandwidth from the PNOs at ith

cell for jth type of spectrum band cijk, ∀i, j, k (which are assumed to be

announced periodically by the PNOs),

• allocated budget for borrowing bandwidths to the sth SNO at ith cell for

jth type of spectrum band from the PNOs bsij , ∀s, i, j, and

• available bandwidth of the kth PNO at ith cell for jth type of spectrum

band aijk, ∀i, j, k, (which are assumed to be announced periodically by the

PNOs).

Time is divided into equal-length slots T = {0, 1, 2, . . .}. At each time slot t ∈ T
the process of aggregated channel borrowing is repeated. We use the time indicator

(t) to emphasise the vector’s dependency on time. Trading of bandwidth is done

between primary and secondary providers separately in each of successive time

windows of a particular duration. Henceforth, we focus on the process of channel

borrowing and optimisation in a single window.

6.3.2 Notations used in Problem 1 and Problem 2:

Let us define the following quantities which are used later in the mathematical the

programming problems (Problem 1 and Problem 2 ):

cijk(t) := cost of unit bandwidth to be borrowed from the kth PNO for the j type

spectrum bandwidth at the ith cell during time interval t, where cijk(t) ∈ R
L×Nij

≥0(
cijk(t) > 0

)
and Nij is the number of PNOs in the ith cell for the jth type of

spectrum bandwidth and L is the number of cells in the region R.
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xijk(t) := unit of spectrum bandwidths (or sub-bands) to be borrowed from the

kth PNO for the j type of spectrum bandwidth at the ith cell during time interval

t, where xijk(t) ∈ R
L×Nij

≥0 .

θijk(t) := intrinsic quality of the PNOs’ spectrum (e.g. the extent of the coverage

area and/or maximum allowable transmit power), where {θij1, θij2, . . . , θijk, . . . , θL×N}.

psij(t) := target blocking probability for the j type of spectrum bandwidth at the

ith cell during time interval t for the secondary network operator.

aijk(t) := unit bandwidth available from the kth PNO to be leased to the sth SNO

for the jth type of spectrum bandwidth at the the ith cell during time interval t,

where aijk(t) ∈ R
L×Nij

≥0 .

rsij(t) := unit bandwidth required to satisfy the target blocking probability pij(t)

for the the sth SNO for the jth type of spectrum bandwidth at the ith cell during

time interval t, where rij(t) ∈ RL
≥0.

γijk(t) := the expected profit for the borrowing unit bandwidth from the kth PNO

for the jth type of spectrum bandwidth at the ith cell during time interval t, where

γijk(t) ∈ RL×Nij .

6.3.3 Spectrum allocation by minimising borrowing cost

We now formulate the spectrum allocation problem, that is, how much spectrum

bandwidths to be borrowed from each PNO to keep the blocking probability at

a specific level, for instance, at 1%. Given a set of possible available spectrum

resources {aijk(t)} and their associated prices {cijk(t)}, the problem is to find the

feasible set of spectrum bandwidths {xijk(t)} by minimising the total borrowing

cost. The PNOs set their prices according to the maximum allowed transmit power
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$ijk and the pricing coefficient ϕijk, which can be expressed as [24]

cijk =

 ∑
k∈ aijk

[
log

(
1 +

hij $ijk

%i

)
− ($ijk · ϕijk)

] · (aijk)−1 (6.1)

where hij is the average aggregated channel gain for the ith cell and jth type of

spectrum bandwidth, %i is the additive noise received by SNO users at cell i and

ϕijk represents pricing coefficient of PNO k for the SNO in the ith cell for causing

each unit of interference. Equation (6.1) shows that PNOs select prices in a way

such that the collective preference order of transmit power, channel gain and noise

are retained. This cancels the intuition that prices are selected so that all channels

available for borrowing are equally preferable to a secondary. In addition, each

PNO incurs a minimum cost X(min) when it leases its channel to the SNOs and

therefore it is not possible to select a price lower than X(min) such that

cijk =

RHS of Eq. (6.1), RHS of Eq. (6.1) ≥ X(min)

X(min), otherwise.

(6.2)

Resource acquisition in this case for the sth SNO is obtained by solving the fol-

lowing optimisation problem:

Problem 1:

minimise

 L∑
ij=1

Nij∑
k=1

cijk(t) · xijk(t) · θijk(t)

 , (6.3)

subject to
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arg min
xijk∀i,j,k

Pr
(
λsij(t), µsij(t), ωsij

)
≤ psij(t), ∀s, ij, k (6.4)

xijk(t) ≤ aijk(t), ∀ij, k (6.5)
Nij∑
k=1

xijk(t) ≤ rsij(t), ∀s, ij, k (6.6)

where ωsij =
∑Nij

k=1 xijk(t) + wsij is the total bandwidth (available and borrowed

bandwidth from the PNOs). In contrast to the formulation of Problem 1, bor-

rowing cost for each cell i can be calculated as
∑Nij

k=1 cijk(t) · xijk(t) · θijk(t).
The parameter θijk(t) (0 ≤ θijk(t) ≤ 1) defines the intrinsic quality by weighing

the cost of borrowing spectrum bandwidths. The intrinsic quality represents the

quality of the available heterogeneous aggregated channels to carry the data for

transmission. Therefore, the price per unit bandwidth in each PNO can vary, i.e.,

cijk(t) Q cij l(t), ∀ij and ∀k, l with k 6= l. We thus refer to this pricing scheme as

non-uniform pricing.

The constraint (6.4) in Problem 1 guarantees that the sth SNO is borrowing enough

to fulfil its demand. The blocking probability in constraint (6.4) is a non-linear

function of spectrum bandwidth for each cell. Therefore, the above optimisation

problem is considered as a non-linear optimisation, which can be solved in two

phases:

• Phase 1: Stochastic modelling

In this phase the SNOs set the target blocking probability for each cell (e.g.,

psij = 0.01, ∀ij). Then SNOs calculates the bandwidth rsij(t) required to

achieve the target blocking probability psij(t) for each cell i. Next the SNO

finds the amount of bandwidth required to borrow from primary networks.

We assume that the channel request rates and service rates follow Markov

processes (i.e., inter-arrival and service times are exponential) for all PNOs

and SNOs. A channel request is immediately lost if it finds the system busy,
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which implies that networks operate independently in a non-cooperative way.

This is referred to as an Erlang loss system [100, 129]. Loss system is the

key modelling approach in wireless telecommunication networks and blocking

probability is the main performance measure to study the blocking behaviour

of traffic such as voice and live video streaming. Voice and multimedia in

wireless networks are arguably the highest experienced traffic demand by

operators. Such real-time (elastic) traffic is modelled using a loss system

as opposed to delay (buffered) system and hence it is used in this paper.

Under a loss system the well-known blocking probability for the jth type

of spectrum bandwidth at the ith cell of the sth SNO can be given by the

Erlang B formula as

psij(t) =
1

wsij !

(
λsij(t)

µsij(t)

)wsij

[wsij∑
n=0

1

n!

(
λsij(t)

µsij(t)

)n]−1

. (6.7)

where λsij(t), µsij(t) and wsij are arrival rate, service rate and existing ca-

pacity of the sth SNO, respectively. Note that during the post-optimisation

analysis new blocking probability formula are developed to accommodate

sharing and interaction between operators in Section 6.3.8

Now with the existing bandwidth wsij , we first calculate the total required

bandwidth τsij(t) to achieve the target blocking probability for the ith cell

of the SNO

τsij(t) = f−1
(
Pr
(
λsij(t), µsij(t), wsij

))
. (6.8)

where f−1(·) is the inverse function of P(b)(t) (equation 6.7) used to derive

the required capacity over the existing capacity. As the function is non-

linear in λsij(t), µsij(t) and τsij(t), it is not easy to get an explicit expression

for τsij(t) for a given target blocking probability. However, it is possible to

calculate τsij(t) iteratively for given values of λsij(t), µsij(t) and a target

blocking probability psij(t). Subtracting the existing bandwidth wsij from
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the total required τsij(t), we obtain the required bandwidth rsij(t) at the ith

cell of the SNO during time interval t

rsij(t) = τsij(t)− wsij . (6.9)

Now the problem is to find the feasible set of bandwidth xijk(t) from the

PNOs which minimises the borrowing cost. This is done in the next mathe-

matical programming phase.

• Phase 2: Mathematical programming

In this phase, we set up the borrowing cost cijk(t) and the maximum possible

bandwidth available aijk(t). The borrowing decisions of the SNO are made

subject to the lowest price from the set {aijk(t)}. The decision variable xijk(t)

in this context can be a combination of a number of acquisitions, e.g., SNO

selects the lowest price from the available set of bandwidths from the PNOs.

If the acquired resources aijk(t) are insufficient to reach the target blocking

probability pij(t) (i.e., rijk(t) − aijk(t) > 0), then the SNO borrows from

the remaining bandwidths from the set aijk(t) 6∈ {aij1(t), aij2(t), . . . , aijN(t)}
for which the cost is minimum. If the required blocking probability pij(t) is

reached, then the SNO stops acquiring new spectrum bandwidths until the

next time interval (t+ 1).

Once the problem is solved, the new blocking probability for the sth SNO can be

calculated as

P(bnewsij
)(t) = Pr

λsij(t), µsij(t),
wsij +

Nij∑
k=1

xijk(t)


=

1

ωsij !

(
λsij(t)

µsij(t)

)ωsij

[ωsij∑
n=0

1

n!

(
λsij(t)

µsij(t)

)n]−1

, (6.10)

where
ωsij = wsij +

Nij∑
k=1

xijk(t). (6.11)
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Consequently, the sth SNO will achieve the blocking probability with the required

amount of bandwidths satisfying the target blocking probability psij(t) or with the

highest possible borrowed bandwidths which is mathematically expressed as

P(bnewsij
)(t) =

psij(t),
∑Nij

k=1 aijk(t) ≥ rsij(t)

P(bnewsij
)(t), otherwise.

(6.12)

Algorithm 6.1 Optimal spectrum borrowing

1: Initialisation: Number of cells in the network = L, number of operators in

the network = N and number of types of spectrum bands = M .

2: Calculate rij ∀i, j which satisfies pij , and get cijk and aijk ∀i, j, k.

3: for every time slot (t) do

4: for all cells i← 1 : L do

5: for all PNOs k = 1 : N do

6: Solve the nonlinear stochastic Problem 1 s.t. constraints (6.4), (6.5)

and (6.6)

7: end for

8: end for

9: end for

10: return

6.3.4 Spectrum allocation using the heuristic algorithm

In this approach, spectrum acquisition is performed randomly as illustrated in

Algorithm 6.2. The optimal borrowing cost using this algorithm can only be

found randomly from the set of capacity values aijk by satisfying the constraints

in equation (6.5) and (6.6).
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Algorithm 6.2 Heuristic spectrum borrowing

1: Initialisation: Number of cells in the network = L, number of operators in

the network = N and number of types of spectrum bands = M .

2: Calculate rij ∀i, j which satisfies pij , and get cijk and aijk ∀i, j, k.

3: for every time slot (t) do

4: for all cells i← 1 : L do

5: Set xijk ← {φ}, where {φ} is an empty set.

6: Set counter←∑
k xijk.

7: Choose a random integer n ∈ {1, 2, . . . , N}.
8: for all PNOs k = n : N 1 : (n− 1) do

9: if 0 < aijk > (rij − counter) then

10: xijk ← (rij − counter).

11: BREAK

12: else if aijk > 0 & counter < rij then

13: xijk ← aijk.

14: counter← counter + xijk.

15: else

16: xijk ← 0.

17: end if

18: end for

19: end for

20: end for

21: return

For all i, j and k, equation (6.6) ensures that the SNO does not borrow more

than the network’s bandwidths demand by controlling the borrowed spectrum

bandwidth size in each iteration, which can be expressed mathematically as
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xijk(t) =

aijk(t), rij(t) ≥ aijk(t)

rsij(t), otherwise.

(6.13)

This scenario can also be regarded as round-robin scheduling algorithm, where

SNOs randomly gain access to the PNOs’ available spectrum, and the PNOs serve

one SNO in each turn. The resource allocation in algorithm 6.2 evolves in two

main discrete steps:

• compute the spectrum demand in each cell rij , ∀i, j from equation (6.9)

• randomly obtain xijk subject to equations (6.5) and (6.6) from the vector aijk

In the heuristic formulation, the cost of spectrum access is not considered, where

spectrum acquisition is performed randomly from the set {aijk}. Note that when∑
aijk ≤ rij the feasible set {xijk} is equal for both formulations. We also note

that when
∑Nij

k=1 aijk(t) > rij(t), the optimal and heuristic algorithm may achieve

the same outcome in terms of total borrowing cost, however, this is a result of

randomness in the selection process with probability

P (selecting optimal bandwidths) =



1

N
aijk ≥ rij ,∀ij

1∣∣{āij ..}∣∣ ∑
m{āij lm, ∀l,m} ≥ rij , ∀ij

1
∑Nij

k=1 aijk ≤ rij , ∀ij
(6.14)

where {āij lm, ∀l,m} ⊂ {aijk, ∀ij , k}, and
∣∣{āij ..}∣∣ is the number of subsets in the

set {āij ..} which satisfy the bandwidth requirement for the ith cell with the jth

type of spectrum band.
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Remark 6.1. In Problem 1, the objective function and all constraints are linear

except for the constraint (6.4). Once we calculate the required bandwidth for

the ith cell using the non-linear constraint (6.4) iteratively we then solve the

optimization Problem 1 using Algorithm 6.1. With the remaining constraints

the optimization problem is solved by the well-known revised simplex method.

However, the computational complexity in Algorithm 6.1 is polynomial time, i.e.

O(n) time. The computational time increases linearly with number of cells and

number of PNOs. The heuristic counterpart, Algorithm 6.2, arbitrarily borrows

bandwidths from the PNOs until the target blocking probability of the SNO is

achieved. Since the algorithm finds a solution by performing a combinatorics

satisfying a set of constraints, the computational complexity is quadratic time, i.e.

O(n2) with number of PNOs (N) and exponential time, i.e. 2n with number of

cells (L). Note that the Algorithm 6.2 does not guarantee the optimal solution

and the probability of finding an optimal solution by the heuristic algorithm is

given in equation (6.14).

6.3.5 Expected profit maximisation under a restricted bud-

get

In this section, we formulate the second spectrum allocation problem that illus-

trates how much spectrum bandwidths is to be borrowed from each PNO to

keep the blocking probability at a specific level. Given a set of possible avail-

able spectrum resources {aijk(t)}, their associated prices {cijk(t)} and expected

profit {γijk(t)}, the problem is to find the feasible set of spectrum bandwidths

{xijk(t)} by maximising the total profit of the SNO, under an allocated budget

and performing the selection according to the highest possible profit combination.

Resource acquisition in this case is obtained by solving the following optimisation

problem:

Problem 2:
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maximise

 L∑
i=1

M∑
j=1

Nj∑
k=1

γijk(t) · xijk(t)

 (6.15)

subject to

arg min
xijk∀i,j,k

Pr
(
λsij(t), µsij(t), ωsij

)
≤ psij(t), ∀s, ij, k (6.16)

xijk(t) ≤ aijk(t), ∀ij, k (6.17)
Nij∑
k=1

xijk(t) ≤ rsij(t), ∀s, ij, k (6.18)

Nij∑
k=1

cijk(t) · xijk(t) ≤ bsij , ∀s, ij, k, (6.19)

where γijk(t) consists of two parts: the expected revenue vij(t) and cost cijk(t),

which can be obtained as

γijk(t) = vijk(t)− cijk(t). (6.20)

Here

vijk(t) = f
(
βij(t), θijk(t)

)
, (6.21)

where βij(t) is the selling price per unit bandwidth for the ith cell and jth type

service during time period t. In equation (6.21), the expected revenue vijk(t) is

the function f(·) of the selling price βijk(t) and the intrinsic quality (θijk(t)) which

may take, in general, a non-linear form. In the simplest case, the function can be

defined as

vijk(t) = βijk(t) ·
[
−e−θijk(t)

]
. (6.22)

We consider the the intrinsic quality per unit bandwidth (θijk(t)) for each PNO,

which can vary, i.e., θijk(t) Q θij l(t), ∀ ij and ∀ k, l with k 6= l according to the
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spatial structure of the base stations, allowed transmission power, bandwith types,

etc. In this problem formulation, the parameter θijk(t) influences the optimal

spectrum borrowing decisions.

The revenue earned through the sale of the borrowed bandwidth can be equal,

higher or lower than the cost. However, for simplicity, we model the revenue vijk(t)

earned through the sale of the borrowed bandwidth to exceed the borrowing cost,

i.e., vijk(t) > cijk(t) due to the assumption that the profit of the SNO for borrowing

a unit bandwidth is always positive.

The inequality constraint in equation (6.19) implies that the SNO maximises its

profit by taking into account the limitations imposed by the cost of the utility

and the maximum allowable expenditure which the SNO can spend for borrowing

spectrum demand in each cell. Next, we solve the above non-linear optimisation

problem in two phases:

• Phase 1: Stochastic modelling

In the first phase, the same steps are performed using equation (6.16) as

for solving Problem 1. The SNO calculates the spectrum demand to meet

its time varying target blocking probability over time and location. The

spectrum demand is adjusted dynamically based on the network information

provided by the expected cell demand, service rate and existing spectrum

bandwidth.

• Phase 2: Mathematical programming

In the second phase, we set up the vectors {cijk(t)}, {aijk(t)} and {γijk(t)}.
The borrowing decisions of the SNO are made subject to achieving the max-

imum profit for each acquisition from the PNOs. In Problem 1, the budget

restriction is not considered, where the SNO is allowed to make spectrum

bandwidth borrowing until it meets the spectrum demand, i.e.,
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Nj∑
k=1

xijk(t) = rij(t), assuming

Nj∑
k=1

aijk(t) ≥ rij(t). (6.23)

Algorithm 6.3 Optimal spectrum borrowing under restricted budget

1: Initialisation: Number of cells in the network = L, number of operators in

the network = N and number of types of spectrum bands = M .

2: Calculate rij ∀i, j which satisfies pij , and get cijk, aijk, γijk and θijk(t) ∀i, j, k.

3: Set maximum allowed budget expenditure for every cell bij .

4: for every time slot (t) do

5: for all cells i← 1 : L do

6: for all PNOs k = 1 : N do

7: Solve the nonlinear stochastic Problem 2 s.t. (6.16), (6.17), (6.18)

and (6.19)

8: end for

9: end for

10: end for

11: return

However, in this formulation, the borrowing capacity of the SNO is restricted

to budget allocation bij . Note that in the case where the SNO’s budget is

too small to provide the required GoS, then Problem 2 is infeasible. The

SNO only achieves a best effort service to minimise the blocking probability

so far as the budget permits.
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6.3.6 Spectrum allocation using the heuristic algorithm

under budget constraint

In this subsection, we solve the problem of spectrum allocation under budget con-

straint by a heuristic bandwidth selection algorithm (Algorithm 6.4). The algo-

rithm performs all the steps as in Algorithm 6.3. However, Algorithm 6.4 does not

perform spectrum selection according to the highest possible profit combination

from the set {aijk}, rather runs on randomly selected combination from the set

{aijk} to satisfy the spectrum demand rij . The optimal profit using Algorithm 6.4

can only be found from the set of capacity values {aijk} satisfying the constraints

in equation (6.17), (6.18) and (6.19) with probability given in equation (6.14). To

satisfy the constraints in equation (6.17), (6.18) and (6.19) we use

xijk(t) =


aijk(t), rsij(t) ≥ aijk(t), bsij ≥ cijk,

rsij(t), rsij(t) < aijk(t), bsij ≥ cijk,

0, bsij < cijk or rsij(t) = 0.

(6.24)
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Algorithm 6.4 Heuristic spectrum borrowing under restricted budget

1: Initialisation: Number of cells in the network = L, number of operators in

the network = N and number of types of spectrum bands = M .

2: Calculate rij ∀i, j which satisfies pij , and get cijk, aijk, γijk and θijk(t) ∀i, j, k.

3: Set maximum allowed budget expenditure for every cell bij .

4: for every time slot (t) do

5: for all cells i← 1 : L do

6: Set xijk ← {φ}, where {φ} is an empty set.

7: Set counter←∑
k xijk.

8: Choose a random integer n ∈ {1, 2, . . . , N}.
9: for all PNOs k = n : N and 1 : (n− 1) do

10: if (0 < aijk) ≤ (rij − counter) & (cijk ∗ aijk) ≤ bij then

11: xijk ← aijk.

12: counter← counter +
∑
xijk.

13: bij ← bij −
∑

(xijk ∗ cijk).
14: else if (aijk > 0) & cijk ≤ (bij − counter) & (aijk ∗ cijk) ≥ bij then

15: xijk ←
⌊
bij
cijk

⌋
where bxc means the floor of x.

16: counter← counter +
∑
xijk.

17: bij ← bij −
∑
xijk. ∗ cijk.

18: else if counter ≤ rij & aijk > 0 & aijk ≥ (rij − counter) & (aijk ∗
cijk) ≤ bij then

19: xijk ← rij − counter.

20: counter← counter +
∑
xijk.

21: bij ← bij −
∑
xijk. ∗ cijk.

22: break

23: else if counter ≤ rij & aijk > 0 & aijk ≥ (rij − counter) & (aijk ∗
cijk) ≥ bij then

24: xijk ← min

{⌊
bij
cijk

⌋}
.

25: counter← counter +
∑
xijk.
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Algorithm 6.4 (continued) Heuristic spectrum borrowing under restricted budget

26: bij ← bij −
∑
xijk ∗ cijk.

27: else if

28: then

29: xijk ← 0.

30: end if

31: end for

32: end for

33: end for

34: return

Remark 6.2. Like Problem 1, in Problem 2 we have the non-linear constraint

which is solved iteratively and then the whole problem is solved by the revised

simplex method. Therefore, Algorithm 6.3 is polynomial time and the heuristic

counterpart (Algorithm 6.4) is again quadratic time/exponential time depending

on number of cells and PNOs.

6.3.7 Spectrum demand-supply strategy

In general, due to large amount of cells and small borrowing time, SNOs will

demand spectrum at different trade windows in different cells. However, when

multiple SNOs demand spectrum at the same trade window t and the same cell i,

the available spectrum is shared in a distributed manner between SNOs to ensure

fairness in resource allocation. This can be accomplished by the following steps:

1. calculation of the required demand of each SNO in the network {r1ij(t,m), . . . ,

rsij(t,m), . . . , rSij(t,m)} where m indicates the iteration count and t repre-

sents the trade window,
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2. calculation of the available spectrum by the following formula

aijk(t,m) =
aijk(t, (m− 1))[
S(t)− gij(t,m)

] (6.25)

where S(t) is the number of SNOs that demand resources at trade window

t, and

gij(t,m) = gd(t,m− 1) + gb(t,m− 1), (6.26)

where gd(t,m−1) is the number of SNOs in the cell with satisfied bandwidth

demands in the previous step and gb(t,m− 1) is the number of SNOs which

have reached the budget threshold (with gb(t, ·) = 0 for optimization Problem

1),

3. optimization is performed by the SNOs to acquire resources from the PNOs,

and

4. adjustment occurs on the allocation of spectrum bandwidths considering

the supply from the PNOs and demand of the SNOs and repeated until all

demand has been allocated.

Note that the proposed approach handles demands by giving equal access to the

available channels to the secondary operators. This solution allows us to optimally

allocate every spectrum in an on-line manner. The model which captures the

competition between operators by evaluating competing bids has been addressed

by several authors, for instance, Lin Gao et al. in [145] who used Vickrey-Clarke-

Groves (VCG) auction which may yield an optimal solution.

6.3.8 Performance analysis under resource sharing between

the SNO and PNOs

In the optimisation problems above, the PNOs lease part of their spectrum re-

sources to the SNO for monetary benefits. The leasing and borrowing was based
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on expected demand and available spectrum resources. However, the demand in

the PNOs may change during trading window causing one or more of PNOs’ state

to change from the underloaded to overloaded and their blocking probability would

increase. As a consequence, a PNO may react by deviating part or all of its leased

spectrum resources under mutual agreement, which results in reducing the size of

the shared spectrum resources. This dynamic mechanism affects the performance

of all operators involved in the trading. The complexity of the problem depends

primarily on the number of PNOs involved and the level of interactions between

them. In this chapter we will consider three cases as follows:

6.3.8.1 Case 1: SNO is sharing with three PNOs

Consider a cell consisting of an SNO with capacity c0 and three PNOs with ca-

pacity c1, c2 and c3. Under a sharing agreement all three PNO share part of their

resources c′1, c
′
2 and c′3, respectively with the SNO determined using the optimi-

sation approach discussed in the previous sections. These resources may also be

used by the corresponding PNO under mutual agreement. A state of this network

is a vector

n = (n0, n1, n2, n3, n01, n02, n03, n11, n22, n33)

where ni are the number of channel requests in progress in the secondary operator

and primary operators 1, 2, 3 respectively, n0i, i = 1, 2, 3 are the number of channel

requests in the shared resources of the ith primary operator from the secondary

operator and nii, i = 1, 2, 3 are the number of calls of the ith primary operator

on its own shared resources. The states n are restricted due to resource sharing

constraints. The set of feasible states can be written as

Ωs = {n : An ≤ s} (6.27)
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where A is a d×10 matrix, and s is a d-vector, where d is the number of constraints.

The network topology is reflected in the matrix A, and the vector s.

Let calls arrive to the secondary and ith primary operators according to a non-

homogeneous Poisson process, with rates λ(t) and λi(t) at time t. These calls are

admitted if n + ei ∈ Ωs, where ei is the ith unit vector with 1 in place i and 0

elsewhere. When all c0 resources of the secondary operator is full then calls are

diverted and admitted to the ith primary operator if n + e0i ∈ Ωs, where e0i is

the ith unit vector. Similarly, being all ci resources occupied calls are diverted to

its shared resources c′i for the ith primary network if n + eii ∈ Ωs, where eii is the

ith unit vector. Assume that admitted calls in secondary and primary operators

i have exponential holding times with rates µ(t) and µi(t) respectively at time

t. Under these assumptions, the network can be modeled as a non-homogeneous

continuous time Markov chain X(t) = (Xi(t), X0i(t), Xii(t); i = 1, 2, 3, t ≥ 0)

that records the number of channel requests in progress from all operators. The

state space of the Markov chain is specified in (6.27), and its transition rates

Q(t) = (q(n,n′, t),n,n′ ∈ Ωs) are given by

q(n,n′, t) =



λ(t) n′ = n + e1 or n′ = n + e0i, if n0 = c0, i = 1, 2, 3

λi(t) n′ = n + ei or n′ = n + eii, if ni = ci, i = 1, 2, 3

nµ(t) n′ = n− e1

niµi(t) n′ = n− ei, i = 1, 2, 3

n0iµi(t) n′ = n− e0i, i = 1, 2, 3

niiµi(t) n′ = n− eii, i = 1, 2, 3

0 otherwise.

(6.28)

Theorem 6.3. The closed-form solution of n channel requests in progress at time

t is given by equation (6.29).
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P (n, t) = K−1

[
ρ(n+n01+n02+n03)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
·
[
ρ

(n3+n33)
3 (t)

]
(n0 + n01 + n02 + n03)! (n1 + n11)! (n2 + n22)! (n3 + n33)!

∀ n ∈ Ωs

(6.29)

where K is the normalising constant and given by

K =
∑
n∈Ωs

[
ρ(n+n01+n02+n03)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
·
[
ρ

(n3+n33)
3 (t)

]
(n0 + n01 + n02 + n03)! (n1 + n11)! (n2 + n22)! (n3 + n33)!

.

(6.30)

Proof. Define the state probabilities

P (n, t) := Pr(X(t) = n), n ∈ Ωs, t ≥ 0 (6.31)

with initial condition P0(n) = Pr(X(0) = n). Since the network has a finite

state space, these probabilities are the unique solution of the Kolmogorov forward

equations given in (6.32) for n ∈ Ωs, t > 0.
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The Kolmogorov forward equations can be defined as

dP (n, t)

dt
=

[
λ(t) ·

(
1(n0 < c0) + 1(n0 = c0 ∩i∈{1,2,3} n + e0i)

)
+

3∑
i=1

λi(t) ·
(
1(ni < ci)

+ 1(ni = ci ∩ n− eii)
)]
· P ((n− ei), t) + (n+ 1)µ(t)P ((n + ei), t)

+
3∑
i=1

(n0i + 1)µi(t) · P (n + e0i)−
[
λ(t) ·

(
1(n0 < c0) + 1(n0 = c0 ∩i∈{1,2,3} n + e0i)

)
+

3∑
i=1

λi(t) ·
(
1(ni < ci) + 1(ni = ci ∩ n− eii) + nµ(t) +

3∑
i=1

n0iµi(t)
)]
P (n, t)

(6.32)

where 1(A) is the indicator function for an event A.

Equations in (6.32) can be written in the operator form as given by

dP(t)

dt
= P(t) Q(t), P(0) = P0, t > 0 (6.33)

where P(t) is the vector of probabilities P(n, t). The formal solution of the equa-

tion (6.33) is given by

P(t) = P0EQ(t), t ≥ 0 (6.34)

where EQ(t) is the time-ordered exponential of the generator Q(t), that is the

unique operator solution to the equation

dEQ(t)

dt
= EQ(0) Q(t), t ≥ 0 (6.35)

where EQ(0) = I, the identity operator. The unique solution of the Kolmogorov

forward equations (6.32) is then given by the equation (6.29).
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The blocking probability formula can then be derived from the closed-form solution

(6.29). The blocking probability for an operator i (ith operator could be the SNO

or a PNO), is then given by

Pbi(t) =
∑
n∈SR

P (n, t)

=

∑
n∈SR

[
ρ(n+n01+n02+n03)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
·
[
ρ

(n3+n33)
3 (t)

]
(n0 + n01 + n02 + n03)! (n1 + n11)! (n2 + n22)! (n3 + n33)!

∑
n∈Ωs

[
ρ(n+n01+n02+n03)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
·
[
ρ

(n3+n33)
3 (t)

]
(n0 + n01 + n02 + n03)! (n1 + n11)! (n2 + n22)! (n3 + n33)!

∀ n ∈ Ωs

(6.36)

where the set SR is the restricted state space, and varies for the SNO and PNOs.

For the SNO, it is defined as

SR =
{
n ∈ Ωs | (n0 = c0∩n01 +n11 = c′1∩n02 +n22 = c′2∩n03 +n33 = c′3)

}
, (6.37)

and for the ith PNO, SR can be replaced by Si and defined as

Si =
{
n ∈ Ωs | (ni = ci ∩ n0i + nii = c′i)

}
, i = 1, 2, 3. (6.38)

6.3.8.2 Case 2: SNO is sharing with two PNOs

When two primary operators (1 and 2) are sharing with the SNO, the product

form solution (6.29) takes the following form
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P (n, t) = K−1

[
ρ(n+n01+n02)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
(n0 + n01 + n02)! (n1 + n11)! (n2 + n22)!

∀ n ∈ Ωs
(6.39)

where

K =
∑
n∈Ωs

[
ρ(n+n01+n02)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
(n0 + n01 + n02)! (n1 + n11)! (n2 + n22)!

. (6.40)

The blocking probability formula for the ith operator can be given by

Pbi(t) =
∑
n∈SR

P (n, t) =

∑
n∈SR

[
ρ(n+n01+n02)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
(n0 + n01 + n02)! (n1 + n11)! (n2 + n22)!

∑
n∈Ωs

[
ρ(n+n01+n02)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
(n0 + n01 + n02)! (n1 + n11)! (n2 + n22)!

∀ n ∈ Ωs

(6.41)

where the set SR is again the restricted state space, and varies for the SNO and

PNOs. For the SNO, it is defined as

SR =
{
n ∈ Ωs | (n0 = c0 ∩ n01 + n11 = c′1 ∩ n02 + n22 = c′2)

}
, (6.42)

and for the ith PNO, SR can be replaced by Si and defined as

Si =
{
n ∈ Ωs | (ni = ci ∩ n0i + nii = c′i)

}
, i = 1, 2. (6.43)



Chapter 6. Dynamic spectrum sharing optimisation and post-optimisation
analysis 136

6.3.8.3 Case 3: SNO is sharing with one PNO

Under the sharing agreement when only the primary operator 1 is sharing with

the secondary operator the equation (6.29) takes the following form

P (n, t) = K−1

[
ρ(n0+n01)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
(n0 + n01)! (n1 + n11)!

∀ n ∈ Ωs
(6.44)

where

K =
∑
n∈Ωs

[
ρ(n0+n01)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
(n0 + n01)! (n1 + n11)!

. (6.45)

The blocking probability formula for the ith operator is given by

Pbi(t) =
∑
n∈SR

P (n, t) =

∑
n∈SR

[
ρ(n+n01)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
(n0 + n01)! (n1 + n11)!

∑
n∈Ωs

[
ρ(n+n01)(t)

]
·
[
ρ

(n1+n11)
1 (t)

]
(n0 + n01)! (n1 + n11)!

∀ n ∈ Ωs (6.46)

where the set SR is again the restricted state space, and varies for the SNO and

PNOs. For the SNO, it is defined as

SR =
{
n ∈ Ωs | (n0 = c0 ∩ n01 + n11 = c′1)

}
, (6.47)

and for the ith PNO, SR can be replaced by S1 and defined as

S1 =
{
n ∈ Ωs | (n1 = c1 ∩ n01 + n11 = c′1)

}
. (6.48)
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6.4 Analysis and results

In this section, we show the analysis of optimal borrowing solutions by Algorithms

6.1 and 6.3 corresponding to the cost minimisation and profit maximisation with

restricted budget scenarios, respectively. To explore the advantages of the pro-

posed formulations, we compare the results from Algorithm 6.1 and 6.3 with a

heuristic spectrum selection formulation by Algorithm 6.2 and 6.4, respectively.

We simulate the functionalities of the network management, which are necessary

to generate the optimal solution and to compare with the heuristic spectrum se-

lection algorithms. We consider one SNO and four PNOs (N = 4) to simulate the

dynamics of the merchant mode resource sharing mechanism.

Selecting different number of PNOs would have an effect on the cost of borrowing

as well as the profit made by the SNO. It is pertinent to note that, as we increase

the number of PNOs, the difference in gain between our proposed method and

the heuristic becomes more conspicuous, with the advantage being greater for our

proposed solution. On the other hand, if a small number of PNOs (e.g., N < 3) is

selected, the performance of the two solutions would match with higher probability.

For simplicity and clarity we only pick N = 4 for analysis. However, our proposed

model can be configured with any number of PNOs and SNOs.

Some parameters are determined randomly by the algorithms with specific distri-

bution (e.g., λi, µi, wi) and other parameters are preset (e.g., L, pij). We have

varied the parameters in each cell of the network to see how they affect the cost

of the borrowing and the amount of profit made. The algorithms are tested for

different scenarios subject to those network parameters.

6.4.1 Cost analysis under target performance (Problem 1)

In the simulation, we consider the PNOs spectral usage for all cells L, where four

base stations of primary network operators in each cell are deployed (collocated
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topology), e.g., the case in densely populated cities. The demand of service for

each provider (primary or secondary) varies over time and location. We assume

the spectral utilisation of secondary provider at time interval t is high whereas

the primary operators are underloaded in the same time interval and at the same

location. The number of idle spectrum resources of PNOs and the level of spectrum

demand of the SNO vary over time and location.

Figure 6.2: Cost of optimal and heuristic algorithms per cell

The PNOs charge the SNO at variable rates. The charges may be assessed by

the market on the basis of the current supply-demand balance for each individual

operator at each cell and possibly other factors [127]. However, we set limits to

the price of unit bandwidth as maximum X(max) and minimum price X(min) to

Table 6.1: Simulation parameters.

Parameter L M N pij λij µij wij cijk aijk bij

Values for problem 1 100 1 4 0.01 10 1 1 (3, 9) (5, 10) −−

Values for problem 2 100 1 4 0.01 (40, 120) (1, 5) (1, 5) (10, 13) (30, 40) 50



Chapter 6. Dynamic spectrum sharing optimisation and post-optimisation
analysis 139

Figure 6.3: Cost of optimal and heuristic algorithms for varying number of
cells.

structure the problem space. For the purpose of analysis, we parametrise the

borrowing cost as

cijk(t) =
{
cijk(t) | X(min) ≤ cijk(t) ≤ X(max)

}
, (6.49)

where cijk(t) follows a uniform distribution from [X(min) = 3, X(max) = 9]. We

keep the difference between X(max) and X(min) relatively small at all cells. This

assumption captures the highly competitive nature of the market economic envi-

ronment. We determine the admission cost per unit bandwidth based on a discrete

uniform random variables. In our mathematical model all possible variations of

the available bandwidth values aijk(t) to provide the SNO demand are considered.

This assumption provides realistic scenarios where PNOs could have different val-

ues of leasable spectrum resources. More details about the simulation parameters

are given in Table 6.1.

At time t and in each cell i, the SNO has a particular blocking probability target

pij . By considering the SNO’s expected traffic load λij in the next time interval,
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the available capacity wij and service rate µij , each cell determines its required

number of channels rij(t).

For comparisons, we simulate the interactions between the network providers and

we solve the resource allocation problem by the optimal and the heuristic allocation

as described in Algorithms 6.1 and 6.2, respectively. For the simulation of the

heuristic allocation, each cell i makes heuristic selection of aggregated channels

for dynamic access from the set {aijk} which are collocated in the same cell.

The selection of aggregated channels is performed regardless of the admission cost

associated with the choice of selected channels. Algorithm 6.2 is allowed to perform

spectrum borrowing until the demand is satisfied, assuming
∑Nij

k=1 aijk(t) ≥ rij(t).

If
∑Nij

k=1 aijk(t) < rij(t) then the algorithm takes all available bandwidths, however,

the target blocking probability will not be satisfied, such that, P(bnew)(t) < pij(t).

For the Algorithm 6.1, the cells of SNO select the combination {xijk} with the

lowest admission cost from the set {aijk(t)}, ∀k, i, to achieve the optimal channel

borrowing admission costs. It is possible that there may be multiple solutions for

the allocation problem which provide the same required bandwidth to the SNO

with different costs.

The main observation here is that the optimal model achieves lower costs compared

to the heuristic algorithm, except for cells with
∑Nij

k=1 aijk(t) < rij(t), see Figure

6.2. It is also observed that the total borrowing cost of both the heuristic and

optimal configuration varies in every cell due to the stochastic nature of the costs

and number of available channels.

If we consider the admission cost for large number of cells, as we can see from

Figure 6.3, we notice that as the number of cells increases, the difference in cost

between the heuristic and the optimal selection algorithm becomes larger, which

implies substantial savings for operators with large territories when the optimal

algorithm is used.
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Figure 6.4: Effect of varying target blocking probability on cost for optimal
and heuristic algorithms.

We also investigate the effect of target blocking probability on the admission cost.

In Figure 6.4 we show the results for different target blocking probabilities ranging

from 0 − 0.9 for a single cell. We clearly see that as pij → 0, the admission cost

increases for both algorithms. However, the optimal algorithm (Algorithm 1)

provides lower borrowing cost for most of the points.

The total number of aggregated channels which are acquired through borrow-

ing by using Algorithms 6.1 and 6.2 is equal, see Figure 6.5. This is because

both algorithms allow channels to be acquired until a certain grade of service is

reached or until all channels from the available bandwidths of primary operators

{aijk} are consumed. This also implies that P rand
(bnew)(t) = P opt

(bnew)(t), where P rand
(bnew)(t)

results from using the heuristic algorithm 6.1 and P rand
(bnew)(t) results from using

Algorithm 6.2.
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Figure 6.5: Effect of borrowing on bandwidth acquisition for the optimal and
heuristic algorithms.

6.4.2 Expected profit under budget constraints analysis

(Problem 2)

The objective of the SNO can be described from both economic and system per-

formance perspective. Firstly, the SNO aims to lower the blocking probability

for its subscribers. Secondly, the SNO attempts to maximise its profit by leasing

additional spectrum from the PNOs in terms of cost and intrinsic quality. How-

ever, since network operators often operate with limited budget e.g., SNO can only

spend bij(t) amount of resources/money at a cell i and time interval t. This is

imposed by the government and regulatory bodies to keep the fairness of spectrum

leasing among network operators.

To demonstrate the gain of the optimal algorithm, detailed investigation has been

made and the results are compared with the heuristic allocation algorithm (see

Figure 6.6). The figure shows the optimal algorithm achieves a substantial gain

in comparison to the heuristic allocation approach. However, both algorithms
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provide acceptable efficiency in terms of GoS. We also notice that as the number

of cells increases the profit of the SNO gets larger, see Figure 6.7.

Figure 6.6: Profit using the optimal and heuristic algorithms per cell.

Figure 6.8 shows the effect of budget and target blocking probability on achiev-

able profit with varying budget expenditure between 0− 250 and target blocking

probability between 0 − 0.8 for a single cell. It is clear that as we increase the

Figure 6.7: Profit using the optimal and heuristic algorithms for varying
number of cells.
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budget further bij → 250, the profit increases with respect to the increase of bud-

get and demand. However, as the budget reaches a certain value, the profit does

not increase because the budget is larger than required.

We also study how the optimal allocation based on profit maximisation affects

the amount of acquired bandwidths. With number of cells between 1 − 100, we

compare the two algorithms presented in problem 2, see Figure 6.9. We find that,

the optimal algorithm can achieve higher number of aggregated channels due to

the higher efficiency in spectrum borrowing under the restricted budget.

Figure 6.8: Expected profit of the SNO for spectrum borrowing with target
blocking probability = 0 to 0.8 and budget = 0 to 250.
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Figure 6.9: Bandwidth acquisition of the SNO for spectrum borrowing by the
optimal and heuristic algorithms.

6.4.3 Expected profit under budget constraints with mul-

tiple types of services (Problem 2)

In the above analysis, we considered only one type of spectrum band (M = 1),

which is provided to users at all cells (e.g., 900 MHz). In a more general model,

different types of bands (e.g., 900 MHz, 2.3-2.4 GHz and 2.40-2.4835 GHz) can

be operated by one network operator. Different bands provide different quality in

the mobile broadband services [36]. The measures of quality include data rate and

coverage. Therefore, they cannot be treated equally. In the proposed algorithms,

we added a functionality to allow the trading to be managed more effectively by

assigning each cell with a particular band type. In order to quantify the impact

of the proposed algorithms we simulated a network which could support three dif-

ferent bands, (M = 3). We also tested the algorithms with two different budgets.

In the simulation of 10 cells and allocated budget of 50 and 500 for each cell,

we observed a markedly increased profit in both cases, see Figure 6.10. We can

also see from the figures (top and bottom figures) that in all types of bands, the

optimal algorithm outperforms its heuristic counterpart.
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Figure 6.10: Effect of spectrum borrowing on profit with budget = 50 (top)
and budget= 500 (bottom).

6.4.4 Impact on the performance of the operators

To analyze the impact of unilateral deviation strategy of the PNOs, we used the

closed form formulae presented in Section 6.3.8 to compute the blocking probability

of operators. The arrival processes involved in all operators are non-homogenous

Poisson with rates λs1 , λs2 , λ1, λ2, and λ3, respectively. The offered loads are λs/µs

and λi/µi for the sth secondary and ith PNO, respectively. The number of aggre-

gated channels and traffic intensities in each operator are independent as shown

in table 6.2. The results show that the operators could obtain an actual block-

ing probability values to determine their benefits when they engage in spectrum

trading.

In Figure 6.11, we observe the performance of the PNOs and the SNOs by varying

the traffic load at the PNOs (from 1 to 5). If we fix a particular value of traffic

intensity at the SNOs (ρs1 = 1 and ρs2 = 5) and change it for the PNOs, then

the SNOs’ blocking probability slightly increase due to the available capacity for



Chapter 6. Dynamic spectrum sharing optimisation and post-optimisation
analysis 147

sharing (c′1, c′2 and c′3) become overloaded by the PNOs’ own traffic. We notice

that the severity of traffic intensity change in the PNOs affects the performance

of the SNO. To maintain the GoS, SNOs should be able to limit the resulting

interference caused by each PNO, by increasing the frequency of trading windows.

More specifically, the trading window is repeated more regularly to recompense

the lost shared capacity caused by the deviation mechanism of the PNOs.

Table 6.2: Configurations used in Figure 6.11 and 6.12.

Number of channels Load (ρ)

SNO 1 SNO 2 PNO 1 PNO 2 PNO 3 SNO 1 SNO 2 PNO 1 PNO 2 PNO 3

cs1 cs1 c1 c′1 c2 c′2 c3 c′3 ρs1 ρs2 ρ1 ρ2 ρ3

Figure 6.11 2 2 5 2 5 2 5 2 1 5 (5, 1) (7, 1) (8, 1)

Figure 6.12 3 2 (7, 1) (6, 1) 4 1 (7, 1) (6, 1) (5, 10) (5, 10) (5, 0) 2 (6, 1)

Figure 6.11: Blocking probability for each operator when configuration details
are according to Table 6.2

In Figure 6.12, we analyse the impact of change in state of the PNOs from over-

loaded to underloaded. As the shared capacity becomes ample to meet the SNOs

demand, we notice a significant reduction in blocking probability at the SNOs. We

also notice that the blocking probability of PNO 2 is not affected by the changes

in state of other primary and secondary operators since its shared capacity and

traffic load remains constant for the duration. The results demonstrate that the
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Figure 6.12: Blocking probability for each operator when configuration details
are according to Table 6.2.

derived blocking probabilities can provide a crucial insight to the sharing strategies

between operators.

6.5 Summary

In this chapter, we presented two finite horizon nonlinear optimisation algorithms

to solve two optimisation problems for dynamic spectrum sharing. The efficiency

of the proposed algorithms is compared with their corresponding heuristic algo-

rithms. We also presented the post-optimisation performance analysis of the SNO

and PNOs through blocking probability, which provides useful details about spec-

trum sharing strategy.

The optimisation problems investigated by considering a comprehensive process of

delivering the secondary network operator’s (SNO’s) bandwidth demand and the

solution algorithms ensured that either minimum cost of bandwidth borrowing or

maximum profit under budget restrictions are achieved depending on the aim of
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the SNO. In both cases the SNO aims to achieve a target performance by bor-

rowing spectrum from other network operators (PNOs) on temporal and spatial

basis. Results obtained from each model are then compared with results derived

from algorithms in which spectrum borrowing were heuristic. Detailed compar-

isons are presented and they showed that the gain in the results obtained from

our proposed stochastic-optimisation framework is markedly higher than heuristic

borrowing algorithms. Our proposed approaches facilitate a dynamic purchasing

(also called automation of licensing) scheme for such complex problems, which

provide incentives to the network operators wishing to adopt dynamic spectrum

sharing as well as substantial benefits for efficient use of spectrum. The proposed

algorithms showed significant opportunities to increase spectrum utilisation while

keeping GoS at a particular level and ensuring minimum cost. We also shown that

our proposed optimisation solution not only reduces the total borrowing cost of

the SNO, but also finds maximum spectrum access under any allocated budget.

A major challenge with the spectrum sharing optimisation models is to guarantee

the operational grade of service (GoS) under different sharing protocols. Although

a vast amount of literature addressed various spectrum sharing issues very little

has discussed the post-optimisation results which are crucial for the operators

to gain a detailed insight into the GoS. To study these issues and provide the

final GoS, we derived the blocking probability behavior using a time-dependent

continuous time Markov chain framework under various settings. Results showed

that the final GoS is largely affected by the increase of traffic at the PNOs and

the amount of shared resources.

Many researchers and academics have investigated dynamic spectrum sharing from

various perspectives. However, dynamic spectrum management requires high level

of cooperation between the involved network operators to guarantee interference-

free transmission, which adds complexity the the network operations. This impli-

cation provides the reason to why dynamic spectrum sharing is difficult in practice.
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In addition, if regulators allow dynamic spectrum sharing between operators, par-

ticularly in the enterprise space, the operators may have reservations over their

participation. The complexity of the practical implementation associated with

dynamic spectrum sharing motivates us to undertake more research, trials and

tests.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

Dynamic spectrum sharing (DSS) is considered as a promising solution to spec-

trum scarcity and inefficient static resource allocation. DSS exploits the unused

spectrum by incumbent spectrum holders. Secondary operators with or without

cognitive feature capabilities may access spectrum of primary networks without

causing harmful interference to primary networks. Thus, DSS improves efficiency

of spectrum utilisation. By applying the DSS approach, a number of spectrum

sharing models were considered in this research. Due to the dynamic spectrum

usage by primary networks, spectrum opportunity can be identified by spectrum

sensing. While it is essential to reliably detect spectrum holes, the exploitation of

cooperative spectrum sensing becomes a challenging task to implement efficient

dynamic spectrum sharing. This thesis has contributed to this research by propos-

ing spectrum sensing scheme considering location-awareness of nodes as well as a

number of cooperative spectrum sharing models.

First, the thesis presents a comprehensive survey on cognitive radio networks and

spectrum utilisation. The reason of spectrum sensing and mechanisms to overcome
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erroneous detection and false alarm have been reviewed. A number of available

spectrum sharing and dynamic overflow models are also assessed. In addition,

literature on auction mode resource allocation for spectrum sharing has been sur-

veyed.

In Chapter 3, we have studied the performance of cooperative cognitive spectrum

sensing with energy detection in CR networks. Cooperative spectrum sensing with

location-aware SUs have been investigated. The proposed scheme shows better

radio operating characteristic, especially in highly shadowed regions, highlighting

the requirements of location knowledge in cognitive radio networks. A major issue

concerning the practical implementation of the proposed scheme is the availability

of complete statistical information corresponding to source signal parameters, and

particularly their variation with distance. However, lack of spectrum resources

encourages the adoption of new ways of sharing including sharing of specific data

related to the incumbent operators.

Considering overflow mechanisms in Chapter 4 we have proposed four different

models: Non-Sharing Model, sharing model with uni-directional overflow (Model

1), sharing model with bi-directional overflow (Model 2) and sharing model with

reserved capacity for one of the operators in the network and a bi-directional

overflow between both operators (Model 3). The results show that the operators

can achieve a notable reduction of blocking probability under the shared models

compared with the Non-Sharing Model. The results highlight the importance of

resource sharing for communication networks.

Extending the work in Chapter 4, we have presented three more models in Chapter

5 for dynamic spectrum sharing management in multi-operator cellular networks.

Each model is defined by its own terms of sharing and interactions among the

operators. The models represent the expected practical implementations of the

next generation of cellular wireless networks. For each of the proposed models we
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have derived the blocking probability of the individual operators and spectrum

utilisation to quantify and analyse the benefits of the proposed models.

In Chapter 6, we presented two finite horizon nonlinear optimisation algorithms

to solve two optimisation problems for dynamic spectrum sharing. The efficiency

of the proposed algorithms is compared with their corresponding heuristic al-

gorithms. We also presented the post-optimisation performance analysis of the

secondary and primary network operator through blocking probability, which pro-

vides useful details about the spectrum sharing strategy. The proposed approaches

facilitate a dynamic purchasing (also called automation of licensing) scheme for

such complex problems, which provide incentives to the network operators wishing

to adopt dynamic spectrum sharing as well as substantial benefits for efficient use

of spectrum.

7.2 Future work

This research contributes to the topic of dynamic spectrum sharing by considering

location-aware spectrum sensing and a number of overflow mechanisms including

two optimisation algorithms. This section discusses possible directions for future

research.

There are several natural directions suggested by the work in Chapter 3. The

most obvious one is to utilise the eliminated CRs from the first step of the pro-

posed cooperative sensing. For example, it would be interesting to develop more

complex schemes of spectrum sensing, e.g., assign the eliminated CRs to sense dif-

ferent channels which are in LOS and/or in close proximity to the different source

signal which could be used for secondary transmission. This could improve the

efficiency of sensing not only by sensing more channels simultaneously but with

high accuracy too.
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In the case of Universal Mobile Telecommunications System (UMTS) the trans-

mitting power is adapted to the propagation conditions. The transmitting power

is always selected to be only as high as necessary for adequate connection quality.

Moreover, each service supported by UMTS networks requires specific threshold

values and the network behaviour and size changes with traffic. Data transmission

adds yet another dimension of complexity. This makes detecting UMTS signals

much more difficult than in the case of other technology e.g., Global System for

Mobile Communications (GSM). Therefore, it would be useful to conduct a study

that specifically addresses the UMTS networks.

In addition to the analysis presented in Chapter 4, we provide a preliminary

method on how to set out the conditions and formulations of spectrum sharing

agreement. A more thorough study on such formulations would improve the de-

cision making of network operators when they engage in spectrum sharing trade

deals.

In Chapter 6, the post-optimisation analysis of spectrum sharing among the op-

erators is an emerging topic and requires further research that would cover other

issues, for instance, different sharing strategies and configurations could be imple-

mented and analysed.

In Chapter 6 although large number of cells are taken into account, the optimisa-

tion is performed for each cell individually. Optimisation which considers a cluster

of cells or all cells together may be more desirable by operators in order to gain

a better analysis of the network. Moreover, assuming one secondary operator in

the optimisation problems presented in Chapter 6 was developed to highlight the

possibility of such scenario that may exist in future network. However, when more

secondary operators coexist in the network, the optimisation problem will require

further attention due to likely competition that may arise between secondary op-

erators.



Appendix A

Performance analysis under

resource sharing between S SNOs

and N PNOs

In this Appendix, we derive the blocking probability and state distribution under

resource sharing between S SNOs and N PNOs (see Figure A.1).

PNO 1 PNO 2 PNO N
sub-bands for PNO 1 sub-bands for PNO 2 sub-bands for PNO N

c′1 c′2 c′N
c1 c2 cN

Allocation, merchant mode algorithms
(RNC controller)

SNO 1 SNO 2 . . .

. . .

SNO S

Figure A.1: Network model for cellular network with N PNOs and S SNOs

Consider a cell consisting of S SNOs with capacity cs1 , cs2 , . . . , css and N PNOs

with capacity c1, c2, . . . , cN , respectively. Under a sharing agreement all N PNOs

share part of their resources c′1, c
′
2, . . . , c

′
N , respectively with S SNOs determined
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using the optimisation approach discussed in the previous sections. These re-

sources may also be used by the corresponding PNO under mutual agreement. A

state of the network is a vector of length [S(1 +N) + 2N)] defined as

n = {(ns1 , ns2 , . . . , nsS); ((ns11, ns12, . . . , ns1N), . . . , (nsS1, nsS2, . . . , nsSN));

(n1, n2, . . . , nN); (n11, n22, . . . , nNN)}

with the condition that (ns1i, ns2i, . . . , nsSi)+nii ≤ c′i ∀ i = 1, 2, . . . , N , where nsi

is the number of channel requests in progress in the ith SNO; nsij is the number of

channel requests in the shared resources of the ith PNO from the sith SNO; nj is

the number of channel requests in progress in the jth PNO and njj is the number

of request of the jth PNO on its own shared resources. The states n are restricted

due to resource sharing constraints. The set of feasible states can be written as

Ωs = {n : An ≤ s} (A.1)

where A is a [S(1 +N) + 2N)] matrix and s is a d-vector, where d is the number

of constraints. The network topology is reflected in the matrix A and the vector

s.

Let channel requests arrive to the ith secondary and jth primary operators ac-

cording to a non-homogeneous Poisson process, with rates λsi(t) and λj(t) at time

t. These requests are admitted if n + ei ∈ Ωs (for a PNO) and n + ej ∈ Ωs (for

a SNO), where ei and ej is the ith unit vector with 1 in place i and 0 elsewhere.

When all csi resources of the ith SNO is full then requests are diverted and ad-

mitted to the jth PNO if n + eij ∈ Ωs, where eij is the ith unit vector. Similarly,

in the jth PNO if all cj resources are occupied, the new channel requests are di-

verted to its shared resources c′j for the jth primary network if n+ejj ∈ Ωs, where

ejj is the jth unit vector. Assume that admitted requests in ith secondary and
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jth primary operators have exponential holding times with rates µsi(t) and µj(t)

respectively at time t. Under these assumptions, the network can be modeled as

a non-homogeneous continuous time Markov chain

X(t) = (Xi(t), Xij(t), Xjj(t), Xj(t); i = 1, 2, . . . , S, j = 1, 2, . . . , N, t ≥ 0) (A.2)

that records the number of channel requests in progress from all operators. The

state space of the Markov chain is specified in (A.1), and its transition rates

Q(t) = (q(n,n′, t),n,n′ ∈ Ωs) are given by

q(n,n′, t) =



λsi(t) n′ = n + ei or n′ = n + eij, if nsi = csi , i = 1, 2, . . . , S

λj(t) n′ = n + ej or n′ = n + ejj, if nj = cj, j = 1, 2, . . . , N

nsiµsi(t) n′ = n− ei, i = 1, 2, . . . , S

njµj(t) n′ = n− ej, j = 1, 2, . . . , N

nsijµsi(t) n′ = n− eij, i = 1, 2, . . . , S, j = 1, 2, . . . , N

njjµj(t) n′ = n− ejj, j = 1, 2, . . . , N

0 otherwise.

(A.3)

Theorem A.1. The closed-form solution of n channel requests in progress at time

t is given by equation (A.4).

P (n, t) = K−1

[
ρ

(ns1+ns11+···+ns1N
)

s1 (t)
]
· · ·

[
ρ

(nsS
+nsS1+···+nsSN )

sS (t)
]

(ns1 + ns11 + · · ·+ ns1N)! · · · (ns1 + ns11 + · · ·+ ns1N)!

·

[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
· · ·
[
ρ

(nN+nNN )
N (t)

]
(n1 + n11)! (n2 + n22)! · · · (nN + nNN)!

∀ n ∈ Ωs (A.4)



Appendix A. Performance analysis under resource sharing between S SNOs and
N PNOs 158

where ρsi = λsi/µsi and ρj = λj/µj are traffic intensities of the sith SNO and jth

PNO, respectively and K is the normalizing constant and given by

K =
∑
n∈Ωs

[
ρ

(ns1+ns11+···+ns1N
)

s1 (t)
]
· · ·

[
ρ

(nsS
+nsS1+···+nsSN )

sS (t)
]

(ns1 + ns11 + · · ·+ ns1N)! · · · (ns1 + ns11 + · · ·+ ns1N)!

·

[
ρ

(n1+n11)
1 (t)

]
·
[
ρ

(n2+n22)
2 (t)

]
· · ·
[
ρ

(nN+nNN )
N (t)

]
(n1 + n11)! (n2 + n22)! · · · (nN + nNN)!

∀ n ∈ Ωs. (A.5)

Proof. Define the state probabilities

P (n, t) := Pr(X(t) = n), n ∈ Ωs, t ≥ 0 (A.6)

with initial condition P0(n) = Pr(X(0) = n). Since the network has a finite

state space, these probabilities are the unique solution of the Kolmogorov forward

equations given in (A.7) for n ∈ Ωs, t > 0.

The Kolmogorov forward equations can be defined as

dP (n, t)

dt
=

[
S∑
i=1

λsi(t) · (1(nsi < csi) + 1(nsi = csi ∩ n + eij)) +
N∑
j=1

λj(t) ·
(
1(nj < cj)

+ 1(nj = cj ∩ n− ejj)
)]
· P ((n− ei), t) +

S∑
i=1

(nsi + 1)µsi(t)P ((n + ei), t)

+
N∑
j=1

(nj + 1)µj(t) · P ((n + ej), t)−
[

S∑
i=1

λsi(t) · (1(nsi < csi) + 1(nsi = csi ∩ n + eij))

+
N∑
j=1

λj(t) ·
(
1(nj < cj) + 1(nj = cj ∩ n− ejj) +

S∑
i=1

nsiµsi(t) +
N∑
j=1

njµj(t)
)]
P (n, t)

(A.7)

where 1(A) is the indicator function for an event A.

Equations in (A.7) can be written in the operator form as given by
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dP(t)

dt
= P(t) Q(t), P(0) = P0, t > 0 (A.8)

where P(t) is the vector of probabilities P(n, t). The formal solution of the equa-

tion (A.8) is given by

P(t) = P0EQ(t), t ≥ 0 (A.9)

where EQ(t) is the time-ordered exponential of the generator Q(t), that is the

unique operator solution to the equation

dEQ(t)

dt
= EQ(0) Q(t), t ≥ 0 (A.10)

where EQ(0) = I, the identity operator. The unique solution of the Kolmogorov

forward equations (A.7) is then given by the equation (A.4).

The blocking probability formula can then be derived from the closed-form solution

(A.4). The blocking probability for an operator i7 (ith operator could be an SNO

or a PNO), is then given by

Pb(t) =
∑
n∈S

P (n, t)

=

∑
n∈S

[
ρ
(ns1+ns11

+···+ns1N
)

s1
(t)

]
···
[
ρ
(nsS

+nsS1+···+nsSN )

sS
(t)

]
·
[
ρ
(n1+n11)
1 (t)

]
···
[
ρ
(nN+nNN )

N (t)
]

(ns1+ns11+···+ns1N
)! ··· (ns1+ns11+···+ns1N

)!(n1+n11)! ··· (nN+nNN )!∑
n∈Ωs

[
ρ
(ns1+ns11

+···+ns1N
)

s1
(t)

]
···
[
ρ
(nsS

+nsS1+···+nsSN )

sS
(t)

]
·
[
ρ
(n1+n11)
1 (t)

]
···
[
ρ
(nN+nNN )

N (t)
]

(ns1+ns11+···+ns1N
)! ··· (ns1+ns11+···+ns1N

)!(n1+n11)! ··· (nN+nNN )!

(A.11)

7The set S in equation (A.11) is further defined in equation (A.12) and (A.12) to count for
all the operators in the network.
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where the set S is the restricted state space, and varies for the SNOs and PNOs.

For the sth SNO, it is defined as

Si =
{
n ∈ Ωs | (nsi = csi ∩ nsi1 + n11 = c′1 ∩ nsi2 + n22 = c′2 ∩ · · · ∩ nsiN + nNN = c′N)

}
,

i = 1, 2, . . . , S. (A.12)

and for the jth PNO, Si can be replaced by Sj and defined as

Sj =
{
n ∈ Ωs | (nsi = csi ∩ nsij + njj = c′i)

}
, j = 1, 2, . . . , N. (A.13)
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