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Abstract - WNCS using MANET as the real time network technology are an up and coming research area. Current research using MATLAB and SIMULINK currently does not take into account the multiple hops in the network when working out delay between the plant and controller. This work introduces an algorithm for computing the variable delay between the plant and controller based on the number of hops in the network topology between the plant and controller.
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I.  Introduction
Networked Control Systems (NCS) research within the Mobile Computing and Distributed Systems group at Staffordshire University [1] is looking at the use of Mobile Ad Hoc Networks (MANETs) as the real time communication technology. 

A lot of our work to date has been done using MATLAB and SIMULINK, working with first order and second order systems [2]. So far we have found a problem representing the delay caused in a MANET by the possibility of multiple hops between the plant and controller and the varying delays between each node.
After investigation of the MANET technology an algorithm has been developed to represent the delay over multiple hops, which has been introduced into SIMULINK.
The paper is laid out as follows, section II introduces Mobile Ad Hoc Networks (MANETS), section III introduces issues in Networked Control Systems (NCS) with section IV looking at the simulation of the developed algorithm and section V discusses the results.  Section VI presents the conclusion and future work.
II. Mobile Ad Hoc Networks (MANETs)
Mobile Ad Hoc Networks (MANETs) are mobile, wireless networks that do not rely on an infrastructure to provide the base structure of a network [9]. Nodes are often battery powered with a limited battery life, mobile devices such as PDA, laptop etc; with a limited transmission range and the possibility of uni-directional links. A uni-directional link is where the path between the source and destination may be different for the return path. As such MANETs often have a dynamic topology, with routing been carried out by each node on the network. An example of a MANET is shown in Figure 1.
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Figure 1 Mobile Ad Hoc Network

As such there are two main categories of routing protocols [10]; proactive and reactive. Proactive routing protocols use HELLO messages to constantly create an internal map of the network, so that when a packet is needed to be sent, the route between the source and destination is known. The main problem with this type of protocol is the large amount of HELLO messages and maintenance packets that are on the network. Examples of proactive routing protocols are DSDV [7] and WRP [5].
Reactive protocols only find the route between the source and destination when a packet needs to be sent to a destination. This can delay the sending of the packet if a route isn’t already available at the node. The advantage is the reduced number of maintenance packets on the network. Examples of reactive routing protocols are AODV [8] and TORA [6].
Another type of routing protocol is the hybrid protocol. This is a protocol that makes use of both proactive and reactive. The ZRP [3] protocol is an example; the proactive protocol is used for sending packets to nodes within the zone (size being the number of hops from the node) and reactive protocol being used to send packets outside of the zone.
III. Networked Control Systems
NCS [4] have had a lot of research carried out around it over the years. With Wireless Networked Control Systems (WNCS) [2] receiving a large amount of attention in the research community over the last few years in particular.
WNCS are different from NCS only in that they rely on a wireless network for the real time communication technology, as shown in Figure 2
Figure 2 Wireless Network Control System (WNCS)
The sensor sends a sample from the plant to the controller via a wireless network. The controller checks the reference model and responds to the plant by sending its response to the actuator, with τsc being the sensor to controller delay and τca being the controller to actuator delay. The round trip total delay can be worked out using equation (1).
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These samples are sent to the controller on a regular basis depending on the sampling interval (also known as the plant period) of the plant. In an ideal situation the jth sample should return to the plant before the jth+1 sample is sent from the plant. Therefore the total delay (τtotal) between the plant and controller should be less than the sampling period of the plant (T), this is shown in (2). 
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On a wireless network this is more difficult to guarantee. With a MANET this can be even more difficult to provide, as depending on the protocol there can be a delay from the sending of the initial packet to the network being partitioned when a node moves breaking the current network topology.
The work of the authors is looking at the use of WNCS over MANETs and looking at the communications between the two.

IV. Simulation of WNCS

A. Current Simulation
By using MATLAB and SIMULINK it is possible to simulate a WNCS, the models can be created with the connection between the plant and controller being either direct (shown in Figure 3) or with a constant delay being introduced.
We used a first order water tank system with a proportional-type controller. The model for the water tank is given in equation (3) and the controller model is provided by equation (4).
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Where τ = 63.2456, K = 15.8144, KP = 5, REF is the reference level of the plant and u(j) and y(j) being the input at output at the j(th) sample respectively and T is the sample period of the plant.
The plant sends the current level (initializing at 0) to the controller at each period. The controller calculates the flow for the plant and returns the result to the plant. This continues for the duration of the simulation.
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Figure 3 NCS with direct connection in SIMULINK
The “plant” block contains the model for the Plant and the “controller” block contains the model for the Controller in the NCS. The “sample” block provides the sampling period and the “REF” block provides the reference level of the plant to the controller.
The main problem with this model is that it does not take into account the delay between plant and controller that are introduced due to the multiple hops in the network topology.
B. Delay Algorithm

With a MANET, when the source sends a packet to the destination it may pass through a number of intermediate nodes. This adds to the amount of delay between the plant and controller and the return trip back to the plant, increasing the total delay of the WNCS. Also due to the nature of a wireless network the transmission time between two nodes can be varying. 
Therefore it is possible to write this as:
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Where p is the number of hops, Tm is the transmission time of the node, the transmission time is taken to mean the time it takes to send one packet from a node and receive it complete at its neighbour. For simplicity this can be assumed to be between two constant time ranges, therefore a random number is used to simulate the possible different transmission times between nodes.
With the assumption that the number of nodes between the source and destination is known, then the total delay can be calculated.

For a proactive protocol it can be assumed that the route between the plant and controller is already known, but for a reactive protocol the route would need to be calculated, then equation (5) needs to be modified to become (6).
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Where Trd is the node transmission time during the route discovery. It should be noted that this only needs to be done once for each route discovery. For a static network this may only need to happen once.
By combing equation (6) and (5) it is possible to model a protocol with a route discovery stage as shown in equation (7)
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These equations have been included in the model shown in Figure 3, can be used to add delay into the simulation, this new model is shown in Figure 4.
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Figure 4 NCS with added dynamic delay
With equation (5) being modified so that it is no longer multiplied by two as the τsc and τca delay are independent. This can be placed into two “for loop” blocks; the block structure is shown in Figure 5.
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Figure 5 Variable delay for block
The FOR block iterates for the number of hops between the plant and controller, for each iteration a random number is generated between a given range, for example this could be 1 millisecond to 10 milliseconds. This is summed together and outputted to Out1.
This output is the value used to delay the transmission of the information between the plant and controller. The block shown in Figure 6 is the “variable transport delay”; this is used to delay the information from the plant to the controller and controller to plant. Input 1 is the value from the plant or controller and Input 2 is the amount of delay. The output is produced after the delay time has passed.
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Figure 6 SIMULINK variable transport delay block

V. Results

Without any delay between the plant and controller, the sampling period set to 0.02 seconds. The plant level and controller flow are shown in Figure 7 and Figure 8 respectively.
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Figure 7 Plant level without delay

[image: image15.emf]0

5

10

15

20

25

30

35

40

45

50

0 5 10 15 20 25 30

time (seconds)

flow

Controller Flow


Figure 8 Input flow witout delay

Initially the plant level is 0 and increases exponentially for 4.82 seconds until level reaches a steady state value of 9.88. The controller starts at a high value of 50, as the plant has an initial value of 0 and decreases exponentially until it reaches 0.67 after 5 seconds. 
The initial simulation was configured with a delay range between 0.001 seconds - 0.01 seconds, to represent transmission time between nodes. Number of hops (p) was set to 5, sampling period of 0.02 seconds with the plant reference level being 10, a simulation time of 30.
The random delay for the plant to controller (shown in Figure 9) for 5 hops, creates a delay between 7 milliseconds and 430 milliseconds, with an average of 27 milliseconds. The minimum possible delay value for 5 hops, should be 1 millisecond * 5 = 5 milliseconds and the maximum delay of 10 millisecond * 5 = 50 millisecond. This shows the random number delay calculated is close to the expected outcome. 
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Figure 9 Plant to controller delay for 5 hops

This delay value is passed into the “transport delay” block (Figure 6) to delay the value from the plant being received at the controller. The effect of the delay can be seen in Figure 10, this shows the plant level between 0.2 and 0.4 seconds of the simulation. For 0.2 seconds the plant level before the delay is 2.10 and after the delay has been introduced the plant level is 1.79. 
The plant level before the delay increases proportionally with time as expected, the plant level after the delay being more variable as the delay in introduced into the model. Increasing the number of hops or the minimum and maximum range of transmission time will affect the total delay. 
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Figure 10 Plant output for 5 hops, 0.2 seconds to 0.4 seconds
The delay for the controller can be seen as being in the same ranges as the plant, as shown in Figure 11. The minimum delay is 9 milliseconds and the maximum delay is 44 milliseconds with an average of 27 milliseconds.
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Figure 11 Controller to plant delay for 5 hops

If the simulation parameters are changed to account for a larger transmission time between nodes, so that the random number range is changed so that the maximum is 0.1 seconds and the minimum is 1 millisecond with a 0.02 second plant sampling period. The plant reference level is kept at 10.
The plant level can be seen to “over shoot” the reference level of the plant. This is shown in Figure 12.
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Figure 12 Plant level for 5 hops, max delay 0.1
 (before delay added)
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Figure 13 Plant level overshoot (before delay added)
The plant overshoot is also shown in Figure 13; the plant level overshoots to a maximum value of 11.025, an overshoot of 1.025, before being reduced by the controller and settling back after 4.6 seconds of the simulation. The controllers “undershoot” can be seen in Figure 14. At 1.94 seconds of simulation the controller flow is -5.1236, this is to correct the plant overshoot.
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Figure 14 Controller flow overshoot (5 hops)
As the number of hops increase the size of the overshoot increases linearly, as shown in Figure 15.
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Figure 15 Level overshoot vs number of hops (0.1 max delay)
The overshoot level after 12 hops is 19.63, still with a delay maximum of 0.1 seconds. After 12 hops the plant output provides an unstable output by oscillating.  
With maximum delay of 0.01 seconds the overshoot does not take affect until after 30 hops as shown in Figure 16.
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Figure 16 Level overshoot vs. number of hops (0.01 max delay)
VI. Conclusion
The paper has investigated the delay issues of WNCS over MANETs and has proposed a simple algorithm to compute the total delay. The simulation results have demonstrated the proposed algorithms effect on the control performance.

The delay algorithm can provide a simple delay representation of a MANET topology with variable delay based on a constant random number.
By increasing the variables in the delay algorithm, it would be possible to take into account the time needed to process the packet at each node, taking into account the routing algorithm, transport delay, packet drop, and physical conditions around the network.
Also a mobile network could be simulated in the simplest terms by introducing a route discovery routine at random intervals.
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