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ABSTRACT 
With the increased population in the big cities, Internet of Things (IoT) devices to be 

used as automated monitoring systems are required in many of the Smart city’s applications. 

Monitoring road infrastructure such as a manhole cover (MC) is one of these applications. 

Automating monitoring manhole cover structure has become more demanding, especially 

when the number of MC failure increases rapidly: it affects the safety, security and the economy 

of the society. Only 30% of the current MC monitoring systems are automated with short 

lifetime in comparison to the lifetime of the MC, without monitoring all the MC issues and 

without discussing the challenges of the design from IoT device design point of view. 

Extending the lifetime of a fully automated IoT-based MC monitoring system from circuit 

design point of view was studied and addressed in this research. The main circuit that consumes 

more power in the IoT-based MC monitoring system is the analogue to digital converter (ADC) 

found at the data acquisition module (DAQ). 

In several applications, the compressive sensing (CS) technique proved its capability to 

reduce the power consumption for ADC. In this research, CS has been investigated and studied 

deeply to reach the aim of the research. CS based ADC is named analogue to information 

converter (AIC). Because the heart of the AIC is the pseudorandom number generator (PRNG), 

several researchers have used it as a key to secure the data, which makes AIC more suitable for 

IoT device design. Most of these PRNG designs for AIC are hardware implemented in the 

digital circuit design. The presence of digital PRNG at the AIC analogue front end requires: a) 

isolating digital and analogue parts, and b) using two different power supplies and grounds for 

analogue and digital parts. On the other hand, analogue circuit design becomes more 

demanding for the sake of the power consumption, especially after merging the analogue circuit 

design with other fields such as neural networks and neuroscience.  

This has motivated the researcher to propose two low-power analogue chaotic 

oscillators to replace digital PRNG using opamp Schmitt Trigger. The proposed systems are 

based on a coupling oscillator concept. The design of the proposed systems is based on: First, 

two new modifications for the well-known astable multivibrator using opamp Schmitt trigger. 

Second, the waveshaping design technique is presented to design analogue chaotic oscillators 

instead of starting with complex differential equations as it is the case for most of the chaotic 

oscillator designs. This technique helps to find easy steps and understanding of building 

analogue chaotic oscillators for electronic circuit designers. 

The proposed systems used off the shelf components as a proof of concept. The 

proposed systems were validated based on: a) the range of the temperature found beneath a 

manhole cover, and b) the signal reconstruction under the presence and the absence of noise.  

The results show decent performance of the proposed system from the power 

consumption point of view, as it can exceed the lifetime of similar two opamps based Jerk 

chaotic oscillators by almost one year for long lifetime applications such as monitoring MC 

using Li-Ion battery. Furthermore, in comparison to PRNG output sequence generated by a 

software algorithm used in AIC framework in the presence of the noise, the first proposed 

system output sequence improved the signal reconstruction by 6.94%, while the second system 

improved the signal reconstruction by 17.83% 
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1- INTRODUCTION 

Urban cities have been attracting people to live in. Due to the growth of the population, 

cities utilities and resources are suffering from the rising number of utilities failure and 

resources consumption. Modern governments normally monitor these utilities and resources to 

overcome the population growth effect by using new monitoring technologies.  

Monitoring and controlling the city utilities, resources and the services using the new 

monitoring technologies is a strategy named “Smart City”. To clear this point, smart city can 

be defined as mentioned in [1]: “ Smart City is a city  which functions in a sustainable and 

intelligent way, by integrating all its infrastructures and services into a cohesive whole and 

using intelligent devices for monitoring and control, to ensure sustainability and efficiency”. 

Smart City has many branches from the sensing technology viewpoint as shown in Figure 1-1.  

 

Figure 1-1 Smart City [1] 

Due to the huge developments in the communication systems technologies and the 

internet, the goal now in the smart city concept is to connect the infrastructures and the services 

via the internet cloud.  

Smart city communication based on internet of things (IoT) cloud is still in the early 

stages; it is starting to appear in several smart city applications. For example, smart healthcare 

using wearable medical devices connected to the internet is starting to spread very fast and 

extending from monitoring patients to being used for monitoring the human health in daily life 

from several perspectives. When monitoring devices are connected to the cloud, they are called 

IoT devices. This connection adds more challenges to the monitoring system design like 

security, privacy, big data, and more.  
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 As reported in [1], smart infrastructures are one of the smart city fields for which 

applications are required. Infrastructures include underground utilities, which are considered 

as the vein for any city [2] because most of these infrastructures are commonly used by the 

people like electrical, water/sewer, natural gas systems, etc. These utilities are designed to be 

accessed and monitored via a room called “manhole”.  

Manholes are composed of many structures[3]. One of these structures is the manhole 

cover (MC). MC is like a door between two different environments: Upper ground and 

underground environment. As manhole locations can be found all over the cities, MC structure 

can be affected, and its failure affects the safety, security and the economy of the cities. 

Generally, monitoring utilities have two types: automatic and manual. Automatic type 

means that no human effort has to be done to monitor these utilities; however, the monitoring 

system is designed to send the data via wireless or wired systems. The other type is manual 

monitoring, which is based on a human effort to go to the utility location for monitoring 

regardless of the technologies used to monitor. Automated monitoring systems cost less and 

are very fast in comparison to the manual ones. However, they are still in the early stages 

because of several challenges. It is noteworthy that monitoring systems based on IoT cloud 

which is used for Smart city applications are called nowadays “IoT device”. The IoT device 

for monitoring MC normally needs to be placed beneath the MC to prevent any harm to 

pedestrians or the traffic and is connected to the base station then to the cloud. Information is 

then transferred to the organisation that is concerned about the manhole cover and the utilities 

under it. 

The IoT based automated MC monitoring system is composed mainly of Sensors, Data 

Acquisition system (DAQ), Control Unit (CU), Communication unit, and Power unit as shown 

in Figure 1-2. Based on the study done by the researcher, power consumption is one of the 

main challenges for designing the IoT based automated MC monitoring system. An analogue 

to digital converter (ADC) found in the DAQ unit is the circuit with the highest power 

consumption which needs to be redesigned to reduce the amount of power consumed. 
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Figure 1-2 IoT device based automated MC monitoring system 

 

While most of the designs of IoT devices is based on digital circuit design techniques 

because it is robust to noise and easy to program, analogue circuit design can be considered as 

another route to overcome the same challenges with significant results especially for power 

consumption and security [4].  

From this point of view, the research is focusing on designing a low-power, secured 

ADC based on analogue circuit design techniques to be used in the DAQ unit for the IoT based 

automated MC monitoring system. The research uses the off-shelf components and a design 

using a printed circuit board (PCB) for the sake of simplicity and to achieve an optimum design 

with acceptable low cost. 

The main reason that makes an ADC circuit the unit which consumes more power is 

using a high sampling rate as it will be shown later. The sampling rate for a traditional ADC is 

based on the bandwidth of the signal which is for the DAQ unit the sensors signal bandwidth. 

Based on the study done by the researcher as will be introduced at the end of Chapter 2, the 

sensors’ signal can reach 5 MHz frequency range. The minimum required sampling rate for the 

traditional ADC is at least double the signal bandwidth (Nyquist Shannon sampling theorem).  

On the other hand, an IoT device designer needs to take all the design challenges into 

his/her considerations. There are several challenges besides the power consumption which 

must be considered like security, huge data, and cost, etc. Several techniques have been 

addressed to optimise these challenges. However, the compressive sensing technique is more 

attractive because of its basic design which has the ability to reduce the power consumption 

and the amount of data at the same time. 
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Compressive Sensing (CS) theory introduced in 2002 claims that sampling rate of the 

ADC can be reduced to less than the Nyquist Shannon rate if the signal has a sparse 

representation in one of the known domains like the frequency domain. Fortunately, most of 

the sensor signals are sparse in some domains like the frequency domain [5]. The sparse 

representation means that the signal is sparse in a specific domain if most of its values in this 

domain are equal to zero. Another advantage of reducing the sampling rate is the reduction of 

the memory size because the number of bits needed to represent the analogue signal will be 

reduced.  

Compressive Sensing based ADC is called Analogue to Information Converter (AIC). 

The reason for this name is that CS is targeting the information in the signal more than its 

bandwidth. As for sparse signals, the information content is less than the bandwidth; the ADC 

sampling rate requirement will be reduced in comparison without reducing the sensor signal 

bandwidth. AIC has several architectures like Random Demodulation (RD), Random 

Modulator Pre-Integrator (RMPI), Xampling…etc. This research will focus on RD only 

because of its simplicity.  

The central part of most of the AIC architecture is the random number generator (RNG). 

RNG has to generate random (-1, 1) or (0,1) sequence with a rate equal to or more than Nyquist 

Shannon rate. Most of the RNG used in AIC is a pseudorandom generator (PRNG) designed 

by linear shift register (LFSR) technique. LFSR is a very well-known digital circuit that 

generates PRNG. However, this digital circuit is found in the analogue front end of the AIC, 

which means isolation is required between the analogue and digital parts to prevent crosstalk 

and noise. Another disadvantage of using LFSR in AIC analogue front end is the security 

factor. While LFSR generates random signals, it suffers from the lack of security. This point is 

very important from the IoT device design viewpoint and motivated several researchers to 

develop the CS to make it acceptable from the security point of view. 

However, most of these efforts were based on digital circuit design by developing or 

replacing LFSR with more complex digital design and mainly based on digital chaotic 

oscillator design. Chaotic oscillators can be presented in an analogue and digital manner. 

Because chaotic oscillators are based on differential equations that model the dynamic 

behaviour of the oscillators, an analogue hardware implementation for chaotic oscillators 

consumes less power than digital hardware implementation as will be shown later in this 

research. Furthermore, analogue circuit design becomes more attractive from the power 

consumption point of view through merging the analogue circuit design with other fields like 

neuroscience and biology. This point was highly motivating to study and investigate the ability 
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to design low power analogue chaotic oscillator to replace LFSR taking into consideration the 

security issue.  

As a starting point of the research, an analogue Chua circuit chaotic oscillator will be 

tested in AIC framework as it is considered as the basic circuit to implement chaos theory. The 

motivation for using the Chua circuit is the simplicity with few numbers of components 

required. Chua circuit is one of the mostly used circuits in communication applications for 

encryption and is used to generate random numbers in some applications [6]. 

The chaotic sequence has been studied before in the CS theory and shows good 

performance for signal reconstruction. However, implementing the analogue chaotic circuit in 

AIC framework has not been performed until now to the knowledge of the author. This has 

motivated the researcher to study the use of the analogue chaotic oscillator circuit to identify 

the hardware limitations and the design trade-off.  

The proposed systems are based on coupling oscillators. The coupling oscillators 

concept is starting to get more attention from the scientists as it can be used in several fields 

like neuroscience, neuromorphic engineering and analogue circuit design. Generally, a chaotic 

oscillators design starts from modelling the chaotic system in differential equations form to 

model the dynamic behaviour. In this research, another circuit design technique will be 

presented which is the waveshaping technique. 

The waveshaping technique is well known for design relaxation oscillators. This 

technique is based on studying the effect of charging and discharging the energy storage 

elements in the presence of the resistors and/or diodes to reshape the input signals. The 

technique is very easy to understand and does not require extensive differential equation 

analysis as in the traditional chaotic oscillator design and analysis.  

The relaxation oscillator circuit design can be implemented by means of transistors or 

opamp. The Opamp Schmitt trigger-based relaxation oscillator will be used for implementing 

the proposed systems. The two main motivations to use opamp Schmitt trigger are: 

1- The simplicity of the design. 

2- Schmitt trigger is one of the main blocks for designing field programmable 

analogue array (FPAA), which gives the advantage of controlling the analogue 

design by programming. This point is more important when the hardware 

implementation of the compressive sensing is based on FPAA, which has been done 

before and still promising for more development especially after applying the 

neuromorphic engineering concept on analogue design as will be shown later. 
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In this thesis, two modifications are presented for an opamp Schmitt trigger. These 

modifications mimic the effect of coupling oscillators between two biological oscillators which 

leads to chaotic behaviour which is the main target of the design. 

PSpice software was used for simulating the analogue Chua circuit and the proposed 

systems. Hence, the output of the PSpice will be fed to Random Demodulation based AIC 

framework implanted in Matlab software. Besides the simulation, hardware implementation 

takes place by using the Texas Instrument Analog System Lab Kit which shows the simplicity 

of designing the proposed systems. 

The proposed systems are simulated based on: a) the range of the temperature found 

beneath MC (-30oC – 60oC), and b) the presence and the absence of the noise. The proposed 

systems are also validated by comparing them with a Jerk chaotic oscillator using two opamps 

which has the same number of the active elements. The validation results show the good 

performance of the proposed systems from the power consumption and the signal 

reconstruction viewpoints especially the second proposed system. 

The proposed systems can be found in the same PCB or IC with using only two opamps. 

This point is very attractive from the security perspective because of the fewer resources 

required. Because the study uses off the shelf components, it is expected to develop for what 

is now called open source hardware to be used for the IoT hardware design. 

1.1. Aim 
This research aims to investigate and design a low-power IoT-based manhole cover (MC) 

monitoring system to be used for smart city applications taking into consideration the IoT 

device design requirements and challenges. 

1.2. Objectives 
To reach the aims mentioned above, several points need to be achieved as follows: 

• Critically surveying the existing problems and researches for the Manhole Cover and 

its monitoring systems (literature review). The results and analysis from this survey are 

used to identify and list the main challenges for designing automated MC monitoring 

system from the Smart city and IoT point of view (Chapter 2) 

• Investigating Compressive sensing and the analogue circuit design techniques to reduce 

the power consumption for IoT -based manhole cover monitoring system (Chapters 3 

and 4). 

• Developing an improved performance technique suitable for reducing the power 

consumption of the IoT -based manhole cover monitoring system (Chapters 5 and 6) 
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• Validating the developed technique using simulation results and hardware 

implementation and examining the power consumption and the thermal effect of the 

signal reconstruction for the proposed systems, based on the range of the temperature 

found beneath the manhole cover. (Chapter 6) 

1.3. Thesis Contributions 
1- This research proposed a new detailed classification for manhole cover issues and the 

current monitoring systems. The proposed classification covers the influence of the 

environment found beneath or above the manhole cover. This classification is 

recommended to be used by the modern governments which seek the development of their 

societies from the smart city point of view. Furthermore, the classification shows the lack 

of using the automated monitoring systems for manhole cover and how much damages and 

losses can be avoided by changing the monitoring systems from manual to automated 

systems.  

2- This research studies for the first time replacing complex digital pseudorandom number 

generator (PRNG) found in the analogue information converter (AIC) analogue front end, 

for the sake of the power consumption and the security. This study leads to the use of 

analogue chaotic oscillators, which exhibits more enhancement for the AIC analogue 

frontend design from the perspective of power consumption and security compared with 

digital design. 

3- The research proposed the use of the waveshape design concept to design analogue 

chaotic oscillators without the need to start by complex differential equations which 

describe the behavior of the dynamic systems of the chaotic oscillators. In this research, the 

waveshaping design concept was thus used to design analogue chaotic oscillators based on 

coupling oscillators found in neuroscience, with few steps which can be widely used for 

neuromorphic oscillators design. 

4- This research proposed a new vision for design by using an opamp Schmitt trigger 

which mimic biological oscillators. Furthermore, as an opamp Schmitt trigger is one of the 

main blocks of the field programmable analogue array (FPAA), the proposed vision can be 

easily implemented and re-programmed which gives more richness to using an opamp 

Schmitt trigger. 
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5- This research proposed two low-power analogue chaotic oscillators using 2 opamps 

Schmitt trigger based on coupling oscillators. The proposed systems design offers an 

innovative analytical and methodological approach based on contributions 3 and 4. The 

design of the proposed systems combines between new vision of analogue chaotic oscillator 

design based on neuromorphic engineering with hardware implementation and software 

simulation. The proposed systems are implemented to replace the traditional digital PRNG 

found in the AIC analogue frontend. The proposed systems have been implemented and 

simulated under the temperature range found beneath the manhole cover. The validation 

takes place by comparing the proposed systems with another 2 opamps based Jerk chaotic 

oscillators. The validation proved the good performance of the proposed systems, 

especially the second system from the power consumption and the security point of view. 

The validation extends to compare between the output chaotic sequence from the proposed 

systems and the random sequence based on numerical algorithm that can be implemented 

using digital circuit. This comparison shows the ability of the proposed systems to 

reconstruct the original signal more accurately than the numerical algorithm in the absence 

and the presence of the noise. 

6- As the proposed systems were implemented using off the shelf components, it is 

expected that the proposed systems will enhance the IoT device based on open source 

hardware from the power consumption point of view which is the main disadvantage found 

in these devices. Furthermore, the proposed systems developed an IoT device based on 

open source hardware using neuromorphic engineering which is still in its early stage and 

is expected to be widely used in the near future. 

1.4. Outline 
 

Based on the aim of this research and the previous objectives, this thesis is organised as 

follows: Chapter 2 covers the first point of the objectives. It shows the MC issues by survey 

and deep analysis with new classification attached to the current automated monitoring 

system used.  

Chapter 3 covers the third point in the objectives and introduces the basics of the CS theory 

and the need for using the random signal with a brief introduction for the AIC and the 

analogue Chua circuit.  

Chapter 4 gives an extension for the third objective by presenting the simulation study 

with analysis of implementing the analogue Chua circuit in the AIC framework. This Chapter 
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introduces the analogue chaotic oscillator for the first time to the knowledge of the author to 

the AIC analogue front end design. 

Chapter 5 is the foundation of the proposed systems presented in the following chapter and 

covers the fourth objective. It gives a brief introduction to the coupling oscillators, followed 

by the new modifications for the opamp Schmitt trigger.  

Chapter 6 presents the proposed systems and the design validation with a discussion of the 

results from the power consumption and signal recovery points of view.  

Chapter 7 presents the conclusions and future work. 

1.5. Publications 
1- Hesham H. Aly, Abdel Hamid Soliman, Mansour Mouniri., “Towards a Fully 

Automated Monitoring System for Manhole Cover,” IEEE First Int. Conf. Smart Cities, 

2015. [Published] 

2- Hesham H. Aly, Abdel Hamid Soliman, and Mansour Mouniri. "Analogue to 

information converter design using analogue Chua circuit for IoT devices." In 

Proceedings of the Second International Conference on Internet of things, Data and 

Cloud Computing. ACM, 2017. [Published]  



18 

 

 

 

 

 

 

 

Chapter 2 

 

Manhole Cover Issues and 

Current Monitoring Systems 
 

  



19 

 

2. MANHOLE COVER ISSUES AND CURRENT 

MONITORING SYSTEMS 

 

This chapter discusses the manhole cover (MC) issues and the current monitoring 

systems. First, the need of automated MC monitoring system is highlighted, and the effect 

of MC structure failure impact on the society from the safety, security and economy point 

of view is also discussed. MC issues are classified based on the environmental effect on the 

MC structure. 

 The classification identifies the current automated and manual monitoring systems 

used to monitor MC issues. Hence, a discussion is presented to evaluate the current 

automated monitoring MC techniques and identify the main challenges and requirements 

to design an IoT -based automated MC monitoring system.  

Power consumption is the main challenge facing the design of an IoT based automated 

MC monitoring system. The data acquisition (DAQ) module is the main source of 

consuming power as will be shown later in this chapter. Analogue to digital converter 

(ADC) is the circuit which is responsible for increasing the power consumption of the DAQ 

module. This is because of the high sampling rate for the ADC and the need to activate the 

DAQ module most of the time in comparison to other modules. Several techniques can be 

used to design low power consumption for the ADC circuit.  

Based on the study done by the researcher, compressive sensing (CS) theory is 

promising to give acceptable results to design low power ADC. Furthermore, the CS 

framework is very attractive to design an automated monitoring system based on IoT device 

design requirements.  

Besides, an intensive study is presented in this chapter and extended in Appendix I to 

identify the sensor types and bandwidth required for fully automated MC monitoring 

system. This point is very essential to address the sampling rate required for the ADC found 

in the DAQ module. 

This chapter is organised as follows: First, the MC structure failure impact on the 

society will be discussed. Classification of MC issues and the available monitoring systems 

is shown in the second section of this chapter. Analysis and discussion of the MC issues 

and identifying the requirements and the challenges for designing IoT based automated MC 

monitoring system takes place in the third section. The fourth section discusses the sensor 
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type selection as a first step to design a low power ADC circuit in the DAQ module for IoT 

based automated monitoring system. The last section is the conclusion of this chapter. 

 

2.1. Manhole Cover and its failure’s impact 

MC, as mentioned before, is like a door between two different environments. Each 

environment affects the MC structure and this effect differs according to the MC material types. 

Generally, MC can be fabricated from several materials like cast iron or composite like fibre 

reinforced plastics and other materials as shown in Figure 2-1. The type mostly used all over 

the world and found intensively in the roads is the cast iron. 

 
Figure 2-1 MC materials 

Besides, any MC design has to follow the country’s specifications. For example, in the 

UK, BSI British Standards is the UK’s national standards organisation that produces standards 

and information of products that promote and share best practice. The code which begins with 

“BS EN 124” is the code for gully tops and manhole tops for vehicular and pedestrian areas. 

Based on the location of manhole it is classified into several classes as shown in Figure 2-2. 

The type that will be considered in this study mainly is Group 4 which includes carriage and 

roads (heavy duty) which is called BS EN124 Class D400.  
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Figure 2-2 British Standard BS EN124 Specs 

MCs are mainly located on the road. This location makes it attached to the pedestrians 

and any failure of its structure harms people, especially motorbikes and bikes riders. The 

Motorcycle Action Group (MAG) has mentioned on its website [7] several problems of the 

MC structure. MC structure defects can cause injuries and accidents. 

The UK government reported the statistical release for the road casualties for 10 years as 

shown in Figure 2-3[8]. For 10 years the motorcycle accidents approximately did not change 

in comparison with the car accidents that have been rapidly reduced within the same period, 

while the cyclist accidents have slightly risen in the same period. Accident sources are several, 

one of them is the MC structure failure. Automating the monitoring of MC will contribute in 

fast warning about any MC failure or defects that cause accidents which will improve the safety 

and security of people. 

Metallic MC especially the cast iron is very valuable. This makes it very attractive to be 

stolen. This makes the pedestrians more prone to fall into manholes, which causes injuries and 

lets the underground utilities be more susceptible to be facing any terrorist attack, besides the 

cost of replacing the MC. 

In [9] it is reported that MC is one of the common metal thefts that cost millions of pounds 

every year besides the harm of underground utilities like electrical cables and national heritage. 

On the other hand, the work in [10] mentioned that WRC (Water Research Centre) found that 

many Manhole Covers in the UK have failed and caused hazards which cost almost 40 million 

pounds. Table 2-1 shows examples of the MC failure impact on the society and economy in 

the UK[10],[11]. 
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Figure 2-3 Killed or seriously injured (KSI) road casualties by road users in the UK[8] 

 

 
Table 2-1 Examples of MC failure cost [10],[11] 

Example Cost Comment 

Installation £1000 1MC with labour cost 

Premature MC Failure £1600-£2000 1 MC in the first year of 

installation 

Stolen MC £500,000 Yorkshire Council pays in one 

year 

Replacing failure MC for water 

utilities 

£40 M/year  

Human cost £40,000/year Injuries to staff handling MC 

Potholes £91M on fixing 

potholes 

MC is one of the main reasons for 

potholes 

 

From all the information mentioned, it can be concluded that MC failure affects the 

safety, security and the economy of the society. Current automated MC monitoring systems 

are not monitoring all the issues that affect MC. The need for automated MC monitoring system 

has increased by the rapidly increasing MC structure failure which dramatically affects the 

security, safety and economy of the society, especially in the UK. Besides, the design of the 

automated MC monitoring system needs to be developed based on the smart city requirements. 

One of these requirements is to connect this automated monitoring system to the internet cloud. 

In other words, an automated MC monitoring system needs to be designed as an IoT device.  
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2.2. MC Classifications Issues 

The available monitoring systems for MC are not all automated and the automated types 

are not monitoring all the MC issues. Most of the current monitoring systems monitor one or 

few of MC issues and are based on partial classification or study. The partial study of the MC 

issues has limited capabilities to address the wider automation problems, and this leads to a 

high probability of inaccurate monitoring. For example, in [12], authors designed an automated 

monitoring system that monitors the security of the MC by monitoring the tilting of the MC; 

this system is very sufficient but the data from their proposed system can be misleading because 

MC structure can be tilted because of several sources like the soil moving or traffic pressure 

and not only because of unauthorised intrusion. Another example is in [13], where authors used 

high-resolution images to identify the location of the MC and their methods detect only 40% 

of MC while their study was not concerned about the MC structural degradation issue which 

may affect their results. 

It can be concluded that the reasons for the surge to find an IoT based automated 

monitoring system for MC can be summarised as follows: 

• Reducing any delay that can happen after any failure of the MC that may harm 

pedestrians or traffic. 

• Reducing the cost of using labours and protect the labours from being harmed 

from the harsh environment beneath the MC. 

• Integrating with other infrastructures within a smart city based on IoT.  

To reach an IoT based automated MC monitoring system, the MC issues and the current 

monitoring systems used for these issues have to be addressed first. The target of this section 

and the chapter is to assign the manual monitoring methods that need to be replaced by the 

automated methods to reach an IoT based automated system.  

 
Figure 2-4 MC Issues Classification 
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MC issues are caused by the ambient underground or upperground environments. Some 

of these issues are common in both environments. For this reason, the classification is 

branching to three main branches: Upper ground, Underground and Common, as shown in 

Figure 2-4. 

One of the contributions of this study is that it shows most of the issues and the current 

monitoring MC systems, which have not been gathered before in one reference. This 

classification can be used by the government, industry and researchers to develop in several 

fields like smart city, Internet of Things, underground monitoring and much more. Most of the 

references used in this chapter are from companies’ websites. These kinds of references may 

not explain in detail the monitoring systems used for marketing reasons. This makes it difficult 

to gather all of the information. However, by comparing and reading from different resources, 

complete classification based on the criteria mentioned before (environment effect-based 

classification) is suggested. 

Before starting the MC issues classification, first, the definition of “MC issue” has to 

be cleared. MC issue can be defined as “the issue which causes MC structure failure, or it is 

the issue resulting from the MC structure itself”. As the classification is based on the 

environmental effect as mentioned before, MC issues can be classified into three types: a- 

Upper ground MC Issues: MC issues based on the effect of the upperground environment only, 

b- Underground MC issues: MC issues based on the effect of the underground environment 

only, and c- Common MC Issues: which are common between the upperground environment 

and underground environment effects. However, the influence of each environment on the MC 

structure may differ. 

Table 2-2 MC Issues Classification based on the type of the environment 

MC Issues 

Upperground MC Issues 

Security 

Detection 

Skid resistance 

Underground MC Issues 

Stray/Contact 

Explosion 

Noise 

Common MC Issues 

Corrosion 

Structure degradation 

Misalignment/Moving 
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Table 2-2 shows the MC issues classifications based on the type of the environment.  It 

is shown that each type of environmental effect on the MC structure is responsible for three 

kinds of MC issues.  

The available monitoring techniques for the upperground MC issues, underground MC issues, 

and the common MC issues are summarised in Figure 2-5. Based on upperground effect, three main 

issues are highlighted: security, detection and skid resistance. The security issue is the only issue for 

which automated monitoring system is used based on several techniques: mechanical, fibre optics, 

magnetic sensor, infra-red (IR) sensor, closed circuit television (CCTV), and accelerometer sensors. 

The first five techniques are summarised and their functionality is detailed in [14]. Accelerometer sensor 

is used for measuring the tilting of the MC as mentioned in [12]. 

MC detection is one of the main issues for MC in some countries like Taiwan which uses buried MC. 

However, this issue is still monitored by manual techniques like radio-frequency identification (RFID), 

digital camera, or mobile laser scanning [13], [15]–[19].  Because of the high population and the increase 

of transportation vehicles, MC structure failure has increased and has affected society. The need for using 

an automated system for monitoring structure degradation is becoming one of the modern societies’ 

demands. Skid resistance is one of the main reasons for most of the bikes and motorbikes accidents. 

However, this issue is still monitored by using a manual system like Pendulum scale. The average of 

decreasing the percentage of the skid resistance of MC can reach less than half in 12 months.  

As for the upperground environment effect on the MC structure, three main issues are found based 

on the type of underground utility found beneath the MC, namely stray/contact, explosion and noise.  

The stray takes place normally if there is no isolation between the cables and the MC. Isolation may be 

not working, which also generates the stray voltage leading to the contact voltage. One company has 

mentioned that it designed and fabricated an automated system for the stray/contact issue. However, no 

technical data has been known for this system [20].   

Explosion issue mainly takes place with the gas or electric utilities. For the electric utility, some 

companies like ABB has used some automated monitoring systems as mentioned in [2], [22], [23].  For 

the gas utility, the manual monitoring system is still used till now. Noise or sound coming from MC has 

been accounted to be an issue, however, this issue is very rare and it is monitored manually only based 

on the claims of the people [24]. Some of MC issues can take place from either upperground or 

underground, and these are classified as the common issues, these include corrosion, structure 

degradation and misalignment/moving. Corrosion issue is the first one, it has increased because of acidic 

environment found in the sewer utility or if the MC is found near to the sea coast. Corrosion issue is still 

monitored manually by the digital camera and by human inspection [25]–[28]. 
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Structure degradation is one of the main issues for MC. However, this issue is still monitored by 

manual techniques like vacuum tester or digital camera [29]. Movement of the MC structure can happen 

because of the pressure of the transportation vehicles or moving the soil. In both cases monitoring the 

movement of the MC is done manually. 

To conclude this section, MC issues have been classified based on the type of the environment that 

affects the MC structure. The classification divides the issues into three categories: Upper ground 

environment effects, Underground environment effects and common issues that can be based on the 

upperground environment or the underground effects. The classification identifies also the type of current 

monitoring systems used to monitor these issues. In the next section, discussion and analysis based on 

this classification will be done to identify the challenges and the requirement for designing IoT based 

automated MC monitoring system.  
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Figure 2-5 MC Issues and the available monitoring technique 
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2.3. Discussion and analysis of MC classification issues 

This section discusses and analyses the MC classification issues explained in the previous 

section and the available monitoring systems for MC to design an IoT based automated monitoring 

system for MC. Most of the MC issues are monitored manually and some monitoring systems are 

based on a recording camera to capture an image of the MC attached to the regular inspection 

report [28]. Regular manual inspection is mainly based on underground utilities [22] and may take 

from several times per month to several times per year. However, long time without inspection 

and monitoring can result in sudden MC failure or stealing which badly affects society and could 

cause several unwanted hazardous effects. To evaluate the overall monitoring systems to assign 

the need to design an IoT based automated monitoring system for MC, the analysis will be 

presented in this section. 

Based on the previous section, the available automated MC monitoring systems cover only 30% 

of the MC issues found. Table 2-3 and Figure 2-6 identify the automated systems used for MC 

issues and the percentage of these automated systems to the manual ones respectively.  

Besides, from the survey, and by addressing and analysing the effect of each underground 

environmental utilities on the health of the MC structure, it is found that Water/Sewer underground 

utilities are the utility mostly affecting the MC structure by causing most MC issues. Figure 2-7 

represents the percentages of the MC issues caused by the different types of underground utilities 

based on this survey. 

Using automated systems to monitor the MC issues is needed for the safety and security of the 

society. However, designing an IoT based automated MC monitoring system faces several 

challenges and needs to be reliable to the smart city and IoT concepts, which are used by modern 

governments to protect the society. From the study done by the researcher, there are mainly four 

big challenges facing the design of the IoT based automated MC monitoring system: power 

consumption, platform cost, data security and memory size required to store the information. 
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Table 2-3 MC Issues and the available automated monitoring systems used. 

MC Issues 
Available automated 

monitoring systems 

Security ✓ 

Detection  

Skid resistance  

Stray/Contact ✓ 

Explosion (Gas)  

Explosion (cable) ✓ 

Noise  

Corrosion  

Structure degradation  

Misalignment/Moving  

 

Figure 2-6 Percentages of the automated and the manual monitoring systems available for monitoring the MC issues 
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.  

Figure. 2-7 Effect of underground utilities-type on MC structure 

i. Power 

The power consumption challenge is very essential because the automated system lifetime is 

mainly based on the battery lifetime. Replacing the battery several times during the MC lifetime 

is not reliable or sufficient from the cost point of view. This point is very critical, especially that 

the maximum number of MC issues that are monitored automatically in one system is only two 

issues and the lifetime is about only one year. 

Reducing the power consumption has debatable aspects [30]. However, as the IoT based 

automated cast iron MC monitoring system is not found until now, the sensor type selection needs 

to be addressed first because using active sensors may affect the power consumption of the 

monitoring system (intensive study in the selection of the sensors type is presented later in this 

chapter).  

According to several references like [31], the DAQ module needs to be activated more than 

any module of the wireless monitoring system regardless of the concept of the monitoring strategy 

(Trigger- Driven or Scheduled-Driven) as shown in Table 2-4 [31] and by using some types of 

active sensors, the power consumption will increase more [32]. However, because of the different 

types of underground utilities, it can be concluded that the IoT based automated MC monitoring 

system is not universal and depends on the type of underground utilities.  
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Table 2-4 Power states for wireless monitoring system [31] 

 Trigger-Driven Schedule- Driven 

Mode DAQ Control 

Unit 

(CU) 

Communication DAQ Control 

Unit 

(CU) 

Communication 

S0 - - - off off Off 

S1 Off Off Off - - - 

S2 On On Off On On Off 

S3 On On Transmit On On Transmit 

S4 On Idle Off On Idle Off 

S5 On On Receive On On Receive 

Generally, several techniques had been developed by several researchers to reduce power 

consumption. In Table 2-5, selected examples of these techniques used to reduce the power 

consumption are shown. However, power consumption is still one of the biggest challenges for 

designing automated monitoring systems.  

In addition to these techniques, analogue circuit design starts to attract the researchers for low 

power consumption applications. Merging analogue circuit design with other fields like 

neuroscience, opens a new route for designing low power IoT device [33]–[62] especially with the 

development in Machine Learning algorithms [63], [64]. 

Table 2-5 Selected Techniques used to reduce power consumption 

Power consumption techniques Method of the technique Comment 

Battery 

a high capacity battery such 

as D batteries (15000 mAh) 

instead of widely used AA 

batteries (2000-2400 

mAh)[65] 

the sensor nodes’ lifetime can be 

extended about 

7 times longer. 

Energy harvesting 

Using piezoelectric (PZT) 

sensor to harvest energy from 

traffic vibrations [66] 

Not efficient till now to the 

knowledge of the authors 

Low sampling rate ADC Compressive sensing[67] 

Relaxes the ADC sampling rate 

requirement and can be used for 

both DAQ and Communication 

Modules 

Monitoring in low sampling 

time rate 
Monitoring every 6 hours[68] 

Reduces the need for activating 

the monitoring systems for a 

long time, hence structure failure 

takes a long time. 

Energy management 

algorithms 

Adaptive Sampling 

Algorithm (ASA)[32] 

This method depends on the 

specific sensor, whose power 

consumption is significantly 

larger than that of the 

Communication Module 
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ii. Platform cost 

Another challenge is the cost of the monitoring system platform itself. By entering the smart 

city (SC) and IoT era, monitoring systems need to be of low cost and suitable to be controlled and 

managed via the internet. From the survey, available MC monitoring systems from one side and 

smart city and IoT from the other side were not mentioned in any reference before now, to the 

knowledge of the author. This opens a new research field to investigate. Besides that, some of the 

monitoring systems used in several applications including some current automated MC 

monitoring, off-shelf monitoring systems hardware platform like Imote2, Waspmote (which is 

called also motes) and by using open source software cloud, controlling these motes via internet 

is used and has become more easy and reliable [69]. However, the cost of these modules is still 

high. On the other hand, a new hardware technology is spreading very fast, which is open source 

hardware like Beaglebone, Raspberry Pi [70]. These systems are very promising and proved 

suitable to be used in several smart cities and IoT applications, because of the low cost and the 

ease with which they can be programmed. However, open source hardware suffers from the high 

power consumption with respect to the off shelf motes mentioned before [70].  

 
Figure 2-8 Example of current consumption and price for off shelf mote and open source hardware [40] 

Figure 2-8 shows examples of the current consumption and price of selected motes and open 

source hardware [70]. Open source hardware opens a new gate for research in several monitoring 
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applications like IoT based automated MC monitoring system by redesigning it to be less power 

consuming and to be used for smart city and IoT applications. 

iii. Security 

Another challenge facing the design of the IoT based automated monitoring systems is the 

security. IoT based monitoring systems can be wired like supervisory control and data acquisition 

(SCADA) or wireless like wireless sensor network nodes (WSNN). Wired monitoring systems 

have the advantage of the security over the wireless systems. However, wired systems are very 

expensive if compared with the wireless systems[71].  

This problem leads to looking further to design WSNN with a high security system. Also, 

in the internet of things (IoT) era which is based on connecting or communicating all the 

monitoring systems under the internet cloud, even wired monitoring systems like SCADA will 

face the security issues in internet security [72].  

In some studies, the combination of the two methods (SCADA and WSNN) takes place to 

get the advantages of both systems [72], [73]. However, this concludes that both systems will be 

facing mainly the same security issues, but they differ in the cost which makes WSNN monitoring 

systems replace the wired monitoring system in the future for monitoring most of the city utilities 

[71]. 

Another challenge for a secured IoT device design is the power consumption [74]–[78]. 

The tradeoffs between the power consumption and the security has become a hot spot for the 

current IoT device designs for several applications. Moreover, hardware design is more demanding 

as it consumes less power if compared to software-based security system like in [78].  

While most of the current design for the secured IoT devices is based on digital circuit 

design, analogue circuit design starts to improve the secured IoT device hardware design from a 

power consumption point of view [79]. The improvement of the analogue circuit design for the 

power consumption has been mentioned above.  

iv. Big Data 

 By increasing the number of sensors and networks, the size of memory required needs to be 

increased, which was not reached till now. This problem is still in development in several scales 

from the smart city point of view[80]. 
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 It can be observed from the previous discussion that the design of an IoT based automated 

monitoring system for MC needs more effort, especially with the lack in the current automated 

monitoring systems to monitor all of the MC issues. It is clear that this system will have to include 

the upperground MC issues monitoring techniques, common MC issues and has the ability to 

attach other sensing techniques for underground MC issues based on the type of the utility beneath 

the MC.  

 Most of the automated monitoring systems for underground utilities, use the MC as a holder to 

monitor these utilities [81]–[84]. This means that the design of an IoT based automated monitoring 

system for MC should also be able to attach more sensors that can be used to monitor the 

underground utilities. This will need more care in the design as it will be more complex and 

therefore more power consumption is expected. 

  To conclude, this section analyses the proposed classification of the MC issues and shows the 

gap area in the research for the design of an IoT based automated monitoring system for MC. It 

extends to identify the expected challenges that face this design. The effect of the type of 

underground utilities on the MC structure was also mentioned in this section. 

2.4. Power consumption challenge for IoT based automated MC monitoring 

system design 

Designing an IoT based automated MC monitoring system faces several challenges as 

shown before. The present research focuses on reducing the power consumption of the system. 

However, the IoT device designer needs to take into consideration all the previous challenges. As 

shown also, active sensors and DAQ are the main parts that consume more power in the system. 

To be more focused, this research will consider reducing the power consumption of the DAQ 

module by reducing the power of the most consuming circuit in the DAQ which is ADC. The first 

step to reduce the ADC power consumption is to identify the sensors types to determine the 

required bandwidth and the power required for the ADC to work. For this reason, the next section 

will propose a study to identify the sensors types required for the IoT based automated MC 

monitoring system. This will help to assign the power requirements for the DAQ. 
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A DAQ module consists mainly of [86] :  

i- Sensor Signal conditioning circuit: which reads the variation of the sensor signal 

based on its function.  

ii- A multiplexer (MUX): MUX is one of the most sensitive parts in the design of the 

DAQ system. It is important for accurate sampling of multi-input channels. A MUX 

typically consists of several switches connecting all of the input channels to the 

output end of the MUX.  

iii- Amplifier: is mainly a Programmable Gain Amplifier (PGA), Low Noise Amplifier 

(LNA), or Charge Amplifier. 

iv- Filter: to activate the essential bandwidth of interest. The filter mainly is Low Pass 

Filter. 

v- Analogue to digital converter (ADC): to transfer the analogue signal into the digital 

domain which converts the analogue signal to a digital value. ADC function is to 

deliver the processed analogue signal to the CU module to process and store. 

The ADC is the circuit which consumes the most power in the DAQ module. This is 

because it needs to sample the sensor signal at least double its bandwidth (Nyquist Shannon 

theorem). By increasing the bandwidth of the sensor signal, the sampling rate increases. For the 

purposes of designing an IoT based automated MC monitoring system, reducing the sampling rate 

is one of the main targets to reduce the power consumption in the DAQ module.  

Choosing the ADC architecture is one of the solutions to reduce the power consumption. 

Several architectures have been designed to achieve optimal power consumption for different 

sampling rate and resolution (resolution indicates the number of the discrete values it can produce 

over the range of the analogue values) as shown in Figure 2-9 [51]. However, the selection of the 

type of an ADC architecture will be cleared after choosing the sensor type in the next section. 



36 

 

 

Figure 2-9 ADC Architectures [51] 

On the other hand, an ADC architecture is not the only optimum solution to reduce the 

power consumption for designing low-power IoT based automated MC monitoring system. It is 

mentioned in [87] that one of the new approaches to reduce the power consumption of sensor nodes 

in IoT is to add analogue processing before the ADC as shown in Figure 2-10.  

 

Figure 2-10 Comparison of the dominant power consumers in a traditional sensor system and a sensor system that incorporates an 

analogue processor [87]  
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Compressive Sensing (CS) based hardware implementation is called analogue to 

information converter (AIC) [37], [53]– [66]. AIC is already following the approach of using an 

analogue preprocessor before the ADC as mentioned in [87]. CS concept takes place if the original 

signal is sparse in one domain like frequency or time which is the case for most of the sensor 

signals [5].  

While CS or AIC can improve the reduction of ADC power consumption, it reduces also 

the size of the data. However, as mentioned before, IoT device designer needs to take all the IoT 

device design challenges into consideration especially if the IoT devices need to be located in 

harsh or difficult to reach environments.  

Because the heart of the AIC is the pseudorandom generator (PRNG), this attracted 

researchers to use it at the same time for the data security. The traditional hardware designs for 

AIC used the digital linear feedback shift register (LFSR) for generating PRNG. However, LFSR 

is not recommended for security[102], [138]–[141]. Hence, researchers started to replace LFSR 

with another digital PRNG with more security capability. Most of these efforts are done by using 

digital circuit design. Digital hardware implementations add more complexity for the AIC which 

consumes more power. This point will be discussed in more details in the next chapter. 

From this point of view, the present research focuses on studying the use of AIC to design 

a low-power secured IoT based automated MC monitoring system. The study extends to enhance 

the AIC circuit design by replacing the digital part in the AIC analogue front end to make this part 

pure analogue for power consumption issue and to overcome any need of isolation between digital 

and analogue circuits as will be shown later. This study is expected to contribute to monitoring 

MC, monitoring underground utilities and extends to contribute in several fields used in smart city 

concepts and develop in the design of IoT devices. 

To conclude, this section focuses on power consumption as the main challenge to design a secured 

IoT based automated MC monitoring system. It was shown in this section that the ADC circuit is 

the main circuit consuming more power. Compressive sensing theory is targeting reducing the 

power consumption of the ADC by reducing the sampling rate which is the main reason for 
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increasing the power consumption for the ADC. Hence, this study will focus on developing CS 

based ADC which is called analogue to information converter (AIC).  

2.5. Types of Sensors needed for IoT based automated Manhole Cover 

Monitoring System 

Before proceeding in the ADC design, sensor types need to be identified first. This section 

is very important for designing the required ADC. However, several challenges were found to 

identify the sensor types for an IoT based automated Manhole Cover monitoring system. The first 

challenge is that not all the available monitoring systems are automated; hence, the type that can 

be used for automated systems should be identified. The second challenge is that an issue like skid 

resistance has special kind of monitoring which is the pendulum. This kind of monitoring is very 

rare, and it also does not use an electronic circuit to monitor but uses a mechanical ruler and the 

user has to read it. This means an intensive study needs to identify the type of sensor that can be 

used to replace this manual method and to be efficient.   

While the sensor design is not the aim of this study, the selection of the sensor type is very 

essential to identify the required bandwidth for the system. Hence the ADC requirement will be 

determined, and to be specific the sampling rate for the ADC will be identified.  

From the survey in this chapter, it can be observed that the IoT based automated Manhole 

cover monitoring system is not universal, but it depends on the underground utility beneath the 

Manhole Cover. In other words, IoT based automated monitoring system for the Manhole cover is 

a multisensor monitoring system which has the ability to add more sensors based on the 

underground utility type. 

Based on this observation, the Manhole Cover issues and the monitoring system can be 

divided into two branches: the first one is fixed which includes the upperground and the common 

issues, while the second branch includes the underground issues. The physical phenomenon to be 

measured by each branch needs to be recognized to identify the sensor type. By observation of the 

MC issues classifications, the physical phenomenon that needs to be monitored can be classified 

as shown in Figure 2-11 to four different classes which are: orientation, structure degradation, 

electrification and explosion. To be more specific about sensor type selection, the physical 

phenomenon can be classified into two categories: first for upperground and common issues; the 
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second is for the underground utility type. For each class, one or more sensors can be used to 

monitor the related MC issues.  

It has to be mentioned that two issues have been omitted from the study in this section from 

the Manhole Cover issues. The first one is the detection phenomenon, because generally most of 

the automated monitoring systems need to send information including the location or system 

identification. Hence, it has to be found in the design by several ways like adding the location to 

the information content. The other issue is the noise or, in other words, sound phenomenon. The 

noise issue as mentioned before is rare and also depends on several aspects like the design of the 

Manhole Cover or sometimes results from the structure degradation which needs to be monitored. 

 

Figure 2-11 Physical phenomenon needed to be measured for IoT based automated Manhole Cover monitoring system 

Sensor type selection was very challenging and required to study the sensing techniques from 

several fields like civil engineering and aerospace. Besides, the selection of the sensor type needs 

to satisfy the need for low power consumption for the sensors. Based on the survey done by the 

researcher and by the investigation from several references  [103][104]–[120], Table 2-6 shows 

the sensor type selection for IoT based automated Manhole Cover monitoring system. More details 

about this study are found in Appendix 1. 
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It is shown from Table 2-6, that the maximum sensor bandwidth is 5 MHz for the PZT 

which required at least 10 MHz for sampling (it has to be mentioned that in [109] authors use the 

PZT sensor with sampling rate 100MHz to avoid noise).  

To conclude, this section presents the sensor selection required for the IoT based automated 

Manhole Cover monitoring system. The selection was based on the available techniques for the 

automated system besides the sensing techniques from other fields like civil engineering. The 

target of this section is to identify the maximum sensor bandwidth needed for IoT based automated 

Manhole Cover monitoring which shows the minimum sampling rate required for traditional ADC. 

Table 2-6 Sensor Type Selection for IoT based automated Manhole Cover monitoring system 

Sensor MC Issues Frequency 

Inertial Measurement Unit 

(IMU) (Accelerometer- 

Gyroscope) 

Security tilting Shattered 
(Structure 

Degradation) 

Collapsed 

(Structure 

Degradati

on) 

350 Hz-

17kHz 

Piezoelectric sensor 

(PZT) 

Crack 

(Structure 

Degradation

) 

Corros

ion 
Skid resistance 

(expected) 

 
Few 

hundreds of 

Hz- MHz 
(≈5MHz) 

Voltage sensor 

(Electrical/Telecommunic

ation utilities only) 

Stray/conta

ct 
(expected) 

   
≈60Hz 

Smoke/fire sensor 

(Electrical/Telecommunic

ation utilities only) 

Explosion 
   

ON/OFF 

switch or IR 

gas 

 

2.6. Conclusion 
 

In this chapter, MC types and issues have been highlighted and a new classification of these 

issues has been presented in view of the available monitoring systems. The outcome of this 

classification shows that 70% of the monitoring systems for the Manhole cover is based on manual 

technique. With the increasing failure of the Manhole Cover because of various issues and the 

effect of this failure on the society from the security, safety, and economy sides, the need to design 

an IoT based automated Manhole Cover monitoring system has increased.  
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Based on the analysis and the observations from this chapter, power consumption is the 

main challenge to reach to a fully automated manhole cover monitoring system based on IoT 

device design requirements. It was shown that the main source of consuming the power in the IoT 

is the analogue to digital converter (ADC) found in the DAQ module. However, IoT device design 

cannot ignore the other challenges like security or cost from the design point of view. 

The investigation in this research extends to study the sensing types required to design fully 

automated manhole cover monitoring system. This study gives the main requirements for the ADC 

specifications that is required to design IoT based manhole cover monitoring systems. This point 

shows the minimum sampling rate of the ADC required which is very essential for the power 

consumption calculation. Based on this study, the sampling rate for the ADC can reach to 10-

100MHz. Using traditional ADC circuit design with the sampling rate mentioned before, will not 

be suitable for monitoring manhole cover like cast iron manhole cover which has life time of 20-

25 years.  Hence, this chapter studies several techniques and scenarios that can extend the lifetime 

of the DAQ module in comparison with the manhole cover lifetime.   

It was shown from several references the ability of the analogue circuit design to overcome 

several design challenges like power consumption. It was not mentioned in any reference to the 

knowledge of the author, the use of analogue circuit design to enhance the manhole cover 

monitoring circuit design. This motivates the researcher to do more investigation about the 

analogue circuit techniques that can develop in the manhole cover circuit design from the power 

consumption point of view. 

Based on the investigation done by the researcher, a compressive sensing technique will 

be studied thoroughly in the next chapter to identify its suitability to be used for the IoT -based 

manhole cover monitoring system. 
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3. ANALOGUE TO INFORMATION CONVERTER 

(AIC) AND CHUA CIRCUIT 

3.1. Introduction 

In Chapter 2, it was concluded from the research done by the author that ADC is the circuit 

which consumes most power in the DAQ module which is the module with the highest power 

consumption in the IoT based automated MC monitoring system. At the end of Chapter 2, it was 

concluded that PZT sensors are the highest frequency (5 MHz) used sensors in the IoT based 

automated MC monitoring system which needs at least 10 MHz sampling rate based on Nyquist 

Shannon criteria. As the target of this research is to design and develop an IoT based automated 

MC monitoring system, the research is focusing on designing a low-power ADC. 

Several techniques have been mentioned in Chapter 2 to reduce ADC power consumption. 

However, compressive sensing (CS) proved to be the most efficient technique that can be used for 

an IoT based MC monitoring system to reduce ADC power consumption. The reason for this is 

that the CS framework can overcome the ADC power consumption, with a reduction of the signal 

size which reduces the size of the memory required to store data. Furthermore, the heart of the CS 

framework is the pseudorandom generator (PRNG), which attracted the researcher to use it for the 

data security at the same time. However, this point affects the power consumption due to the digital 

implementation of the secured PRNG. 

This chapter and the rest of the thesis are focused on the ability to design a low-power, 

secured ADC using compressive sensing by means of the analogue chaotic oscillator. The 

motivation of this is the ability of the analogue chaotic oscillator to enhance power consumption 

and at the same time the security as will be shown later. 

This chapter is considered as the first step to study and investigate the ability of the 

analogue chaotic oscillator to work within the CS framework or analogue to information converter 

(AIC) framework (AIC is the CS based ADC). An analogue Chua circuit will be highlighted as it 

will be used in the AIC framework with several implementations in the next chapter. Chua circuit 

is one of the fundamental or the first hardware implementation for chaotic oscillators 

The target of this chapter is to give an overview of the fundamentals and the backgrounds 

of the AIC, PRNG circuit and Chua circuit. This chapter is organised as follows: First, ADC power 

consumption and CS solutions will be highlighted. The compressive sensing background and the 
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AIC circuit will be overviewed. The AIC power consumption and security trade-offs will be 

presented after that, followed by PRNG circuit design and Chua circuit background. 

3.2. Analogue to Digital converter and Compressive sensing 

The main idea of ADC is to deliver the analogue signal to the Control Unit module in 

digital form. This process is done in three steps: a) Sample and Hold, b) Quantising, and c) Coding. 

The signal delivering process by ADC is mainly consuming more power with comparison to the 

other components. ADC is based on sampling the signal by the sample and hold process at equal 

or more than double of the analogue signal bandwidth, which is called Nyquist Shannon rate 

criteria. After that, the quantising process takes place by assigning each sample amplitude of the 

sampling signal to a specific level. Coding assigns the digital code that represents the signal at 

each quantised level.  

Two observation points affect the ADC. The first is the high sampling rate required if the 

analogue signal has very high bandwidth; second is the memory required. Figure 3-1 shows the 

effect of the sampling rate on some of the off-shelf ADC [121]. Regarding the memory issue, it 

was convenient to reduce the memory requirements by applying compression technique in the CU. 

This means that another overhead task for the CU to reduce the size of the data is needed. From 

this point, researchers started to address these observations to reach optimum methods to reduce 

both the power consumption and the memory size required for the data. 

 

Figure 3-1 ADC Sampling Rate versus Power Consumption for ADS4xxx Family of ADCs[121] 
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One of the efforts done by researchers is using the Compressive sensing (CS) technique. 

CS is dealing with both issues (high sampling rate and memory size) at the same time. CS is briefly 

based on the fact” that if the signal is sparse in some domain like frequency domain, this means 

that sampling process based on Nyquist and Shannon theory is sampled more than the information 

content of the analogue signal”. From this point of view, compressive sensing (CS) theory is 

targeting only the information content of the signal especially if it is only sparse in some domain 

as mentioned above. Fortunately, most of the sensors’ signals are sparse in some domain. Hence, 

the number of required bits will be less than the traditional technique which reduces the size of the 

memory required. CS based ADC is named analogue to information converter (AIC).   

AIC generally consists of two blocks: first is the pre-processing block to reduce the size of 

the original signal which leads to the use of traditional ADC with less sampling rate; the second 

block is nonlinear algorithm to reconstruct the signal. One of the main circuits that are used to 

construct the pre-processing block is the pseudorandom number generator (PRNG). While the 

PRNG is found in the analogue front end of the AIC, most of the researchers (to the knowledge of 

the author) use the digital circuit to PRNG. Using digital circuit in analogue frontend needs critical 

design, and from the PCB circuit design viewpoint, it needs good isolation to prevent any crosstalk 

or noise. Generating random signal using analogue circuit can overcome this issue. 

In the signal processing and circuit design fields, chaotic signal generators can generate 

PRNG based on analogue or digital circuit design. Chaotic signal generator attracts several 

researchers especially in the telecommunication field for encryption purposes. While it is used 

mainly for encryption, it can also be used for other applications. Chua circuit is the first circuit to 

demonstrate the chaotic signal with a very simple design. The pseudorandom sequence generated 

from the Chua circuit has been tested for CS algorithms and shows very good results. However, 

implementing analogue Chua circuit based PRNG in AIC framework has not been studied before 

from the circuit limitations and power consumption viewpoints.  

3.3. Compressive Sensing Background 

Compressive Sensing (CS) theory deals with signals which have a sparse representation in a 

domain [37], [53]– [66] . It is known that a signal can be sampled at a rate called Nyquist and 

Shannon rate. The main idea of using CS is that most of the practical signals collected by the 

sensors or antennas have a sparse representation in a specific domain. 
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In [97] the CS theory is explained as: consider a vector N × 1 signal f represented as follows 

𝒇 = 𝜳𝒙 (3-1) 

 

where x is the coefficient vector of f that is expanded on the basisΨ ∈ RN×N. The signal is sparse 

when most of its coefficients are zero or small enough to be ignored.  In Figure 3-2, the N-

dimensional input signal f is compressed to a vector M × 1 signal y where M ≪ N by the following 

relation  

𝒚 = 𝜱𝒇 (3-2) 

 

Where Φ ∈ RM×N,f ∈ RN×1 .The vector N × 1 signal f can be reconstructed from the vector M × 1 

signal y, one must solve the following relation.  

𝒎𝒊𝒏
𝒙∈𝑹𝒏

‖𝒙‖𝒍𝒐
    𝒔𝒖𝒃𝒋𝒆𝒄𝒕 𝒕𝒐 𝒚 =   𝜱𝜳𝒙 (3-3) 

 

 

Figure 3-2 Compressive sensing technique [62] 

Where lo is norm zero which means the count of nonzero entries of the vector. This reconstruction 

method is a very difficult problem to solve. Instead, several optimisation methods have been 

studied to recover this problem by using norm1 (norm1 is the summation of the absolute values of 

the signal) [95]. The reconstruction algorithms used in CS are summarised in Figure 3-3 below 

[95]. It has to be mentioned that in [5] it is shown that if the original signal is well known then 

matching filter can be used instead of the nonlinear operation for reconstruction. 
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Figure 3-3 CS Reconstruction Algorithms[95] 

Based on the theory of CS, Φ must be incoherent with basis Ψ. Incoherence means that the 

rows φj of the matrix Φ cannot sparsely represent the elements of the sparsity-inducing basis ψi 

and vice versa. In the signal processing theory, Φ has to be random with independent and 

identically-distributed (i.i.d) entries, e.g. Gaussian or +/- binary entries, to obey this rule [122]. 

From this point, Φ is implemented in hardware as a random signal generator or to be specific 

pseudorandom number generator (PRNG) to generate random sequence {-1,1} to satisfy the 

requirements for the CS theory to be used in several applications. 

CS has several applications like medical imaging, Radar, and Analogue to information 

converter (AIC). AIC is based on adding a pre-processing block to reduce the sampling required 

then adding traditional ADC with low sampling rate. It was mainly targeting the high-frequency 

applications in communication receiver because high frequency (high MHz and GHz) need very 

high sampling rate ADC which increases the power consumption. Besides that, AIC showed very 

good performance in low-mid frequency applications for low power applications. The last point 

has motivated the author to investigate and study the performance of replacing ADC in DAQ 

module by AIC for an IoT based automated MC monitoring system.  

On the other hand, using an analogue circuit design for sake of the power consumption is 

starting to attract the attention of the researchers, especially with merging the analogue circuit 

designs with other fields like neuroscience and biology, as will be shown later in this research. 

Besides that, while signal reconstruction algorithms are mainly implemented in a digital hardware 
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manner, it is reported in [123]–[127] several sparse algorithms have been implemented by field 

programmable analogue array (FPAA) and showed the good performance with low power 

consumption.  

However, most of the analogue AIC frontend uses a digital circuit like linear feedback shift 

register (LFSR) [128] to generate the random sequence required for AIC. Combining analogue 

and digital circuits in the same PCB required good isolation between them to avoid crosstalk and 

noise [129]. Hence, the research focuses on replacing the digital circuit by analogue with low 

power consumption design.  

Designing low-power analogue circuits has several approaches, like the technology, the 

number of elements used to reconstruct the circuit, some circuit design techniques and more. From 

this point, the research investigates more about the design of low-power analogue circuits that 

generates a random sequence.  

One of the methods used to generate a random sequence using analogue circuits is based on 

the chaos theory. While the chaos theory has several methods to design chaotic oscillator like 

Chua, Lorenz, etc. Chua circuit is selected as a first step to study the analogue chaotic oscillator in 

AIC framework. This is because of the simplicity of design with few numbers of components 

which satisfies one of the power consumption design needs as mentioned before. 

Fortunately, chaotic sequence generated from the mathematical model (discrete presentation 

not continuous) like Chua circuit has been studied to use in CS theory like in [130] and shows 

good performance. However, to the knowledge of the researcher, using a chaotic oscillator in AIC 

framework has not been addressed before from the circuit design viewpoint.  

The study will test the performance, the limitations, the trade-off and the requirements of 

applying analogue Chua circuit in AIC framework by simulation which will be shown in the next 

chapter. The rest of this chapter will show a brief background about the AIC and the analogue 

Chua circuit that will be used in the study in the next chapter.  

3.4. Analogue to Information Converter (AIC) 

Analogue to information converter is one of the main applications of CS. AIC as mentioned 

before consists of two major blocks: pre-processing before using traditional low sampling ADC 

(AIC analogue frontend) and signal reconstruction. AIC analogue frontend is a pre-processing step 

to reduce the size of the original signal if it is sparse in a well-known domain. The basic idea can 

be shown in one of the simple AIC topologies which is called Random Demodulation (RD) shown 
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in Figure 3-4. Simply, RD frontend consists of a multiplier which multiplies the input signal 

(f(t))with random signal generator (Pc(t)) {-1, 1} or in other words chipping sequence then 

integrated and sampled by n samples. The random signal represents the random matrix Φ 

mentioned in the previous section. Hence the output of the multiplier feeds the integrator which is 

followed by a low rate sampler or low sampling ADC.  

 

Figure 3-4 AIC using Random Demodulation topology[122] 

To analyse the RD topology first, the signal is multiplied by the random signal generator 

with Nyquist rate or more to repeat the spectrum of the input signal because of the convolution 

process (convolution is the frequency representation of the multiplication process). Applying the 

integrator or low pass filter (LPF) on the multiplier output will capture the input signal at the 

baseband which needs less sampling rate in comparison to the spectrum of the input signal. This 

process is shown in Figure 3-5 [122]. 

 
Figure 3-5 AIC analogue frontend  pre-processing[122] 
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AIC has several topologies like non-uniform sampling, random modulation pre-integration 

(RMPI), Xampling, and more [5], [128], [131]. However, RD is considered to be the basic 

topology for most of these topologies. For this reason, this research will focus on the RD topology 

because of the simplicity.  

Generating the random sequence or PRNG is the heart of the AIC design. As mentioned 

before, most of the researchers use digital implementation to generate PRNG like linear feedback 

shift register (LFSR) which required very good isolation between the analogue part and digital part 

to avoid any crosstalk or noise. Hence it is clear that to overcome the need of the good isolation, 

the AIC analogue frontend needs to be a completely analogue or analogue and mixed circuit. 

Hence, it is required to replace the digital PRNG with analogue PRNG. Another motivation to 

replace LFSR by an analogue circuit design is the data security. The next section will highlight 

this motivation. 

3.5. AIC security Vs power consumption 

As mentioned in Chapter2, MC affects the society in mainly three points: security, safety, 

and economy. For this reason, the data of the MC structure has to be secured to increase security.  

This becomes more demanding based on the underground utility found beneath the MC. Besides 

that, designing a monitoring system for MC structure as an IoT device requires special care for the 

data security issues. However, adding a security system to the IoT device increases the power 

consumption.  

 While CS has proved the ability to reduce the power consumption and the big data 

challenge, it has also become attractive to the researchers from the security point of view. As the 

PRNG is the heart of the CS, it also became the key for encryption at the same time, as mentioned 

in [132]–[139].  

In the AIC analogue front end, most of the efforts were focusing on developing LFSR 

digital circuit which is not acceptable from the security prospective[140]–[143]. Another approach 

mentioned in [138], the authors secured the data using the user password before sending it to the 

cloud. This approach adds more hardware to the IoT device itself.  
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Developing LFSR by another digital manner is acceptable from a security point of view 

with some concerns about the power consumption. As mentioned before, analogue circuit design 

has become more attractive for the power consumption applications. Moreover, while fields like 

machine learning and deep learning-based hardware implementation seem to be pure digital, it is 

proved that analogue hardware for these algorithms will be efficient from the power consumption 

point of view. This motivated the researcher to study replacing the digital LFSR with low-power 

analogue oscillators.  

In Chapter 2, an example of the power consumption-security issue was presented. In this 

section, more examples will be presented to highlight this point and to make it clearer.  Xingbin 

Liu et.al mentioned encryption algorithm based on compressive sensing (CS) and chaos in the 

fractional Fourier[144].  They claim that they use simple chaotic map algorithm which was 

software implemented. However, a similar algorithm was used in [145], the hardware design is 

presented in Figure 3-6 followed by the number of resources required shown in Table 3-2. This 

type is also mentioned in [146] to secure compressive sensing. 

 
Figure 3-6 FPGA encryption hardware mentioned in [145] 

 
Table 3-1 Resources required for FPGA encryption shown in Figure 3-6 [145] 

Resources Original Design Optimum Design 

Clock Frequency (MHz) 69 93 

No. DSP48E1 slices 23 16 

No. Slice Register 228 160 

No. Slice LUT 354 643 
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To show the complexity, the authors in [145] used look up table (LUT) with FPGA, [147] and 

[148] show several architectures of LUT used in PRNG by means of FPGA Processor as shown in 

Figure 3-7. 

 
Figure 3-7 LUT types for FPGA mentioned in [150] and [151] 

 

In [133], the authors use the following Double Random Phase Encoding (DRPE) which is used 

only for optical applications and image applications as mentioned in [149] 

 
Figure 3-8 Double random phase encoding (DRPE) [133] 

Jinho Choi in [150] considered an encryption scheme based on compressive sensing for 

multicarrier systems, where artificial noise is selectively transmitted together with a sparse 

message signal in the frequency domain to make an adversary’s attack difficult. 
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To conclude, this section gives a brief view of the trade-offs between security and power 

consumption. Hardware implementation for security systems consumes less power than software. 

Furthermore, analogue hardware implementations consume less power if compared to digital 

implementations for the same security system.  

 

3.6. Chipping Sequence or Pseudorandom number generator (PRNG) 

It can be concluded from the two previous sections that the random signal sequence in the 

AIC and CS theory is highly important. The random signal has a random sequence of {-1, 1}. It 

also has to follow some rules: a) it needs to satisfy restricted isometry property (RIP) criteria, b) 

independent and identically-distributed (i.i.d) rule, and c) incoherence fact. The pseudorandom 

sequence can satisfy all of these rules.  

Two scenarios can be used to implement the pseudorandom sequence. The first is to store 

the sequence in memory and recall it when needed. The second is to implement a pseudorandom 

generator (PRNG). The first solution has a very bad effect on power consumption. For example, 

as mentioned in [151], if we need to store 1024 bit, then at each cycle we will activate 1024 flip-

flop and some extra circuits. This can result in high power consumption and can make the random 

sequence circuit exceed the power consumption of the ADC. 

The other solution is more convenient, which is to use a PRNG circuit. Most of the previous 

architectures use a linear feedback shift register (LFSR). This circuit consists of a few numbers of 

flip flops and generates the required pseudorandom sequence of {-1, 1}. Other techniques use 

phase shift with a random controller. While both techniques reduce the power consumption of the 

PRNG, they intrude a digital circuit in an analogue frontend. Using analogue and digital circuits 

in the same systems requires isolation or partitioning between the two different types of the circuit 

to prevent the cross talk or noise. Three questions need to be asked: 

1- Is there any analogue circuit that can generate the pseudorandom sequence? 

2- Will this circuit consume more power than traditional LFSR or not? 

3- What will be the performance of the signal reconstruction if the previous questions 

were positively answered? 

To answer these questions, first, random number generators (RNG) types need to be 

identified. Then, a critical study needs to be done based on signal processing and circuit design to 
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know the capabilities to design an analogue circuit to generate a random signal including the 

hardware limitations. 

Generally, a random number generator consists of three types: Pseudorandom (PRNG), 

True Random (TRNG), and Hybrid Random (HRNG) as shown in Figure 3-9. PRNG is 

deterministic and based on input seeds to generate random sequence and is mainly designed based 

on Linear Feedback Shift Register (LFSR) digital design concept. TRNG is based on capturing 

random physical quantity like thermal or chemical to generate the random signal. HRNG is a 

combination of both PRNG and TRNG.  

 
Figure 3-9 Types of Random Number Generator 

PRNG is the most commonly used family in an AIC framework. This is because it is easy 

to be generated in hardware or software for both sides in the capturing and reconstruction of the 

signal. However, PRNG is not sufficient for security which is essential to the design of IoT devices. 

 In the signal processing filed, chaotic signals represent a potentially rich class of signals 

both for detecting and characterising physical phenomena and in synthesising new classes of 

signals for telecommunication and other signal processing applications. [152] 

Chaotic signals are deterministic; they are not predictable in any practical sense in that 

even with the generating dynamics known, and estimation of prior or future values from a segment 

of the signal or from the state at a given time is highly ill-conditioned. These signals appear mainly 

to be noise-like. Chaotic signals can be analysed and processed using classical techniques for 

stochastic signals.  

Comparing the power consumption for implementing the same system by an analogue 

circuit or digital circuit is very debatable. For example, low dynamic range makes the analogue 
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circuit more suitable than digital for some common CMOS technologies[153] as shown in Figure 

3-10.  

Generally, implementing the same system with the same specification by the analogue 

circuit is less power consuming than digital. However, analogue circuits suffer from noise and the 

possibility of crosstalk. Digital circuits are more reliable for design in several applications because 

of the suitability to be reconfigurable. Hence, analogue and mixed circuit design which is mainly 

based on an analogue circuit design that is controlled by digital controller appear to have the 

benefits of the analogue and the digital circuit design. 

 

Figure 3-10 Analogue Vs Digital for Power consumption [153] 

 

However, in the present research, an analogue chaotic oscillator will be addressed to 

replace the traditional digital PRNG and to overcome any isolation required between the analogue 

circuits and the digital circuits to implement the analogue frontend of the AIC. As this research is 

targeting PCB circuit design for implementing a low-power IoT based automated MC monitoring 

system, the evaluation of the power consumption will be based on using the off-shelf components. 

On the other hand, the noise effect is very important to be addressed for using analogue 

chaotic based PRNG in AIC framework. In the next chapter, the noise effect will be shown based 

on the observation of the simulation results. 

Before proceeding, it has to be mentioned that chaotic oscillator can be implemented by an 

analogue or digital circuit. However, because chaotic oscillators are based on differential 
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equations, digital implementation is more consuming to power and requires more size from IC 

design point of view. As an example, Figure 3- 11 shows the conceptual Digital chaotic circuit 

implementation [154]. The number of resources required to be used if we use DSP Processor or 

FPGA to implement the system shown in Figure 3-8 is detailed in Table 3-3, while Table 3-4 

shows the resources used for implementing three different chaotic oscillators families by FPGA 

[155]. It is very clear that the huge amount of resources required increases the complexity and 

leads to consumption of more power. On the other hand, an analogue chaotic oscillation design 

can vary from using few numbers of active elements like transistors or opamps to very complicated 

analogue design based on the application as will be shown later in this research. 

 

Figure 3-11 Conceptual digital chaotic circuit implementaions [154] 

 

Table 3-2 Computational complexity comparison [154] 

 DSP Resources FPGA Resources 

Chaotic Map 
Clock 

Cycles/Stamp 

Memory 

(bytes) 
Registers 

Look 

Up 

Table 

(LUT) 

Multiplier 

Maximum 

Clock 

Frequency 

(MHz) 

Pipeline factor 

Tent Map 114 44 302 765 12 70 2 

Skew Tent Map 1225 8 302 823 12 70 2 

Logistic Map 183 4 169 1468 24 51 2 

RNS Cubic Map 154 4908 222 4712 0 134 1 

 
Table 3-3 Implementation of three chaotic oscillators families by FPGA [155] 

Chaotic Oscillator Number of Reg. Number of LUTS Number of 

Occupied slices 

Max Clock 

Frequency (MHz) 

Euler-Based 9196 7822 2482 436143 

Heun-Based 19721 16591 5848 463.688 

RK4-Based 42021 39309 11390 373.094 
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The three questions mentioned in this section can be properly answered with a discussion 

of the limitations after implementing the analogue Chua circuit as a chaotic based PRNG for AIC 

framework in the next chapter. But before proceeding to introduce the Chua circuit, using chaotic 

algorithms in CS will be addressed in the next two paragraphs.  

In CS theory, using chaos theory-based algorithms to generate random sequence is not new. 

However, two important points are missing in this usage. Chaotic AIC mentioned in [156]and 

shown in Figure 3-12, no hardware implementation by analogue or digital was presented.  

 
Figure 3-12 Chaotic AIC [156] 

 

Based on these facts, this research is focused on replacing the digital PRNG with a low-

power analogue chaotic PRNG to prevent any need of isolation. In the next section, the Chua 

circuit will be introduced. Then, the output of the Chua circuit will be tested in the AIC framework 

in the next chapter.  

At the end of this section, generating PRNG using an analogue circuit to be found in the 

AIC framework is one of the targets of this research to design a pure analogue AIC analogue 

frontend. Analogue chaotic based PRNG is promising to replace the traditional digital based 

PRNG which is generally found in most of the AIC analogue frontend. Analogue Chua circuit is 

chosen as a first step to test the analogue circuit oscillator behaviour because of its simplicity in 

design and the analysis as will be shown in more detail in the next section. 

3.7. Chua Circuit background 

Hardware implementation for chaos signal was introduced by Leon Chua in 1983 by using 

a nonlinear circuit. This circuit consists of LC oscillator, an RC coupling circuit and nonlinear 
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negative resistance as shown in Figure 3-13. Chua’s circuit demonstrates dynamical systems as 

found in mechanical or thermal systems and generates a random sequence. The concept of this 

circuit has spread in many fields especially in encryption of communication systems.  

 
Figure 3-13 Chua Circuit 

By applying simple electric circuit analysis, we found that Chua circuit state equations are: 

C1

dvc1

dt
=

1

R
(vc2 − vc1) − g(vc1) 

 

(3-4) 

C1

dvc2

dt
=

1

R
(vc1 − vc2) + iL 

 

(3-5) 

L
diL

dt
= −vc2 

 

(3-6) 

 

Where g(vR) = movR + 0.5(m1 − m0)[|vR + Bp| − |vR − Bp|] 

m0, m1 are the outer slope for the I-V characteristics for the negative resistance (NR) 

Bp is the break point, as shown in Figure 3-14 

 
Figure 3-14 I-V characteristics for the negative resistance (NR) 

As mentioned before, the Chua circuit is composed of three sub-circuits: First is the 

oscillator, second is the RC coupling circuit, and the third circuit is the negative resistance (NR) 



59 

 

[157]. From the design point of view, at least one of these circuits has to be active. Several 

implementations for Chua circuit have been done and summarised in Figure 3-15. 

Researchers implement the NR circuits based on active circuits by means of diodes, op-

amps or transistors [158]. HP Company has announced that they designed a Memristor device that 

has NR properties [159]. On the other hand, using Memristor as NR is still at the research level 

and will be commercially used soon; hence it will not be tested in this study. In this study, op-amp 

presentation will be used which is easier to design.  

An opamp based NR implementation has three ways based on op amp functionality: 

Voltage operation amplifier (VOA), current feedback operational amplifier (CFOA) or operation 

trans-conductance amplifier (OTA). In this chapter, VOA implementation will be used as a first 

step to test the Chua circuit while the other implementations will be considered as future work. 

 

 
Figure 3-15 Chua circuit with different implementations concept 

The design of the RC coupling circuit is very crucial to reach the bifurcation and 

randomness in the Chua circuit. It has to be mentioned that the capacitor presenting the parasitic 

capacitance from the NR section is mentioned in [157]. 

 For the oscillator, two different implementations can be used. The first is to use the normal 

LC parallel circuit. The drawback for using this method is that L inductor was a very big problem 
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for PCB or IC design because of the magnetic effect and the size respectively. However, nowadays 

MEMS technology can be used to design inductor for IC design (MEMS/NEMS inductor is not 

used till now for Chua’s circuit which makes it one of the hot points of research).  

The second type can be divided generally into three categories: an active inductor, LC 

oscillator replacement, and active filter-based oscillator. The first category is just replacing the 

grounded inductor by its active op-amp circuit model or it is called synthetic inductor [160]. The 

second category is based on replacing the LC tank oscillator by sine wave oscillator [161]. The 

last one is based on the frequency response of the LC filter by designing active bandpass filter 

(BPF) shape and by moving one of the poles of the transfer function to the right side of the s-

domain to oscillate the circuit [162].  

In this report, the author uses the first category, because synthetic inductor mainly used 

opamp which is suitable for PCB design and the ease of implementing the NR by VOA or CFOA 

or OTA. For this reason, the research will examine the use of these topologies like NR and will 

focus only on VOA and CFOA implementation for the synthetic inductor.  

It is observed from the state-space equation of Chua circuits, that Chua circuit has three 

outputs. The output terminals are the NR voltage, VC1, and LC oscillator voltage or VC2 and the 

current passing through the grounded inductor or iL. The output signal can be taken from any of 

the three mentioned terminals. However, to reach the randomness the relation between these 

terminals needs to reach what is called a double scroll, as shown in Figure 3-16.  

A double scroll graph shows that the system has two levels of voltages. Each voltage level has 

centre frequencies that can oscillate then at some chaotic point it travels to the voltage level then 

oscillates then gets back to the first voltage level and so on. However, the time to change its voltage 

level is random or in other words is chaotic. It is mentioned that when the Chua circuit reaches this 

behaviour this means the chaotic behaviour takes place and chaotic sequence can be obtained by 

one of the circuit’s terminals. Figure 3-17 shows the output of each terminal when chaos occurs. 
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Figure 3-16 Chua circuit output terminals relations 

 
VC1 

 

 
VC2 

 
IL 

Figure 3-17 The output waveform VC1, VC2, and IL respectively 

 The key to reaching randomness or chaos behaviour (bifurcation) is the design of the RC 

coupling circuit. The variation of R by fixing C1 or variation of C1 by fixing R will cause the 

bifurcation. The difference between them is mentioned in [157]; the size of the double scroll 

attractor remains constant in the C1 variation because the equilibrium points are independent of 
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C1 which is not the same case for R (more details for the difference can be found in [163] and 

[157]). 

 Component value selection mainly depends on solving the state equation. Several solutions 

have been calculated to observe the chaotic attractor. Matsumoto et al. [164] mentioned three 

solutions for extracting the chaotic behaviour in the Chua circuit.  

Choosing the component values mainly depends on one of these solutions. Besides, the 

actual components values may differ by small percent due to the tolerance and the standard values 

for the components. For example, several references design the RC coupling circuit by fixing the 

capacitor (C1) value and use the potentiometer for adjusting the R-value (bifurcation parameter).   

3.8. Conclusion 

To conclude, this chapter presents first a brief overview of CS, AIC and analogue Chua 

circuit. It was shown that, while pre-processing section for AIC is analogue, the researchers use 

digital circuits to generate the random signal required for AIC. The researcher used digital PRNG 

for the AIC analogue frontend, as it is used also for the signal reconstruction part. However, it was 

reported that the signal reconstruction can be designed using analogue circuit design by means of 

the FPAA, has less power consumption in comparison to the digital implementations. These efforts 

did not focus on the power consumption and the security trade-offs. Also, some of these 

implementations used LFSR as a digital circuit to generate PRNG. 

The power consumption and the security trade-offs for the AIC are presented. It was shown 

that digital presentation for the digital PRNG like LFSR uses a lot of resources in comparison to 

analogue chaotic oscillator like Chua circuit. A very brief introduction of Analogue Chua circuit 

is presented to replace the traditional digital PRNG by analogue.  

There are three advantages for using analogue chaotic based PRNG in AIC framework:  

1. No isolation required to reduce the crosstalk between analogue and digital circuit,  

2. Chua circuit uses very few numbers of resources if it is compared with the digital chaotic 

oscillators shown before in the research, and 

 3. As one of the development steps for designing IoT device is to develop the analogue 

signal processing before using ADC to reduce the power consumption which is one of the main 

challenges of the IoT device design. 
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4. INVESTIGATING THE USE OF ANALOGUE 

CHUA CIRCUIT FOR AIC FRAMEWORK 

In the previous chapter, an overview was provided for the basics of the compressive sensing 

(CS) based analogue to digital converter (ADC), which is called analogue to information converter 

(AIC). AIC is presented to replace the traditional ADC found in the DAQ unit in the IoT based 

Manhole cover monitoring system. Because the heart of the AIC is the pseudorandom generator 

(PRNG), it motivated the researcher to use it to secure the data at the same time. While most of 

the AIC implementations are using a linear feedback shift register (LFSR) to generate PRNG, 

LFSR is lacking in security. This motivated several researchers to replace LFSR with more 

complicated digital PRNG for security.  

These efforts have two drawbacks: power consumption and isolation required between the 

analogue part and the digital part found at the AIC analogue front end. Hence, analogue chaotic 

oscillators are presented to generate a low-power secured AIC analogue front end to replace the 

traditional digital PRNG. 

Chua circuit was briefly introduced in the previous chapter as a first step to study the effect 

of replacing the traditional digital PRNG by the analogue chaotic oscillator. In this chapter, the 

performance of using analogue Chua circuit for the AIC framework is presented. The purpose of 

this chapter is to investigate the use of the analogue Chua circuit in the AIC framework with some 

common limitations that can be observed from the results.  

To the knowledge of the researcher, implementing analogue Chua circuit in AIC 

framework has not been studied before while in the context of the compressive sensing, the use of 

chaotic sequence by means of the digital chaotic circuit has been studied and proven with good 

acceptable results. However, a hardware implementation for generating chaotic sequence from 

analogue circuits has not been addressed before in the AIC design.  

This chapter presents the first step of studying generating chaotic sequence from an 

analogue circuit in the AIC framework. In this chapter, analogue Chua circuits are simulated, and 

the output of the circuit simulation is fed to AIC framework implemented in a Matlab toolbox 

software. The Matlab toolbox is based on random demodulator (RD) AIC technique.  

As mentioned in chapter 3, an analogue Chua circuit has several implementations. Op-amp 

is one of the methods that are used to implement analogue Chua circuits. Voltage Operation 
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Amplifier (VOA) and Current Feedback Operation Amplifier (CFOA) are widely spread 

techniques used in references. Hence this chapter will study these two techniques to implement 

analogue Chua circuit in the AIC framework.  

The simulation results for VOA and CFOA based Chua circuit implementations in the AIC 

framework show good performance in reconstructing the original signal in the absence/presence 

of noise. The several implementations of the Chua circuit have already been mentioned in several 

references based on off the shelf components. In this study, the researcher used the same designs 

with the lowest power supply recommended in the op amps datasheets to study these topologies in 

the lowest power consumption case. The results of this chapter show a motivation to use the 

analogue Chua circuit in the design of the ADC in the DAQ module for IoT based automated MC 

monitoring system.  

The inductor for the LC oscillator section in the Chua circuit is also replaced by a synthetic 

grounded inductor. The synthetic grounded inductor is implemented in VOA and CFOA based 

circuits [158]. Hence the study will extend to simulate hybrid topologies by using a combination 

of CFOA and VOA for the analogue Chua circuit. 

Before proceeding, some important points need to be taken into consideration: 

1- The components used to build the circuits in this research, can be easily 

implemented on PCB with low cost. This is needed because IoT is becoming more popular, thanks 

to low-cost open source hardware like Arduino. While these open source platforms are very low 

cost, they suffer from high power consumption as mentioned in Chapter 2. Hence, this study at 

this step can enhance the development of open source hardware by adding analogue modules that 

reduce the sampling rate of the ADC with the same concept of using commercial low-cost 

components. These platforms use typical commercial batteries of 5V which are also used in this 

study. 

2- Several types of research have been done to design very low-power consumption 

VOA and CFOA to be supplied with 1.1V or less which makes the power consumption a few mW 

and a fraction of mW. However, this research is considered to be state of art for using analogue 

Chua circuit in the AIC framework by means of off the shelf component and the scaling down of 

the power consumption can be done in the level of the IC circuit design. 

This chapter is organized as follows: First, the several topologies to implement the 

analogue Chua circuit used in this study will be presented. Second, the RD based AIC framework 
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implemented in Matlab will be briefly shown. Then the results of the Multisim spice and the 

Matlab simulation will be presented with a discussion.  

4.1. Chua Circuit topologies 

Chua’s circuits and equations consist of a three-dimensional autonomous system with a 

three-segment piecewise-linear function which gives rise to three equilibrium points. Chua circuit 

mainly consists of 3 subsections: LC oscillator, RC network, and negative resistance (NR). At least 

one of these subsections needs to be active. All NR implementations are designed by active 

elements like op amp. Based on the internal circuit design, op amp can be used as voltage 

operational amplifier (VOA), current feedback operational amplifier (CFOA), or operational 

transconductance amplifier (OTA). However, VOA and CFOA are the widest spread techniques 

used.  

On the other hand, inductors have several disadvantages as shown in Chapter 3. Hence 

most of the oscillator section in analogue Chua circuits used synthetic grounded inductor which is 

mainly based on op amp as VOA or CFOA. Based on the brief introduction for the Chua circuit 

presented in the previous chapter, the NR implementation and the synthetic inductor are used in 

this study, presented as follows: 

NR implementation 

a) Voltage operational Amplifier (VOA) 

Kennedy shows in [163] the ability to design NR using two op amps in parallel 

operating in their linear and nonlinear region with six resistors as shown in Figure 

4-1.  This design has been accepted to be the standard for discrete implementation 

as mentioned in [158]. The basic idea is that op amp has its negative resistance 

behaviour. However, it needs two op amps to reach the NR requirement as shown 

in Figure 4-1. Figure 4-1 also shows the simulated I-V characteristics for the NR 

using the Multisim software for Vcc=5V. The design of VOA based Chua circuit 

is chosen to make the inner slope of the Chua circuit to be Ga=-0.756 mA/V, while 

the outer slope is Gb=-0.409 mA/V with Bp=±1 V. 

b) Current Feedback Operational Amplifier (CFOA) 

El-Wakil and Kennedy published a CFOA based NR to overcome the bandwidth 

limitation for the VOA [158], [161], [165]. AD844 CFOA was used with only four 
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resistors. Here, the configuration CFOA operated as a nonlinear voltage controlled 

negative impedance converter (VNIC). Figure 4-2 shows the design with the 

simulated I-V characteristics. The design is chosen similar to the VOA design for 

the slopes and the breakpoints. Here the inner slope is Ga= -0.8 mA/V, while the 

outer slope is Gb= -0.5 mA/V with Bp= ±1V[158]. 

 

 

Figure 4-1VOA based NR designed by Kennedy [88] 
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Figure 4-2 CFOA based designed by El-Wakil and Kennedy [83] 
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Synthetic inductor 

Design synthetic inductor has several implementations. In this research and similar to NR 

design, VOA and CFOA based have been chosen to realize the LC oscillator.  

a) Voltage operational Amplifier (VOA) 

Researchers in [160] used one op amp to build synthetic inductor for the analogue 

Chua circuit shown in Figure 4-3. The equivalent inductor equation is presented 

in equation (4-1) 

 

 

Figure 4-3 VOA based synthetic inductor 

Leq = CR1R2                                                   (4-1) 

b) Current Feedback Opamp (CFOA) 

Researcher in [165] used CFOA to build the synthetic inductor and used it for the Chua 

circuit as shown in Figure 4-4. The equivalent inductor equation is presented in equation 

(4-2) 
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Figure 4-4 CFOA based synthetic inductor [165] 

Leq = C3R1R2                                                   (4-2) 

 

4.2. Analogue Chua circuit design for the AIC framework: 
The AIC Matlab framework toolbox used in this study is implemented by Michael Lexa et al. 

[166] based on Joel A. Troop et al. analysis [122]. The random demodulator (RD) toolbox is called 

Continuous-Time Spectrally-Sparse Sampling Toolbox (CTSS), and OMP algorithm is used for 

signal reconstruction. Also, this frame examines the signal reconstruction in the absence and the 

presence of the noise. On the other hand; the default settings are: 

1- Generate multi-toned signal (which is similar to the multisensor system used for IoT 

based automated MC monitoring system) (option to add white Gaussian noise) 

2- Assign the sampling rate N=1000; 

3- Let M = 100 

4- K=10 

5- Integration using FIR filter. 

6- Sampling (using Rand command followed by sign command to generate {-1,1} in a 

random sequence) 

7- Recovery using OMP algorithm by means of all the data above  

8- Display the signals in the time domain and frequency domain before and after recovery 

9- Calculate the error between the original signal and the recovery 
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To apply the Chua circuit on the AIC framework, the frequency needs to be at least equal 

to or more than Nyquist rate. As the nature of the Chua circuit is to change the frequency from 

upper to lower frequency, the study will use the same design in the references for 3.75 kHz which 

satisfies the parameters in the Matlab toolbox. It has to be considered that in this stage of the 

research, the main focus is to check the ability of the Chua circuit to be implemented in AIC 

frontend. Hence, as mentioned before, more specification and the limitations will be addressed as 

future work. 

Three different op amps are used for implementing VOA realization which are AD712AQ, 

LMC6482IN, and AD8605ACB; while for CFOA, IC AD844 is used as mentioned before. 

 

4.3. Results and Discussion 

This section presents the results of applying the different realization for the analogue Chua 

circuit in the AIC framework. Table 4-2 shows the studies in this research which are: Circuit 

schematic, bifurcation figure; then the spectrum and the waveform of the original signal and the 

reconstructed signal after applying the AIC model. The figures used for AIC are only in the 

absence of the noise to be clear. On the other hand, Figures 4-5 and 4-6 show the average squared 

error for signal recovery in both the absence and presence of the noise respectively. In the same 

figures, the results are compared with the "rand” command using the Matlab toolbox. Figure 4-7 

shows the ratio between the two cases, while Figure 4-8 shows the power consumption for each 

circuit used in this study. 

 As mentioned before, the RC1 section is responsible for the bifurcation phenomenon. In 

this study, C1 is fixed at the ratio of C2/C1= 10, which makes C1 for all experiments equal to 10µF. 

While R is used as potentiometer varied till the circuit reaches bifurcation and generates the double 

scroll waveform. The values of the R that initiate the bifurcation are presented in Table 4-2 

 

In the case of the absence of noise shown in Figure 4-5, most Chua circuit implementations 

show good performance than “rand” command, while in the noise presence, the output sequence 

of Chua circuit affected by the noise as the “rand” command as shown in Figure 4-6. Figure 4-7 

shows the ratio of the average error of the signal reconstruction in the presence of noise to the 

absence of noise. It can be observed that some configurations show good performance than the 
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“rand” command. These configurations are all VOA based Chua circuit except forAD8605ACB, 

one case of hybrid1 (AD712AQ-AD844), and one case of hybrid2 (AD844-LMC6482IN).  

Without comparing with “rand” command, VOA, CFOA, Hybrid1 and Hybrid2 generate 

chaotic sequence which has a good performance for reconstructing the original signal. However, 

some points need to be taken into consideration: First, while CFOA is mainly used for its large 

bandwidth, it has less performance than VOA for reconstructing the signal. As the main section or 

unit for the Chua circuit is the oscillator section, choosing CFOA for implementing both the 

oscillator section and NR will affect the performance if it is required with large bandwidth. 

Hybrid2 configuration did not show any enhancing in this point. However, from a power 

consumption point of view, as shown in Figure 4-8, Hybrid2 configuration shows less than half of 

the power consumption for the CFOA.  

This point is very interesting because the difference in the signal reconstruction between 

both configurations can reach 0.001754614 in the worst case (Hybrid2 AD844-AD712AQ) in the 

presence of noise which can be suitable to use for low-power consumption applications as Hybrid2 

consumes less power than CFOA by 270mW as shown in Figure 4-8.  

Second, for the VOA and Hybrid1 implementations, it is shown from the same figures that 

Hyprid1 did not enhance signal reconstruction except for the case of AD712 which is based on 

FinFET technology. On the other side CMOS VOA shows good performance with low-power 

consumption, which makes VOA based analogue Chua circuit the most suitable for low-frequency 

applications. It has to be considered, that while the main target of the research is to reduce the 

power consumption of the ADC by using the AIC as a preprocessing circuit and to make this circuit 

only analogue to avoid any need of isolation required, analogue processing techniques need to be 

used also to reduce the power consumption for this analogue processing.
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Table 4-1: Studies of using analogue Chua circuit in AIC framework 
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Figure 4-5 Average error of the signal reconstruction in the absence of the noise 

 
Figure 4-6 Average error of the signal reconstruction in the presence of the noise 

 
Figure 4-7 Ratio between the average error for signal reconstruction between the presence and the absence of the noise 
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Figure 4-8 Power consumption for the analogue Chua circuit implementations simulated in this study 

 
Table 4-2 Potentiometer values for the proposed system 

 

  

Study Design R Values (kΩ) 

VOA 

AD712AQ 1.6764 

LM6482IN(3V) 1.6214 

LM6482IN(5V) 1.6214 

AD8605ACB(3V) 1.6 

AD8605ACB (5) 1.6 

CFOA AD844 2.625 

Hybrid1 (VOA_CFOA) 

AD712AQ-AD844 1.7138 

LMC6482IN-AD844 1.7138 

AD8605ACB-AD844 1.9 

Hybrid 2 

AD844-AD712AQ 1.5884 

AD844-LMC6482IN 1.5378 

AD844-AD8605ACB 1.5906 
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The tradeoffs between the bandwidth and the power consumption, especially for 

CFOA, is expected to be optimized more by redesigning the CFOA or changing the technology 

to be CMOS as in [167], [168]. AD844 is still the commercial CFOA till now and is used as a 

reference for several studies like [169], which makes it the dominant CFOA design used for 

most of the PCB circuit design which is one of the targets of this research. Based on the power 

consumption results, VOA will be addressed to be used for the proposed systems as will be 

shown later.  

4.4. Conclusion 

To conclude, this chapter shows by simulation the ability to use an analogue Chua 

circuit in AIC framework. As a Chua circuit is based mainly on three subcircuits named, LC 

oscillator, RC network, and negative resistance (NR), both LC oscillator and NR have been 

tested based on active circuit design using Voltage Operational Amplifier (VOA) and Current 

Feedback Operational Amplifier (CFOA).  

The test extends to build the analogue Chua circuit based on hybrid (combination) 

between VOA and CFOA methods. The output of the circuit simulation fed to Random 

Demodulator (RD) based AIC framework by means of MATLAB software. The results show 

good performance when using analogue Chua circuit in the AIC framework in the absence and 

presence of noise with tradeoffs between these designs and the power consumptions. 

 All the simulation for the analogue Chua circuit was based on off the shelf components 

that are used in several references. Also, all the experiments use the minimum values of the 

power supply that are recommended from the op amps data sheets for less power consumption 

design.  

 As expected, based on the electronics circuits theory, CMOS technology based was less 

in power consumption in comparison to bipolar field effective transistor (BiFet) or bipolar 

junction transistor (BJT) technology. For this reason, the VOA based technique showed good 

performance over the CFOA or even the hybrid between them from the power consumption 

point of view. Thus, the rest of this research will focus only on VOA opamp.  

Selecting the proper method to use for designing the required analogue Chua circuit 

depends also on the bandwidth. CFOA is originally designed to operate in large bandwidth in 

comparison with the VOA. Hybrid realization by using CFOA based synthetic inductor and 

VOA based NR show the optimum results for the signal reconstructing and the power 

consumption. However, the selection of the proper realization of the analogue Chua circuit is 

based on the application requirements and the tradeoffs. 
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Based on the results and analysis in this chapter, an analogue Chua circuit shows 

reasonable motivation to replace the digital PRNG circuits to make the analogue front end of 

AIC pure analogue to prevent any requirement for isolation of analogue part from the digital 

part that is found in most AIC framework implementation design. Also, by using proper circuit 

design and technology, power consumption can be reduced; besides the advantage of using 

Chua circuit in the hardware security, which are the main two requirements for developing 

smart cities applications and IoT devices.  

 However, a Chua circuit design using synthetic inductor needs three opamps to be 

implemented. Reduction of the active elements in the circuit will reduce the power 

consumption. This point will be the main point of the rest of this research. On the other hand, 

this chapter is the first step to investigate the use of the analogue chaotic oscillator circuit by 

means of an analogue Chua circuit in the AIC framework. As the main target of the research is 

to reduce the power consumption of the IoT based MC monitoring system, voltage opamp 

(VOA) will be used for the rest of the research to implement the proposed system as will be 

shown later.  
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5. ASTABLE OPAMP SCHMITT TRIGGER 

MODIFICATION TOWARDS CHAOTIC 

COUPLING OSCILLATORS FOR AIC 

FRAMEWORK 

 

In the previous chapter, the analogue Chua circuit was studied for the AIC framework 

as a first step to replace the traditional digital PRNG. The results showed a good performance 

for signal reconstruction. Thus, replacing digital PRNG by the analogue chaotic oscillator is 

not affecting the signal reconstruction, but it is sometimes more accurate than using digital 

PRNG. However, Chua circuit uses an inductor, and by replacing the inductor with its active 

circuit, the circuit uses at least 3 opamps. Increasing the number of the active elements in a 

circuit increases its power consumption. Thus this chapter studies the design of the analogue 

chaotic oscillator with less number of active elements. 

By merging the analogue circuit design with other fields like neural network and 

neuroscience, new circuit design techniques start to give a new route for designing low-power 

systems. In this chapter, the coupling oscillator concept which is found in neuroscience is 

presented to generate a low-power chaotic oscillator.  

The study in this chapter presents simple steps to design chaotic oscillators by means 

of the waveshaping technique and by the usage of opamp Schmitt trigger. The motivation for 

using the opamp Schmitt trigger is that it is one of the main blocks of the field programmable 

analogue array (FPAA). FPAA, as mentioned in Chapter 4, is used for CS signal reconstruction 

hardware implementation for the sake of reducing the power consumption. 

The study in this chapter is the fundamental step for proposing two new analogue 

chaotic oscillators in the next chapter. This chapter is organized as follows: First, an 

introduction to show the motivation for the research to study the coupling oscillators is 

presented. Second, a very brief overview of coupling oscillator is presented. The waveshaping 

concept for the chaotic oscillator is given. Two new modifications of using astable opamp 

Schmitt trigger are explored in detail with mathematical analysis and simulations. Lastly, the 

conclusion for this chapter is presented.   
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5.1.  Introduction 

As shown in Chapter 3, compressive sensing (CS) is one of the promising techniques 

for reducing the power consumption in a way that the data size can be reduced at the same 

time. It was shown that the heart of the CS or analogue to information converter (AIC) is the 

pseudorandom number generator (PRNG), which makes it attractive to the researcher to use 

CS framework to secure the data at the same time reducing the power consumption of the ADC.  

However, as mentioned in Chapters 2 and 3, the fundamental design for AIC uses the 

linear feedback shift register (LFSR) digital circuit to implement the (PRNG). While LFSR is 

very easy to be implemented and it is not consuming a lot of power, it lacked the security 

perspective. Hence, several researchers started to use complex circuits to replace the LFSR 

circuit to secure the data of the IoT device. Their efforts were very effective, but not dealing 

with the effect of the power consumption issue that can rise by replacing LFSR, especially 

when they replace LFSR with digital chaotic oscillators. Also, the isolation requirements 

between the analogue part and the digital part of the AIC front end were ignored.  

In the previous chapter, the analogue Chua circuit was studied for the AIC framework 

as a first step to replace the traditional digital PRNG. Active VOA Chua circuit uses at least 3 

opamps. Researchers proposed several designs with less number of active elements to generate 

chaotic oscillators like [168] which used 2 opamps only without inductors. The chaotic 

oscillator in  [168] is based on what is called Jerk chaotic oscillators which are based on the 

third ordinary differential equations. 

Most of the analogue chaotic oscillator designs start with differential equations that 

describe the dynamics of the oscillators then the hardware implementation. While differential 

equations can model the chaotic oscillators, they are sometimes very complicated. This 

sometimes leads to increasing the design to market time or even modelling to implementation 

time which is one of the disadvantages of the analogue circuit design.  

This motivates the author to investigate and study other concepts to design analogue 

chaotic oscillators without the need of the differential equation modelling. Furthermore, this 

research investigates other fields to generate chaotic oscillators with less  power consumption 

like neuroscience and biology [33]–[50], [52]–[62].  
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In the field of neuroscience, two coupled oscillators may generate chaotic behaviour 

based on the coupling mode[171]. From this point, this research starts to study the design of 

analogue chaotic oscillators based on the coupling oscillator theory. This research is not the 

first to study this point. However, most of the research and design done in this point started and 

developed the design based on differential equations which describe the dynamic systems of 

the oscillators and the coupling. 

In the analogue circuit design of oscillators, the waveshaping technique has been used. 

The waveshaping design technique is well known for a long time as one of the concepts for 

designing relaxation oscillator circuits. However, the waveshaping technique is used in some 

researches for designing analogue chaotic oscillator but in shallow representation without using 

it as a tool to reach chaotic behaviour. The main target in this chapter is to find out the case of 

chaotic behaviour for coupling oscillator by means of waveshaping design technique without 

the need for using complex mathematical modelling based on differential equations.  

In this chapter, the waveshaping design technique is investigated for designing an 

analogue chaotic oscillator based on coupling oscillators with less number of active elements 

for the sake of reducing the power consumption.  

On the other hand, active elements like transistors or opamps are used to design normal or 

chaotic oscillators. In this research, the opamp Schmitt trigger will be used. The reasons for 

using opamp Schmitt trigger are: 

1- From the neuroscience perspective, the coupled oscillators (or at some cases at least 

one of them) must be affected by the coupling to generate chaotic behaviour[171]. 

The opamp Schmitt trigger design shows the ability to design these types of 

oscillators by some modifications. This point has led to propose two modifications 

for the opamp Schmitt trigger, as will be shown in this chapter. 

2- Opamp Schmitt trigger is one of the main blocks used to implement field 

programmable analogue array (FPAA)[172] which gives the systems the ability to 

be reconfigurable. 

3- The simplicity of opamp Schmitt triggers design with the ease of adjustability for 

the frequency. 

This chapter will propose two modifications for opamp Schmitt trigger and investigate 

the ability of these modifications to generate chaotic coupling oscillators that can be used under 
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the AIC framework by means of waveshaping design technique. As a starting point, a very 

brief overview for coupling oscillators is presented in the next section. 

5.2. The Coupling Oscillator 
 

The coupling oscillator has been observed by Christiaan Huygens in 1965 when he 

found that two pendulum clocks hanged side by side swing in perfect synchrony even if he 

interrupts this balance. He also observed that synchronising is not working if they hanged in 

the opposite side. These observations led to studying the coupled oscillator [171].  

 

Coupled oscillators have been widely studied in almost every branch of science 

including chemistry, physics, neuroscience, quantum electronics, and more especially by 

merging some of these sciences together. Designing an analogue circuit based on neuroscience 

has become more promising for low-power consumption and is still in the early stages and 

started to show significant results in several applications [33]–[50], [52]–[62].  

 

 Scientists seek mathematical models to understand the behaviour of the coupling 

oscillators [173]. Coupling oscillators design can be modelled based on several approaches like 

the theory of the physics of dynamics, or based on the function, structure and effective 

connectivity.  

 

Mathematical models present the system as differential equations. Some of these 

equations are unsolvable like Winfree equation. Another approach is to modify theses 

unsolvable equations to be solvable like Ariaratnam and Strogatz proposal. Besides the 

mathematical modelling, some researchers use what is called a phase response curve (PRC) 

diagram to analyse the coupling oscillators especially in neuroscience [169]. 

 

The effect of the coupling is based mainly on two points: structure and function. The 

structure covers the connection between the oscillators. Function covers the dynamic behaviour 

of the coupling and the oscillators. Studying and analysing the coupling functions lead to 

knowing more phenomena and characteristics like synchronising, network dynamics, 

amplitude death and more.  
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Based on [174], coupling oscillators are based on three functions: 

 

a- Phase Coupling 

It deals with the interacting oscillators through their phase dynamics. The phase 

coupling is susceptible to tiny perturbations. The phase dynamics is sufficient to treat 

certain effects of the interactions. Figure 5-1 [172] shows the effect of the phase 

coupling between two oscillators x1(t) and x2(t).  

 
Figure 5-1 Phase Coupling function [172] 

 

b- Amplitude Coupling 

 

It deals with the amplitude dynamics of the systems as shown in Figure 5-2 [172]. 

Figure 5-2 shows the effect of the amplitude of the second signal because of the 

coupling function as shown in c and d. The model of the amplitude coupling function 

can often be a polynomial function or diffusive difference between the states.  
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Figure 5-2 Amplitude Coupling function [172] 

 

c- Multivariate 

 This function deals with coupling more than two oscillators as shown in Figure 

5-3. In this case, each oscillator is influenced by the two other oscillators [174]. 

 
Figure 5-3 Multivariate Coupling [172]. 

 

All the previous functions can be formulated as differential equations. Differential 

equations have several challenges and obstacles to be implemented in digital circuits like the 

number of gates required, the high-power consumption resulting from such implementation 

and a variety of convergence problems [175]. The present research focuses on the analogue 

implementation of coupling oscillator. 



87 

 

However, differential equations that describe nonlinear dynamic systems like coupling 

oscillator may be difficult to understand or to solve which takes more time for the analogue 

designer to design such systems.  

Another method of the analogue circuit design is presented in this research, which is 

easy to understand and implement, i.e. the waveshaping technique. In the next section, the 

waveshaping technique will be addressed which will be the basis of the proposed systems 

presented in the next chapter.  

It can be observed from the results as will be shown later, in this chapter and the next 

chapter, that waveshaping technique based on capacitors charging and discharging affects the 

phase more than the amplitude. Hence, it is concluded that this method is one of the 

development methods for phase coupling function.  

To conclude, this section gives a very brief introduction to coupling oscillators. Wave 

shaping technique will be presented in the next section to deliver an easy way to understand 

and design the coupling oscillator circuit. 

5.3. Waveshaping circuit and chaotic oscillators 

Using the waveshaping circuit design or relaxation oscillators design concepts to 

analyse the chaotic oscillators is not widely used. Few researchers highlighted the use of 

relaxation oscillators to generate chaotic oscillators like [174]- [175]. It can be observed from 

the literature in this field that the main reason for using differential equation as a starting point 

for hardware implementation is that most of the researchers prefer to be more generalised and 

give the opportunity for several researchers from other fields to cooperate.  

However, it can take time and a lot of resources for analysis, especially if it is required 

to a couple more than two oscillators which is not the requirement of the application in this 

research.  

In this section, we show some of the resources that use relaxation oscillators, which is 

one of the results of the waveshaping design technique for chaotic oscillators. After that, the 

research will investigate waveshaping design technique to design chaotic oscillator based on 

coupling oscillator method.  
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The research will focus on using the opamp as a discrete component, or in other words, 

the research will focus on the PCB hardware implementation more than IC. The research will 

use one of the main blocks for implementing relaxation oscillators which is opamp Schmitt 

trigger.   

Transistor-based relaxation oscillators modified to chaotic oscillators were firstly 

proposed by Elwakeel and Kennedy [176], after that Lars Keuninckx, Guy Van der Sande, and 

Jan Danckaert [178] used transistor phase shift oscillators with multivibrator (Schmitt trigger 

circuit) as feedback to generate chaotic oscillators. While both designs were very impressive 

to use one or two transistors to generate chaotic oscillators with low-power consumption, using 

opamp based relaxation oscillators with fewer numbers of active elements has not been 

highlighted before to the knowledge of the author.  

In [177], authors used the piecewise linear circuit design to redesign Chua circuits by 

the three types of relaxation oscillators (astable, monostable and bistable). The authors used 6 

opamps for their design. In [175], Leonardo Acho presents the coupling of two opamps Schmitt 

trigger by another opamp for synchronization. However, Leonardo did not study the chaotic 

behaviour of this coupling. 

The waveshaping design technique focuses on using energy storage elements to 

generate oscillation and the effect of connecting these energy storages with resistors or/and 

diodes. These energy storages are inductor or capacitor. As using an inductor is not preferable 

for low-frequency analogue circuit design, the research will focus on the capacitor. Energy 

storage elements in waveshaping circuits are connected to resistances, diodes or both. The 

proposed designs will focus only on resistance connection for simplicity. 

The starting point for the proposed design is to study the effect of charging the 

capacitors from two different sources. This is because the chaotic oscillators are non-linear 

dynamic systems, and the charging and discharging of the capacitor rely on nonlinear relation 

(exponential).  

For the sake of simplicity in this chapter, the study of charging the capacitor from two 

different sources will be presented in detail in Appendix II. The study covers the effect of 

charging the capacitor from two different sources with different frequencies and different 

waveshape (square and sinusoidal). The coupling is based on R-C-R (resistor-capacitor- 

resistor) coupling.  
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It is found from this result that the chaotic signal is not noticed or observed. The missing 

point is that the oscillators did not change their behaviour or the output in the presence of the 

coupling which is not the case in biological coupling oscillator. Hence, oscillators that are 

affected by the coupling must be used. At this point, the research proceeds to study the 

implementation of the two oscillators that can be affected by coupling to generate chaotic 

oscillator.  

A new view of opamp Schmitt trigger design is presented in the next section. The 

motivation for this view is that it can mimic the real effect of coupling oscillators found in 

neuroscience which can reach chaotic behaviour under some conditions. 

The modified opamp Schmitt trigger oscillators will be studied under the condition of 

coupling the modified Schmitt trigger with one of normal source. The study will be based on 

the waveshape design technique. The results of this study lead to designing two proposed 

systems of the chaotic oscillators that can be used to replace the digital PRNG found in AIC. 

5.4. Modifications for Opamp Schmitt Trigger 

Schmitt trigger is one of the main blocks of constructing the analogue and mixed circuit 

design like FPAA [170] which makes it easier to be implemented and reconfigured.  

In this section, two modifications of opamp Schmitt trigger will be presented to be the 

basis of the proposed coupled oscillator systems found in the next chapter. Then the effect of 

these modifications in the design of coupling oscillators will be presented based on the 

waveshaping design technique not on the mathematical model. 

5.4.1. Opamp Schmitt trigger design 

Schmitt triggers circuit is based on using hysteresis of the positive feedback to an 

amplifier. Generally, opamp-based Schmitt trigger has two main topologies: an autonomous 

oscillator (Astable multivibrator or astable topology) or non-autonomous (converts any shape 

of AC signal to a square wave); the two topologies are shown in Figure 5-4. It should be noted 

that other modifications had been presented for opamp Schmitt trigger for several applications, 

like the monostable topology. Most of these modifications were targeting the two input 

terminals of the opamp to change the behaviour of the output. According to the same concept, 

the proposed modifications will target the input terminals to study the effect of changing the 

pulse width of the output pulse, which is the main target to reach chaotic oscillator. 
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Figure 5-4 Opamp Schmitt trigger circuits topologies 

Starting from the autonomous (Astable) opamp Schmitt trigger as shown in Figure 5-5, 

circuit analysis takes place as follows: 

 
Figure 5-5 Autonomous Schmitt Trigger (Astable Multivibrator) 

Because of the positive feedback, opamp acts as a comparator. Therefore, the output 

will be either positive or negative the voltage supply value (practically it is less than the 

power supply by few voltages) based on comparing the inverting and the non-inverting 

terminal of the opamp. Let us assume that the output is positive Vcc (Vcc is the value of 

the power supply); then the non-inverting terminal will be 

Vp = V+ = Vo

R1

R2 + R1
 (5-1) 

Where  

Vp = V+: is the non-inverting terminal 

Vo : is the output voltage 

 

And the output voltage will start to charge the capacitor based on the general charging 

capacitor formula: 
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Vc(t) = V− = Vc(∞) − [Vc(∞) − Vc(0]e
−t
RC (5-2) 

 

When the capacitor voltage reaches the same value of the non-inverting terminal and starts 

to exceed it, the output voltage turns to –Vcc and the non-inverting terminal has the same 

value but in negative. Hence the new negative value of the output voltage will charge the 

capacitor to the negative value till it reaches the same value of the non-inverting terminal 

and when it exceeds the output, it gets back to the positive value and the function will repeat 

itself as shown in Figure 5-6. The output of Schmitt trigger is a square wave and the time 

for the one pulse is 

T = RCln (
1 + β

1 − β
) (5-3) 

 

 

Where  

β =
R1

R2 + R1
 

Autonomous Schmitt trigger has a frequency based on the equation (5-3) which can be 

calculated as follows 

 

fAutonomous_Schmitt =
1

2T
=

1

2RCln (
1 + β
1 − β

)
 

(5-4) 

 

 

 
Figure 5-6 The output waveform (Blue) and the capacitor voltage (Red) waveform output of the autonomous opamp Schmitt 

trigger 

The following proposed modifications for Schmitt trigger are targeting the two input 

terminals of the opamp. These modifications focus on the performance of the astable opamp 
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Schmitt trigger when it is fed by an external source. The proposed study will be based on 

mathematical and computer simulation results, followed by two general cases of the input wave 

shapes (sinusoidal and square). Using these shapes of wave covers the case of the input as it is 

instantaneously changed (sinewave case) and suddenly changed or DC (square wave case)  

The two cases which expand to 18 experiments, as will be shown later, are analysed, 

simulated and implemented by using TL082, which is the most used opamp in the literature of 

the chaotic oscillators [170]. The intention of this study is to investigate using the astable 

opamp Schmitt trigger topology to generate chaotic oscillator based on coupling oscillator 

theory as will be shown in the next chapter. 

5.4.2. First Modification 

The first modified Schmitt trigger is shown in Figure 5-7; it involves the modification or the 

merging between the two topologies mentioned above and shown in Figure 5-4. The design is 

based on disconnecting the ground from R2 and connecting it to an external source. Hence the 

non-inverting terminal value will depend on both the input signal and the opamp output. 

 
Figure 5-7 Modified Schmitt Trigger circuit: Non-Autonomous Schmitt Trigger with RC feedback 

To analyse the first modified opamp Schmitt trigger, the governing equations of this 

design can be shown as follows: 

Using superposition method at the non-inverting terminal voltage equation is  

V+ = Vin
R2

R1+R2
+ Vo

R1

R1+R2
 V (5-5) 

 

Then 

V+ =
Vo+Vin

2
   V (5-6) 

 

And equation of charging the capacitor is still        
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Vc(t) = Vo − [Vo − Vc(0)]e
−t

RC V 
(5-7) 

 

Equation (5-5) shows that non-inverting terminal voltage is depending on both the input 

signal and the output of the opamp, controlled by the values of the resistors found in the 

positive feedback and the one connected to the non-inverting terminal. This will change the 

decision making by the comparator to set the output voltage to a positive or negative value. 

To examine the effect of this design on the capacitor, first we adjust the frequency of 

the Schmitt Trigger circuit as all positive feedback resistance is 1 kΩ (Note that: the 

resistances ratio will be 1/β=2) and set the frequency to 1 kHz by putting the negative 

feedback capacitor is 1µF and the resistance is 455 Ω; and the output amplitude is nearly 

3.5 /-3.5 V (power supply minus voltage drop).  

It must be considered that there are three major points affecting the output of the 

modified opamp Schmitt trigger shown in the previous equations which are: 

a- The waveshape of the input signal: this is because the input signal waveform shape 

may give different output if it is square or sinusoidal or another shape. 

b- The frequency of the input signal compared to the frequency of the opamp Schmitt 

trigger. 

c- The resistances ratio β. 

Based on these points, studying the modified design will be based on the circuit 

simulator software and hardware with different scenarios to observe and analyse the 

output as follows: 

a- Input signal wave shape will be the sinusoidal or square wave 

b- The amplitude of the input signal will be less, equal or greater (not exceed the power 

supply value) than the output of the autonomous opamp Schmitt trigger 

c- The frequency of the source examined also will be less, equal or greater than the 

frequency of the autonomous opamp Schmitt trigger 

d- The resistance ratio will not change for fair judgment. 

The cases of the study are shown in Table 5-1. The total number of cases is 18. 

However, in this chapter, the main cases which contribute in the context of the thesis 

will be analysed and the others will be presented without analysis in Appendix III as 

they did not show any modification for the output pulse width. 
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Table 5-1 Cases to study the modified Schmitt Trigger 

Input Signal wave 

shape 

Input 

frequency 

Input 

signal 

Amplitude 

Case # 

Sinusoidal 

100 Hz 

1 V a 

3.5 V b 

5V c 

1 kHz 

1V d 

3.5 V e 

5V f 

10 kHz 

1V g 

3.5 V h 

5V i 

Square Wave 

100Hz 

1V a 

3.5 V b 

5 V c 

1kHz 

3.5V d 

5 V e 

1V f 

10kHz 

3.5V g 

5 V h 

1V i 

 

5.4.2.1. Sinusoidal Cases: 

Case “a”:  

Frequency: 100Hz 

Amplitude: 1V 

Figure 5-8 shows the waveforms of the input signal, output signal, non-inverting 

terminal and inverting terminal respectively for simulation and hardware results. As the 

input signal amplitude changes from low values to higher, the output pulses of the opamp 

start to be wide. 
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Simulation Results 

 
Hardware results 

Figure 5-8 Case “a” Results 

 

 To understand this point, recall equation (5-6). The non-inverting terminal is equal to 

half of the sum of the opamp output and the input signals. The maximum and the minimum 

value of the non-inverting terminal is as follows: 

Vmax
+ =

3.5 + 1

2
= 2.25 V 

(5-8) 

Vmin
+ =

−3.5 − 1

2
= −2.25 V 

(5-9) 

 



96 

 

The capacitor in this modification is charged from the opamp output which is either 

+3.5V or -3.5V. The time constant for capacitance to charge (which is fixed for all 

experiments) is R×C = 455 Ω×1 µF= 455 µsec. Hence, the capacitor needs 2.275 msec to 

reach either 3.5 or -3.5V if its initial value is zero. 

Assume the non-inverting point at the minimum value which is -2.25V, and the 

capacitor has no charge. Hence, the time required for the capacitor to reach to -2.25V to 

make the opamp output change from -3.5V to 3.5 can be calculated as follows 

Vc(t) = Vo − [Vo − Vc(0)]e
−t

RC  V 

−2.25 = −3.5 − [−3.5 − 0]e
−t1

455μ  V 

1.25 = 3.5e
−t1

455μ  V 

t1 = 455μ × ln (
3.5

1.25
) sec 

t1 ≅ 468.48 μsec (5-10) 

 

Because the input signal is a sine wave with a frequency equal to 100Hz, the value of 

the input signal after 468.48µ sec starting from -1V will change to - 0.9999868 V. This 

slightly affects the non-inverting terminal value after this period. This slight change appears 

as squeezing of the pulse width of the opamp output as shown in Figure 5-9. 

After this period, the opamp output will change from -3.5V to 3.5V; and the non-

inverting terminal value will be approximately [3.5+(-0.9999868)]/2 V which is equal to 

1.2500006 V. Also, this value will be slightly different after a period required for the 

capacitance voltage to reach the new value of the non-inverting terminal value as shown in 

Figure 5-10.  

At the transition of the opamp output voltage, the capacitor voltage value is -2.2499934V, 

which is equal to the value of the non-inverting terminal exactly before the opamp output 

changes from -3.5 Vto 3.5V. As the input still increases, but with lower frequency, the time 

required for the capacitance to reach to +3.5 can be calculated as follows 

1.2500006 = 3.5 − [3.5 − (−2.2499934)]e
−t2

455μ 𝑉  

2.249994 = 5.7499934e
−t2

455μ V 

t2 = 455μ × ln (
5.7499934

2.249994
) sec 

t2 ≅ 426.9123 μsec (5-11) 
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By adding t1 and t2 it will be 895.3923 µsec which makes the input signal reach 

approximately -0.9999518 V, which makes the non-inverting terminal reach [3.5+(-

0.9999518)]/2 Vwhich is equal to 1.2500241 V.  

Therefore, the opamp output changes to -3.5 and the capacitor will have the same value 

of the non-inverting value just before converting and the process is then repeated. Because 

this variation is very slow, the output pulses widths are varied in a slow manner as shown 

in Figure 5-9.  

 

Figure 5-10 shows the inverting and non-inverting terminal waveforms. The non-

inverting terminal acts as an analogue signal affected by another high-frequency square as 

a crosstalk effect. Another observation, because of the big difference in the two frequencies 

(the input signal and the standalone opamp Schmitt trigger), the circuit acts as pulse density 

modulation (PDM) with weak performance. 

 

 
Figure 5-9 Input signal and output signal for Case “a” 

 
Figure 5-10 Inverting and non-inverting terminal for Case “a” 
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Case “b”: 

Frequency: 100Hz 

Amplitude: 3.5V 

 

Figure 5-11 shows the waveforms of the input signal, output signal, non-inverting 

terminal and inverting terminal respectively. While the frequency of the input signal is still 

less than the original opamp Schmitt trigger configuration, the increase of the input 

amplitude affects the output frequency of the opamp. As shown in Figure 5-11, by 

increasing the amplitude of the input signal, the maximum and minimum value of the 

noninverting value is greater than Case “a”.  

 
Simulation Results 

 
Hardware Results 

Figure 5-11 Case “b” waveforms Results 
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In Figure 5-12, input and output voltage waveforms are shown together to check the 

effect of Case b configuration. The maximum and minimum value of the non-inverting terminal 

will be as follows and shown in Figure 5-13:  

Vmax
+ =

3.5 + 3.5

2
= 3.5 V 

(5-12) 

Vmin
+ =

−3.5−3.5

2
= −3.5 V (5-13) 

Assume again the input signal starts at the minimum value (-3.5V) and the output of 

the opamp is at the minimum value (-3.5V) and the capacitor has no charge. As Case a, one 

cycle of the input signal is 10 msec, the capacitor voltage needs a 2.275 msec to reach to -3.5V.  

Still the change of the input voltage increases slower than the charging of the capacitor; 

however, in this case, the value of the input signal after 2.275 V will be almost -2.95V which 

is greater than Case “a”.  

 
Figure 5-12 Input and output waveforms for Case “b” 

 

 
Figure 5-13 Waveforms for Inverting and Non-Inverting terminals for Case “b” 
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By the same method of analysis done in the previous case, it is found that the opamp output 

pulse width changes after each transition of the opamp output voltage. The output waveform 

shows that this case acts as a Delta-Sigma Modulation based on PDM (pulse-density 

modulation).  

In this case, PDM behaviour is clearer than in Case a because of the input signal amplitude. 

This result is significant because it represents a low-power ADC without any sampling 

required.  

Using astable Schmitt trigger with high frequency in comparison with the input signal and 

while the R-C circuit found at the negative feedback of the opamp acts as an LPF, gives the 

requirements for building SDM from high sampling rate (without the need of sampler circuit) 

and filtering.  

 The design of Case b can be used to generate a digital sequence by adding a diode to 

the opamp output or feed the output with a comparator with a ground reference to act as ADC. 

This design presents a low-power ADC. However, more study is required to investigate the 

boundary conditions and the performance [because it is a very special case] and the resolution, 

which is considered as one of the future research recommendations. 

Case “c”: 

Frequency: 100 Hz 

Amplitude: 5V 

In this case, the amplitude of the signal is greater than the output of the opamp. The 

waveforms for Case c are shown in Figure 5-14. The non-inverting terminal voltage will 

exceed the voltage of the output at its maximum (and not exceed the value of the power 

supply) or it will be less than the absolute opamp output voltage as follows 

Vmax
+ =

3.5+5

2
= 4.25 V (5-14) 

Vmin
+ =

−3.5 − 5

2
= −4.25 V 

(5-15) 

Based on these values, and while the capacitor is charged from the output voltage, the 

output opamp will be constant for a while as shown in Figure 5-14, because the input is 

increasing or decreasing beyond the opamp output voltage or in other words beyond the 

maximum or minimum capacitance voltage respectively.  

Another observation, in this case, is the average value of the capacitance-voltage 

waveform. By comparing the capacitance-voltage waveforms in this case with the previous 
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cases (a and b), it can be noticed that the capacitance-voltage waveform is not swung or 

affected by the slow change of the frequency of the input signal. Figure 5-15 combines the 

input and output signals in one figure while Figure 5-16 combines the voltages waveform 

at the inverting and the non-inverting terminal in one figure. 

 
Simulation Results 

 
Hardware Results 

Figure 5-14 Output results from Case “c” 
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Figure 5-15  Input and output signal waveforms for Case “c” 

 

 
Figure 5-16 Inverting and Non-Inverting signal waveforms for Case “c” 
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Case “d”: 

Frequency: 1 kHz 

Amplitude: 1V 

 

By equating the input signal frequency to the astable opamp Schmitt trigger frequency, 

the behaviour of the output will change. Figure 5-17 shows the waveforms for Case “d”. 

Figure 5-18 shows the opamp output and the input signal waveforms, which shows the 

same frequency with different amplitude. Figure 5-19 shows the inverting and non-

inverting terminals waveforms. While the maximum and the minimum value of the non-

inverting terminal is still the same as Case “a”, the transition of the input signal is faster 

than the three previous cases. The mathematical analysis is not required because the chaotic 

effect is not observed. 

 

 
Simulation Results 
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Hardware Results 

Figure 5-17 Waveforms for Case “d” 

 

 

Figure 5-18 Input signal and opamp output for Case “d” 
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Figure 5-19 Inverting and Non-Inverting signal waveforms for Case “d” 

 

Case “e”: 

Frequency: 1 kHz 

Amplitude: 3.5V 

 

By increasing the amplitude with the same frequency of the standalone astable opamp Schmitt 

trigger, the output pulses width will not change like Case “d” as shown in Figure 5-20. This 

observation in this case and the previous one can be explained as follows: when the two 

frequencies of the input and the standalone astable opamp Schmitt trigger are equal, the output 

will not be affected by the input. The rest of the cases found in Appendix III show this 

observation. 

 

 
Simulation Results 
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Hardware Results 

Figure 5-20 Results of Case “e” 

 

5.4.2.2. Square wave Experiments 

Another shape of the input signal which will feed the first modification of the astable 

Schmitt trigger is the square wave. Using the square wave is based on the several studies 

of the coupling oscillators. Some of these studies focused on the effect of the pulse effect 

of the coupling oscillator. As mentioned in Table 5-1 the same 18 cases will be repeated. 

Only the cases with a variation of the pulse width will be presented in this chapter and the 

rest is found in Appendix III. Also, calculations will not be repeated, but only the shape of 

the output waveforms will be discussed, as the main target is to observe the change of the 

output pulse width. 

Case “a”: 

Frequency: 100 Hz 

Amplitude: 1V 

Figure 5-21 shows the waveforms results of Case a by feeding small amplitude and 

frequency square wave to the first modification. Figure 5-22 shows the input and output 

waveforms only, followed by Figure 5-23 that shows only the two input terminals of the 

opamp. As Case “a” for sinusoidal input, the output pulses are slightly getting wide with 

the positive amplitude of the input while getting narrow with the negative amplitude of the 

input.  
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Simulation results 

 
Hardware Results 

Figure 5-21 Case “a” waveform results for square input 
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Figure 5-22 Input and Output signal waveforms for case “a” 

 

 
Figure 5-23 The inverting and the non-inverting terminal for case “a” 

 

Case “b” 

Frequency: 100 Hz 

Amplitude: 3.5V 

Figure 5-24 shows the waveforms results for Case “b”. The difference between the 

simulation and the hardware is the high resolution required for simulation which was 

beyond the capability of the computer used. On the other hand, the output pulse width 

changes slightly for the positive input amplitude, which is the same result for a sinusoidal 

input. The main difference is that because of the sharp change in the square input signal, 

the number of pulses was reduced. Also, the frequency of the output changes to follow the 
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input frequency change. Input and output waveforms only are shown in Figure 5-25, while 

the inverting and non-inverting voltage waveforms are shown in Figure 5-26. 

 
Simulation results 

 
Hardware Results 

Figure 5-24 Waveform Results for case “b” 
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Figure 5-25 Input and Output waveforms for case “b” 

 

 
Figure 5-26 Inverting and Non-inverting terminals waveform for case “b” 
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As mentioned before, the rest of the cases are found at Appendix III, which does not 

show any effective change in the pulse width of the output. In this section, the first modification 

of Astable Schmitt trigger is presented. It is shown that in Cases “a”, “b” and “c” for sinusoidal 

or square wave it acts as a pulse width modulation (PWM). Particularly, Case “b” for both 

sinusoidal and square acts as a very low-power Sigma Delta Modulation without the need of 

DAC circuit or oversampling circuit.  

Case “b” requirements are: if the input signal has the same value of the maximum of 

the opamp output (or it can be slightly less) with low frequency compared to the standalone 

Schmitt trigger circuit, it generates pulse wave like ADC Sigma Delta modulation which 

follows the concept of DM as mentioned by Razavi [180]. However, this case can be considered 

as a special case because of its requirements. 

It has been observed that as much as the input is changed smoothly from maximum to 

minimum, the output pulse will increase and change its width. It can be concluded that chaotic 

behaviour or changing of the pulse width of the output are observed when the input signal has 

less amplitude and frequency in comparison with the Schmitt trigger.  

5.4.3. Second Modification 

In this modification, the input signal will connect to the inverting terminal via resistance 

(Rin) as shown in Figure 5-27. In this case, the capacitor in the negative feedback will be 

charged from two different sources: the opamp output and the input signal. While the inverting 

terminal is the capacitor voltage, the non-inverting terminal voltage is only the voltage divider 

for the opamp output.  

 
Figure 5-27 Modification 2 for opamp Schmitt trigger 

 

 

VEE

R1

0

C1

0

R2
VCC

Rin

0

U1A

TL082

+
3

-
2

V+
8

V-
4

OUT
1

R

Vin



112 

 

Based on the analysis presented in Appendix II, rewriting governing equation of the capacitor 

voltage or the inverting terminal of the opamp is 

Vc(t) = [Vin + Vo] − {[Vin + Vo] − 2Vc(0)}e
−t

τ  V 

 

(5-16) 

 

Where 

τ = RthC sec 

Rth = R||Rin Ω 

 

In [181], it is mentioned that the chaotic or semi-chaotic behaviour can be generated 

from a capacitor charged from several sources. Hence, if the coupling or the connection to the 

capacitor from the two sources affects its behaviour to be chaotic, the opamp output will be 

also chaotic.  

Before applying the same cases as in modification 1, there is a new element added to 

the test, which is Rin. The effect of the input resistance is discussed in Appendix II, so, the 

experiments will be taken in under one condition which is Rin is greater than R. Hence, the Rth 

will be for all cases 312.71478 Ω and the time constant ꞇ= 0.00031271478s=31.271478µsec.  

Based on the results shown in modification 1, only Case a (this case shows promises to 

generate chaotic oscillators) will be shown. The remainder of the experiments will be shown 

in Appendix III. 

5.4.4. Sinusoidal and Square Waves Experiments 

 

As expected, and based on the analysis and the design shown in the first modification, 

using less amplitude and less frequency of the source shows the chaotic or semi-chaotic 

behaviour of the output is delivered. Figure 5-28 shows the input signal, output signal and 

capacitor waveforms respectively in the case of sinusoidal input (case “a”). The Figure shows 

the simulation and the hardware results. Also, Figure 5-29 shows the same case with square 

input. The output pulse width changes based on the slow change (less frequency) of the input 

amplitude. 
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Simulation Results 

 

Hardware Results 

Figure 5-28 Waveform Results for the second modification with sinusoidal input for case “a” 
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Simulation Results 

 
Hardware Results 

 
Figure 5-29 Waveform Results for the second modification with square input for case “a” 

 Without using massive differential equation analysis or showing the results of the rest 

of the cases, it is observed and proved that for coupling two oscillators when one of them has 

less amplitude and less frequency, with R-C-R coupling leading to change in the output pulse 

width of the higher frequency oscillator.  

However, this coupling should be governed by the condition that at least the output of 

one of these oscillators must be affected by the coupling to reach a semi-chaotic or irregular 

change in the pulse width of the output. While this condition is not enough to generate chaotic 

oscillator as will be seen in the next chapter, it gives the guide for the proposed systems in 
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Chapter 6. From this point, the next chapter will propose two analogue chaotic systems with 

more analysis and details especially the effect of this proposed system on AIC framework 

5.5. Conclusion 

After studying the use of analogue Chua circuit for AIC framework in Chapter 4, 

Chapter 5 studies the design of the analogue chaotic oscillator based on the coupling oscillators. 

The motivation for this study is to use less number of active elements in comparison to the 

Chua circuit to reduce the power consumption. 

Neuroscience and biology and other fields show the ability to generate chaotic 

oscillators based on coupling oscillators. While most of the researches in the design of analogue 

chaotic oscillator start from differential equations, this chapter studies the use of waveshaping 

theory for the same purpose. This is because of the ease of the waveshaping theory. As the first 

step of this study, charging the capacitor from two different sources via resistors has been 

analysed as it is the main core of generating the chaotic behaviour. 

After analysing the effect of charging the capacitor from several sources, this chapter 

continues to study the use of opamp Schmitt trigger to implement chaotic oscillator based on 

the coupling oscillators by means of the waveshaping oscillators.  

Two new modifications for astable opamp Schmitt trigger were presented. This chapter 

also presents the new modifications of the opamp Schmitt trigger to address the conditions of 

changing the pulse width of the opamp output based on input signal. This has led to generating 

chaotic oscillations based on coupling oscillators.  

The waveform techniques were used to analyse the modifications. It is concluded from 

the two modifications that the change of the output pulse width happened when the input signal 

has low frequency and low amplitude in comparison with a standalone astable opamp.  

Several experiments based on simulation and hardware with analytical analysis were 

presented in this chapter and extended in Appendix III. The experiments were conducted by 

applying external source with different shape and frequency to the new modifications.  

The experiments and analysis show that the width of the output pulse is varied under 

the condition of low amplitude and frequency for the input signal in comparison with the opamp 

Schmitt trigger design. This result is the main target of this chapter. 

In the next chapter, these externally fixed oscillators will be replaced by the traditional 

astable opamp Schmitt trigger and the output applied to the AIC framework to evaluate the 

performance of the proposed design. 
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6. PROPOSED CHAOTIC SYSTEMS FOR AIC 

FRAMEWORK 

Chapter 5 studied the waveshaping design method to realize an analogue chaotic 

oscillator based on coupling oscillator. It used a fixed oscillator and a Schmitt trigger 

oscillator. In this chapter, the fixed oscillator is replaced by an astable Schmitt trigger. This 

replacement needs a good coupling to achieve chaotic behaviour. Two systems are 

proposed in this chapter. The two systems are based on (R-C-R) coupling and waveshaping 

technique as shown in Chapter 5. The two proposed systems are compared with the Jerk 

chaotic implementation. The validation results cover the power consumption and the 

thermal effect of the signal reconstruction for the two proposed systems, based on the range 

of the temperature found beneath the manhole cover. 

6.1. Coupling function and the proposed systems 

As shown in Appendix II, the R-C-R coupling function was studied. However, the study 

involved the coupling function in the presence of fixed oscillators, whose outputs will not affect 

the coupling despite the fact that it presented an intensive study of the capacitor voltage wave 

shaping affected by two different sources. In the literature on the chaotic oscillators, charging 

capacitance from several sources may lead to chaotic or semi-chaotic waveshaping signals. 

This fact is correct if and only if these oscillators are affected by the capacitance coupling. 

From the study presented in Appendix III, it is shown that in the presence of the fixed 

oscillators, chaotic behaviour is not found. This can be explained as follows: while the 

capacitance is fed from the two sources, no current will be fed again to the sources which affect 

their output behaviour.  

From the neuroscience point of view, the coupling type mode affects the behaviour of the 

coupled oscillators and may lead to chaotic behaviour. Hence, relaxation oscillators are used 

in this research. This type of oscillators is based on a threshold: if this threshold varies, the 

output will vary.  

The only oscillators that will be used in this chapter for the proposed systems are the 

relaxation oscillators. Relaxation oscillators circuits are used for several reasons: 

1- These types of oscillators generate a pulse shape waveform which is the main target 

of the research to generate PRNG as a square shape 
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2- Relaxation oscillators have mainly three types (astable, monostable, bistable) which 

can be classified as autonomous (astable) and non-autonomous (monostable and 

bistable). This classification gives the indication of the ability of these types to be 

modified to be affected by coupling. 

3- Relaxation oscillator circuits can be designed by transistor or opamps, which gives the 

freedom to select the topology that suits the application. 

4- From the chaotic oscillators point of view, coupling oscillators using relaxation 

oscillators are not widely studied; instead, modification of the relaxation oscillators 

design was studied more to generate chaotic oscillators. While this point may show 

the uselessness of studying coupling relaxation oscillators to generate chaotic 

oscillators from the power consumption point of view, the richness  of the relaxation 

oscillators specification from one side and the need of studying the coupling oscillators 

in several applications and fields from the other, make it worth to study the use of 

coupling relaxation oscillators to generate chaotic oscillators, especially if the 

intention is to replace digital circuit systems that are based on differential equations 

that consume more power than analogue. 

 

These reasons and more have motivated the author to study the design of coupling 

oscillators using relaxation oscillators to generate the chaotic sequence. The proposed systems 

will use the opamp Schmitt trigger and the modified opamp Schmitt trigger that was presented 

in the previous chapter for designing the two-coupling oscillators. 

 

In addition, using a wave shaping analysis to design the well-known relaxation oscillators 

circuit, is not widely used for chaotic oscillators. Vector and dynamic mathematical analysis 

using the differential equation for linear and nonlinear systems is the most common[182]; it 

studies the behaviour of the trajectories of the signal. In this chapter, the author will continue 

to use the waveshaping like the previous chapter to present the proposed systems. 

 

The chapter directly starts with proposing two new systems. The design of these proposed 

systems is based on the waveshaping technique as introduced in Chapter 5. The Schmitt trigger 

oscillator is the key circuit that will be used in this chapter, as also shown in Chapter 5. The 

performance of the proposed system relies on the ability of the output sequence to reconstruct 

the original signal from analogue to information converter algorithm (AIC). This is done like 

Chapter 4 by applying the output sequence on Matlab program to identify the performance of 



119 

 

the sequence to reconstruct the original signal with the ability to show the results in a graph 

(frequency domain and time domain) and by calculating the average square error. 

6.2. Proposed System 1 

In Chapter 5, it was shown that to reach chaotic or semi-chaotic oscillator, two oscillators can 

be used but with different frequencies. The design starts with the two astable Schmitt trigger 

oscillators, with one oscillator having a large frequency in comparison to the other. The two 

oscillators have frequencies of 100 Hz and 1 kHz respectively, as shown in Figure 6-1. The 

reason for these values is for the preparation of using the output of this study in Matlab, as it 

will be shown later. The output of the two oscillators and the corresponding capacitors are 

shown in Figure 6-2. 

 
Figure 6-1 Two astable Schmitt trigger oscillators with one oscillator havingdouble the frequency of the other 

 
Figure 6-2 The output and the voltage of the two astable relaxation oscillators 
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Now, couple these two oscillators directly as shown in Figure 6-3. This coupling converts the 

second Schmitt trigger from autonomous to non-autonomous Schmitt trigger. The results of 

this direct coupling are found in Figure 6-4. This coupling affected the waveform of the non-

autonomous Schmitt trigger. However, this direct coupling did not affect the phase but affected 

the amplitude only in a regular manner.  

 
Figure 6-3 Direct coupling of the two astable Schmitt trigger 

 
Figure 6-4 The output of the direct coupling Astable Schmitt trigger oscillators 
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By changing the coupling to resistive coupling as shown in Figure 6-5, the average voltage for 

the non-autonomous Schmitt trigger capacitor starts to change slightly. The output of the 

second Schmitt trigger gives a square wave with stripes as shown in Figure 6-6. Now, we have 

two frequencies; first is the large square wave and the frequency of the stripes which shows 

that it is six times more than the large square wave. It can be also described that there are two 

square waves, and one of them is affected by the other as a crosstalk effect. Hence, the noise 

effect starts to appear.  

 
Figure 6-5 Resistive coupling of the two Schmitt trigger astable relaxation oscillators 

 
Figure 6-6 The output of resistive coupling and the waveform at the coupling resistor 
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Back to the basics of the implementation of chaotic oscillators, any chaotic circuits need 

at least three energy storage elements to generate chaotic oscillators. Based on this fact, and by 

observing the structure of the system, it can be easily seen there are only two energy storage 

elements, which are the two capacitors of the two Schmitt trigger.  

Based on this observation, the coupling resistor has been replaced by a capacitor as 

shown in Figure 6-7. The output waveforms for this modification are shown in Figure 6-8. The 

output square wave starts to generate a square wave with a different width. However, this 

sequence is repeatable, which is not acceptable for our purposes.  

By revising most of the analogue chaotic oscillators design, it has been observed that 

chaotic behaviour is achieved by changing the value of one resistor. Based on this observation 

again, all the capacitors values are fixed, and one resistor will change.  

 

Figure 6-7 Replacing the coupling resistor by a capacitor 

 

 

Figure 6-8 the output of replacing the coupling resistor with a capacitor 
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The question is: which of these resistors needs to be changed to reach the chaotic 

behaviour?  

Neuroscience can answer this question. As mentioned in Chapter 5, in the neuroscience, most 

of the experiments of coupling the neuro oscillators did not change the oscillator itself but the 

coupling. Hence, the resistor that needs its value to be changed should not be one of the 

oscillators. Therefore, the series resistor connected to the output of the first oscillator or the 

astable Schmitt trigger will be the variable resistor that needs to be changed. Figure 6-9 shows 

the circuit by changing the series resistor to 3.8 k Ω. The chaotic behaviour starts to appear and 

is shown in Figures 6-10 to 6-13. These figures represent the relation of the capacitors’ 

voltages. It has to be mentioned that we denote the first capacitor of the first Schmitt trigger as 

the input capacitor and output capacitor for the second oscillator capacitor. 

 

 
Figure 6-9 Changing the series resistor 

 
Figure 6-10 The output of changing the series resistor 
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Figure 6-11 Output Capacitors Vs the mid Capacitors 

 

 
Figure 6-12 Input capacitor voltages Vs the mid-voltage capacitor 
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Figure 6-13 Input capacitor voltage Vs the output capacitor 

As it is mentioned before, the results here rely on using the performance of the output sequence 

to reconstruct the original signal from the AIC algorithm made by Matlab program. The output 

sequence passed through this algorithm and the results are shown in Figure 6-14. The results 

show the failure to reconstruct the signal (Fourier spectrum only shown). Hence, the resistor 

value is changed again to 2.9 k Ω as shown in Figure 6-15. The sequence succeeds in 

reconstructing the original signal, as shown in Figures 6-16, 6-17 and 6-18. The average square 

error reaches 0.0000436833. 
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Figure 6-14 The results of the output sequence in the AIC framework (Fourier spectrum only) 

 
Figure 6-15 Changing the resistor value to 2.9 k Ω 
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Figure 6-16 The Matlab output after changing the resistor value (FS coefficient) 

 
Figure 6-17 Matlab output after changing the resistor value (Fourier spectrum) 
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Figure 6-18 Matlab output after changing the resistor value (Time domain) 

To realize the results, a Texas Instruments analogue kit was used, and the resistor values are 

changed to the standard values (R=455 Ω  ➔470 Ω, R1=2.7 kΩ→2.9 kΩ and 4.55 kΩ→4.7 

kΩ). The hardware results are shown in Figure 6-19. However, the output sequence after 

changing these values failed to reconstruct the signal as shown in Figure 6-20.

 

Figure 6-19 Hardware results after changing the resistor values to the standard 
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Figure 6-20 Hardware sequence results after passing the sequence to the AIC algorithm 

 

Therefore, the series resistor changes to 3.6 kΩ in the hardware. The sequence is shown in 

Figure 6-21. The sequence passed the AIC algorithm, and the output is shown in Figures 6-22, 

6-23 and 6-24 with average square error reaching of 0.0000150854. The difference may be due 

to the wiring which may add some noise that slightly affects the performance. On the other 

hand, the hardware results show the average voltage of the sequence is affected by the 

capacitor. This point can be avoided by adding another comparator as shown in Figure 6-25. 

However, this point is not essential because this does not affect the signal reconstruction. 

 
Figure 6-21 Hardware output after changing the series resistor 
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Figure 6-22 Hardware sequence results after passing the AIC Algorithm (FS Coefficient) 

 
Figure 6-23  Hardware sequence results after passing the AIC Algorithm (Fourier spectrum) 
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Figure 6-24  Hardware sequence results after passing the AIC Algorithm (time domain) 

 
Figure 6-25 Hardware results after using Comparator 
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At the end of this section, it has been shown that based on the waveshaping technique and 

coupling oscillators, a simple method of constructing analogue chaotic oscillators is proposed 

and can be used for AIC. The heart of this proposed system is a Schmitt trigger and an RC 

coupling circuit. RC coupling acts as LPF that affects the sequence of the oscillators. In the 

next section, based on the second modification for the opamp Schmitt trigger presented in the 

previous chapter, another proposed system will be introduced along with its analysis. 

 

6.3. Proposed System 2 

In the previous section, the RC coupling capacitor was connected from the output of 

astable Schmitt trigger oscillator to the grounded resistor found in the positive feedback of the 

second Schmitt trigger oscillator. In this section, another connection will be introduced. This 

shows the richness of this design to have several chaotic oscillators from the same design with 

small variations. 

Figure 6-26 shows the second proposed system. In this system, we use the presence of 

the capacitance of the oscillators and couple it with one T-shape RC circuit to generate the 

chaotic oscillator. By the same concept, all the capacitors have the same values and the T- 

shape R4 was fixed to 1 k Ohm and the R5 was changed till it reached the chaotic sequence as 

shown in Figure 6-27. Figures 6-28, 6-29 and 6-30 show the transfer characteristics between 

the capacitors voltages found in the design. It has to be mentioned that this design starts with 

standard values of the resistors to avoid any changes in the hardware. The frequency of the first 

oscillator is almost 96 Hz while the second is 968 Hz. The ratio of the resistors found in the 

negative feedback of the two oscillators is the same of the first proposed system which is 1/10. 

While the output in Figure 6-27 shows poor irregular sequence, bifurcation appeared in 

Figure 6-30. This shows the good performance of this design. However, this study relies on the 

performance of the design to reconstruct the original signal from the AIC framework. The 

sequence is fed to the Matlab AIC framework; it succeeds in reconstructing the original signal 

as shown in Figures 6-31, 6-32 and 6-33 with an average squared error of 0.0000071490. This 

value is very low compared to the first proposed system. This may refer of the bifurcation 

found in this system.  
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Figure 6-26 Proposed System 2 

 
Figure 6-27 The oscillator and the voltage capacitor waveform 
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Figure 6-28 The transfer characteristics between the first oscillator capacitor and the coupled capacitor 

 
Figure 6-29 The transfer characteristics between the input and the output capacitors 
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Figure 6-30 The transfer characteristics between the coupled capacitor and the output oscillator 

 

Figure 6-31 Matlab Results for the second proposed system (FS Coefficient) 
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Figure 6-32  Matlab Results for the second proposed system (Fourier spectrum) 

 

Figure 6-33  Matlab Results for the second proposed system (time domain) 
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By replacing the simulated component values to standard values and as in the first 

proposed system, R1 changed to 1.8 kΩ to avoid the wires effect as shown in Figure 6-34. The 

output waveforms of the hardware are shown in Figure 6-35. The hardware output sequence is 

fed to the Matlab AIC framework, and the results are shown in Figures 6-36, 6-37 and 6-38. 

The hardware output sequence succeeds in reconstructing the original signal with average 

squared error equal to 0.0000256813 which shows more improvement than the simulation.  

Another point needs to be highlighted. As the coupling was connected to the capacitor 

at the negative feedback of the second oscillator, the average voltage of the output of the second 

oscillator is not affected by the coupling and is still zero. This gives more improvement of this 

design that does not need to add any comparator to generate a chaotic sequence with a perfect 

square waveshape.  

 
Figure 6-34 Hardware values for the secondly proposed systems 

 
Figure 6-35 Output waveforms of the hardware sequence 
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Figure 6-36 Matlab results for the hardware results (FS Coefficient) 

 

 
Figure 6-37 Matlab results for the hardware results (Fourier spectrum) 
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Figure 6-38 Matlab results for the hardware results (time domain) 

 At the end of this section, the second proposed system is like the first one, except for 

the choice of the terminal to be connected to the coupling circuit. This proposed system 

improves the signal reconstruction for AIC framework in comparison with the first proposed 

system. Both proposed systems can be used by one FPAA that can change the connection easily 

by using the switched capacitor technique that is used in FPAA design. However, these systems 

need to be validated as will be shown later in this chapter.  

6.4. The Proposed Systems from the Security point of view 

The main aim of this research is to replace the traditional digital PRNG with analogue circuit 

design to improve the circuit design of the IoT device with low-power consumption. However, 

as mentioned before, the IoT device circuit designer needs to take all the IoT device design 

challenges into considerations. One of these challenges is the security issue. To achieve the 

security point of the proposed systems for AIC framework, two points need to be highlighted: 

randomness and the system’s ability to reconstruct the original signal. Both points have been 

shown earlier in this chapter and the key point is the selection of the component values, as can 

be illustrated as follows: 
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6.4.1. Randomness 

In the context of CS theory [37], [53]– [66] ,[183], only the random signal can be used in CS. 

The random signal has to be independent and identically distributed (i.i.d) and obeys the 

restricted isometry property (RIP) condition of perfect recovery [183]. The Matlab code used 

in this research [166] covered this point.  

The chaotic sequence from the proposed systems has successfully passed this test. If the 

sequence is not random with the CS conditions, the original signal cannot be reconstructed. 

This point was very clear when adjusting the component values. The output chaotic sequence 

from the proposed systems could pass the simulation only at certain values of the components. 

This means at certain values, the chaotic sequence from the proposed system is following the 

CS conditions.  

6.4.2. The ability of the Signal reconstruction 

Most of the researchers in the communication security use the ability of the system to 

reconstruct the original signal with the identical chaotic sequence to test the security like [184]–

[190]. We can consider the AIC analogue frontend as a transmitter and the signal reconstruction 

algorithm is a receiver as shown in Figure 6-39.   

 

Figure 6-39 AIC analogue front end and the signal reconstruction act as transmitter and receiver 

 

Two points proved the security of the system: 

1- If the proposed chaotic systems, which act as noise, affect the ability of the receiver 

to reconstruct the original signal, then the proposed systems will fail. 
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2- The first point is valid only at certain values of the components. Any changing of 

the values leads to unsuccessfully reconstructing the original signal. This point 

proved the hardware security concept for the design. 

Based on all the information mentioned in this section, it can be concluded that the proposed 

systems are considered as hardware secured systems with low-power consumption, which can 

be used to design and develop an IoT device to be used for several Smart City’s applications  

 

6.5. Validation 
 

As mentioned before, a digital representation of the chaotic system is more complex and needs 

more size, this leads to more power consumption. Thus, validation or comparison will not be 

obtained with digital circuit but with analogue chaotic circuits.  

The comparison will focus on some main parameters: 

1- Number of the active elements (opamp) 

2- Power consumption. 

3- The accuracy of signal reconstruction in ambient temperature 

4- The accuracy of signal reconstruction in a harsh environment 

The fourth point is to show the ability of the design to reconstruct the circuit under the 

variation of the temperature found beneath the Manhole cover.  

Memristor-based circuits like Chua circuit or Jerk based chaotic oscillator like Jessica 

and Sprott [168] can be used to validate the proposed system. However, Chua circuit required 

at least three opamps in the case of replacing inductor with its circuit model. Therefore, the 

concept of using fewer components to reduce the power consumption will not be valid. For this 

purpose, Jessica and Sprott design will be used for comparison.   

Manhole cover temperature can vary from place to another and from one utility to 

another. According to the investigation done by the researcher, the temperature can vary from 

-30o C to 60oC.  For the following experiments, the maximum temperature coefficient will be 

used based on its value mentioned in the datasheet. TL082 opamp is used in this research and 

is the same opamp used by Jessica and Sprott’s implementation. 

 
Figure 6-40 Tl082 Input offset voltage Temperature Coefficient (Datasheet) 
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 TL082 has a typical value of ±10µV/o C from the datasheet as shown in Figure 6-40. 

This can be translated into the variation of the offset voltage based on the following equation 

Voffset
Temperature⁄

= (Tamb − Tref) ×
∆VOS

∆T
 V 

 

(6-1) 

Where Tamp is the ambient temperature and Tref is the reference temperature (27oC) and 
∆VOS

∆T
 

is the temperature coefficient of the input offset voltage. Hence at -30 o C 

Voffset @−30o = (−30 − 27) × ±10μ = ±570μV (6-2) 

 

And at 60 oC 

Voffset @60o = (60 − 27) × ±10μ = ±330μV (6-3) 

As the two opamps are in the same IC Tl082, it will be assumed that both are affected similarly. 

All of this will be added to the maximum offset voltage, which is 15 mV for reference voltage 

and we will neglect the maximum over temperature offset. 

Therefore, each experiment will be tested by calculating Offset Voltage ± the 

temperature coefficient of the input offset voltage (offset is added because it was not found in 

the PSpice model of TL082). Offset voltage will be assumed always positive for simplicity. 

Table 6-1 summarizes the initial setup of the experiments and the results will be shown in the 

next section.  

Table 6-1 Validation initial setup cases 

Cases Implementation 
Temp 

(oC) 
OFFSET (mV) 

A 

Jessica and 

Sprott [168] 

-30 
15.57 

B 14.43 

C 27 15 

D 
60 

15.33 

E 14.67 

    

F 

Proposed 1 

-30 
15.57 

G 14.43 

H 27 15 

I 
60 

15.33 

J 14.67 

    

K 

Proposed 2 

-30 
15.57 

L 14.43 

M 27 15 

N 
60 

15.33 

O 14.67 
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6.5.1. Validation Experiments 

 

The validation experiments will compare between the proposed system and Jerk chaotic 

oscillator, which uses 2 opamps similar to the proposed system. The reason for selecting this 

implementation is that Jessica and Sprott's implementation used only two opamps and few RC 

circuits, which is similar to the proposed system from the component selections point of view 

only, while the concept of the design differs. This makes the comparison clearer regarding 

power consumption and signal reconstruction between two different concepts for designing 

analogue chaotic oscillator. 

All opamps are TL082 powered by the 5V power supply. The selection of low-power 

opamps can extend to select another opamp with less power supply. However, for the fair 

judgement to Jessica and Sprott design, the level of power supply will be the same as mentioned 

in  [168].  The comparison will be based on two categories: Power consumption and Signal 

reconstruction.  

All experiments will be simulated by using ORCAD Cadence PSpice Lite version only 

(ORCAD Cadence Lite version deals only with few nodes which satisfy the requirements for 

this comparison). The Power consumption will be calculated based on the power consumed 

from the supply, i.e. Pconsumption=Vsupply*Isupply and shown using the watt probe used in the 

software. The signal reconstruction will be similar to what was done before for the proposed 

systems. The output sequence of each circuit will be fed to the MATLAB AIC framework to 

test the performance of the signal reconstruction as mentioned in Chapter 4. 

However, this comparison will examine the power consumption and signal 

reconstruction at three different temperatures (-30oC, 27oC and 60oC). These temperatures 

cover the minimum, normal and maximum temperature respectively, which can be found 

beneath the manhole cover.  

The simulation of the power consumption and the signal reconstruction will be done 

for each circuit followed by a comparison of the results of each simulation. Signal 

reconstruction performance test via Matlab program like the one in Chapter 4 runs as follows: 

Jessica and Sprott Implementation 
The circuit is prepared as shown in Figure 6-41. Power consumption with a variation of 

temperature is shown in Table 6-2. For Jessica and Sprott design, signal reconstruction output 

figures and the average squared error based on Matlab simulation are shown in Tables 6-3 to 

6-7.  
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Figure 6-41 Jessica and Sprott Implementation [168] 

Table 6-2 Power consumption for Jessica and Sprott design with the variation of temperature 

Temperature 

(Celsius) 
-30 27 60 

Power Consumption 

(mWatt) 
48.456 48.617 48.618 

 

Case “A” 
Table 6-3 Case “A” Signal Reconstruction Matlab Results 

Original and reconstructed 

signal in Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

  

3.52151E-05 
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Case “B” 

Table 6-4 Case “B” Signal Reconstruction Matlab Results 

Original and reconstructed 

signal in Frequency domain 

Original, Reconstructed and difference 

signal waveforms 

Average 

squared 

error  

 
 

2.29676E-05 

 

Case “C” 

Table 6-5 Case “C” Signal Reconstruction Matlab Results 

Original and reconstructed 

signal in Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

 
 

2.27975E-05 

 

Case “D” 

Table 6-6 Case “D” Signal Reconstruction Matlab Results 

Original and reconstructed 

signal in Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

  

1.29838E-05 
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Case “E” 

Table 6-7 Case “E” Signal Reconstruction Matlab Results 

Original and reconstructed 

signal in Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

  

2.96774E-05 

 

 

Proposed system 1 

As in Jessica and Sprott implementation, the proposed system number one is prepared for 

thermal analysis as shown in Figure 6-42.  Power consumption for the system under the 

selected temperature is shown in Table 6-8. The results for cases  “F”, “G”, “H” , “I” and “J” 

are shown in Table 6-9 to Table 6-13. 

 

Figure 6-42 Proposed Circuit for system 1 
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Table 6-8 Power consumption for the Proposed system 1 design with the variation of temperature 

Temperature 

(Celsius) 

-30 27 60 

Power Consumption 

(mWatt) 

46.725 46.726 46.718 

 

Case “F” 

 

Table 6-9 Case “F” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average squared 

error  

  

2.96774E-05 

 

Case “G” 

 

Table 6-10 Case “G” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference signal 

waveforms 
Average 

squared error  

 
 

1.98607E-05 
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Case “H” 

Table 6-11 Case “H” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

  

4.36833E-

05 

 

 

Case “I” 

Table 6-12 Case “I” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference signal 

waveforms 
Average squared 

error  

  

3.89123E-05 

 

 

Case “J” 
Table 6-13 Case “J” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

 
 

5.37207E-05 
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Proposed system 2 

Figure 6-43 shows the proposed circuit two prepared for thermal analysis. The power 

consumption for this design is shown in Table 6-14. The results of the signal reconstruction for 

cases “K”, “L”, “M”, “N” and “O”are shown in Table 6-15 through to Table 6-19. 

 

 

Figure 6-43 Proposed circuit for system 2 

Table 6-14 Power consumption for Proposed system 2 with the variation of temperature 

Temperature 

(Celsius) 

-30 27 60 

Power Consumption 

(mWatt) 

-46.752 -46.740 46.750 

Case “K” 

Table 6-15 Case “K” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference signal 

waveforms 
Average squared 

error  

-   

2.96774E-05 
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Case “L” 

Table 6-16 Case “L” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

 
 

1.22878E-

05 

 

 

Case “M” 

Table 6-17 Case “M” Signal Reconstruction Matlab Results 

Original and reconstructed signal in Frequency 

domain 

Original, Reconstructed and difference 

signal waveforms 
Average 

squared error  

  

0.000007149 

 

 

Case “N” 
Table 6-18 Case “N” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and 

difference signal waveforms 
Average squared 

error  

 

 

2.24216E-

05 
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Case “O” 

Table 6-19 Case “O” Signal Reconstruction Matlab Results 

Original and reconstructed signal in 

Frequency domain 

Original, Reconstructed and difference signal 

waveforms 
Average 

squared error  

 
 

1.34669E-

05 

 

6.5.2. Analysis of the Results and discussion 

Power Consumption 
 

Figure 6-44 shows the power consumption of the three circuits. The proposed systems 

consume less power than Jessica and Sprott implementation by about 2 mW as shown in Figure 

6-44. The difference in power consumption between Jessica and Sprott from one side and the 

proposed system on the other side is shown in Figure 6-45.  

While it seems too small as a difference, in applications like in monitoring manhole 

cover which lifetime is about 25 years, this difference extends the lifetime to about one year as 

shown in Figure 6-46. Figure 6-46 shows estimated 5V Lithium-Ion battery lifetime, which is 

recommended in several references to use in underground monitoring systems.  

The difference in Figure 6-46 shows about the one-year difference between Jessica et 

al’s implementation and the proposed systems, which is very effective from the economic point 

of view for such applications. The calculations of Lithium-Ion battery lifetime estimations are 

done by using the results of the experiments and the parameters of the battery data sheet, and 

fed to DIGIKEY online battery lifetime calculator [191].  

It must be considered that most of the power consumption for the three circuits is based 

on the selection of the opamps and the complexity and the values of the RC circuit. The results 

can be enhanced from the circuit design point of view by using ultra low opamp design, which 

is out of the scope of this thesis. However, as the three circuits are using the same opamp IC, 

the proposed systems enhance the power consumption and battery lifetime of the system.  
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Figure 6-44 Power Consumption Comparison 

 
Figure 6-45 Power Consumption difference between Jessica et al. implementation and the proposed 

systems 
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Figure 6-46 Estimated lifetime for the proposed systems and Jessica and Sprott design Lithium-Ion Battery 

 

Signal Reconstruction 

Figure 6-47 shows all the average square error for each case. The proposed system 1 

shows less performance in reconstructing the original signal in comparison to the other two 

circuits at room temperature (27oC) and high temperature. However, at low temperature, it has 

good performance more than Jessica et al’s implementation. 

The second proposed system has good performance in all temperature variations in 

comparison with the other circuits. This can be understood because the coupling directly affects 

the capacitance of the second oscillator which is the main element to vary the output because 

of charging and discharging.   

Figure 6-48 shows all the average square error for each case in the presence of the noise. 

The figure shows that the proposed system 2 can reconstruct the signal in the presence of noise 

more than the other systems. The proposed system 1 has acceptable results but less performance 

from the other two systems. Jessica and Sprott's design had good performance in only one case. 

Still, the proposed system 2 shows good performance in the absence and the presence of noise.  

On the other hand, if the chaotic sequence generated from analogue chaotic oscillators 

used in this test is compared to the PRNG sequence generated from a software algorithm used 

by the Matlab AIC framework, it is found that the analogue chaotic oscillators show good 

performance of reconstructing the original signal in the presence of noise as shown in Figure 
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6-49. It is shown from Figure 6-49, that the proposed system 1 improves the signal 

reconstruction by 6.94% while the second proposed system improves the signal reconstruction 

by 17.831%. This point is very important from the security point of view. 

 

To conclude, this section validates the proposed system by making a comparison 

between the proposed systems and one of the Jerk analogue chaotic oscillators from the power 

consumption and the signal reconstruction point of view. The proposed systems and the Jerk 

chaotic oscillators are tested using off the shelf components and the results fed to Matlab for 

AIC framework. The results show the improvement done by using the proposed systems in 

both power consumption and signal reconstruction. Because the test used the off-shelf 

components to mimic biological oscillators, it is expected to develop for the open source 

hardware based on neuroscience [192], [193] to overcome the power consumption issue. 

 

  

 

Figure 6-47 Average square error for all the cases mentioned in Table 6-1 
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Figure 6-48 Average square error for all the cases mentioned in Table 6-1 in the presence of the noise 

 

 

 
Figure 6-49 Signal reconstruction Comparison between the analogue chaotic oscillators using in the validation test to PRNG 

algorithm-based sequence in the presence of noise. 

6.6. Conclusion 
 

In this chapter, two low-power, secured systems have been proposed and presented 

based on coupling oscillator. The heart of the proposed systems are the modifications of the 

astable opamp Schmitt trigger oscillator presented in Chapter 5.  
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The proposed systems are designed based on the waveshaping technique presented in 

Chapter 5. Both systems show good performance from the power consumption and the signal 

reconstruction perspective in the absence and the presence of noise. 

In comparing the proposed systems to the similar Jerk chaotic oscillators using two 

opamps based chaotic oscillator, the proposed systems have less power consumption, which 

makes their lifetime extend almost one year for long lifetime applications like monitoring 

manhole cover. The validation test takes place based on the range of temperatures found 

beneath the manhole cover. 

Moreover, the proposed systems, (especially the proposed system 2) have a good 

performance of signal reconstruction in the presence of noise. In comparison to the PRNG 

output sequence from a software algorithm, the first proposed system improves the signal 

reconstruction by 6.094 % while the second system improves the signal reconstruction by 

17.83%. 

On the other hand, as the Schmitt trigger is one of the main blocks of FPAA, the 

proposed systems can be programmed which gives the advantage of the design to generate 

several chaotic sequences that can enhance the security of IoT devices. 

Several advantages are found in the proposed systems: 

1- Low-power consumption in comparison with another concept of designing 

analogue chaotic oscillator. 

2- The ease of the design without the need of using intensive mathematical 

calculations. 

3- The two proposed systems can be found together at the same time in one monitoring 

system with only two opamps and without any need to extend the size of PCB. This 

advantage is very important from several points of view: 

a. Circuit design: any size extension for PCB is not preferable for the IoT 

device design that may add more cost to the product. 

b. Security: Using two different analogue chaotic systems in the same system 

results in two different sequences of the bits, which adds more security to 

the data. Both systems show the improvement of signal reconstruction in the 

presence of the noise.  

c. FPAA design: As an FPAA design is based on the switched capacitor 

concept, this means that by using one electronic switch and changing the 

frequency of some switched capacitor, which can be easily programmed by 

FPAA, two chaotic oscillators can be designed. 
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d. Open source hardware: Because the proposed systems use the off the shelf 

components, it is expected to open a new route to design the open source 

hardware which suffers from high power consumption. This point is very 

attractive as open source hardware based on neuromorphic engineering is 

still in its early stage. 

Based on the study in this chapter and the previous chapter, coupling oscillators can be 

designed using two oscillators with three main conditions: 

1- One of these oscillators needs to have less amplitude and less frequency in 

comparison to the other oscillator 

2- The output of the second oscillator (with higher amplitude and higher frequency) 

needs to be affected by the coupling. This means that the output of the second 

oscillator is relying on its input behaviour. 

3- Based on the chaotic oscillators design, at least three energy storage elements have 

to be found in the design. 

Finally, the design used simulation and hardware by means of OrCAD PSpice and 

Texas instrument analogue toolkit respectively. The PSpice helps to simulate the design in a 

normal situation and in harsh thermal effect. The hardware toolkit helps to set up the hardware 

in short time to design a benchmark.  
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Chapter 7 

Conclusion and Future work  
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7. CONCLUSIONS AND FUTURE WORK 

7.1. Conclusions 

The main aim in this research is to investigate and design a low-power IoT -based 

manhole cover (MC) monitoring system to be used for smart city applications taking into 

consideration the IoT device design requirements and challenges. To reach this aim and based 

on investigation done by this research, compressive sensing was studied as it was proved from 

other applications its ability to reduce the power consumption for IoT device by reducing the 

sampling rate of the used ADC. 

 

As a first step in this research, MC types and issues have been investigated deeply. 

Based on this investigation, a new detailed classification of manhole cover issues with the 

current monitoring systems is proposed. This classification presents good guidance for the 

modern governments to identify the main requirements to improve the safety and the security 

for their societies. Also, this classification gives a new vision for the researchers who work in 

the smart city’s underground and road monitoring applications. It was concluded from this 

classification and investigation that analogue to digital converter (ADC) found in DAQ module 

is the main source for consuming power for the MC automated monitoring system. In this 

research, a low power automated MC monitoring system with IoT device design requirements 

was the target to be suitable for Smart City’s application.  

Compressive sensing framework proved in several applications its ability to reduce the 

power consumption for monitoring systems by using low sampling rate ADC. The CS based 

ADC is named analogue to information converter (AIC). The AIC has become more attractive 

to the IoT device designers because the heart of the AIC is a pseudorandom number generator 

(PRNG) which can be used for the data security.  

However, most of the current PRNG circuit found in the AIC circuit design is 

implemented by digital circuit which has drawbacks which are: a) power consumption, b) using 

the digital PRNG at AIC analogue frontend mainly required isolation between the analogue 

part and the digital part by using separate power supplies and separate grounds. The present 

research focused on using an analogue PRNG to overcome the digital PRNG issues for AIC.  

 

In this research, two analogue chaotic oscillators are proposed by using one of the main 

blocks of the FPAA (FPAA proved its ability to implement CS signal reconstruction algorithms 

with low-power consumption) which is the opamp Schmitt trigger. The heart of the two 
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proposed systems is two new modifications of the opamp Schmitt trigger to mimic biological 

oscillators. 

The proposed systems are based on coupling oscillators, which are inspired by the 

neuroscience field. While this research is not the first research which studies the coupling 

oscillator, but it is the first that introduces the waveshaping technique to design coupling 

chaotic oscillator without the need of using differential equations for modelling. This point 

opens a new route for designing chaotic oscillators based on relaxation oscillators.  

Furthermore, the proposed systems can both be implemented on the same PCB using 

only 2 opamps with switches to act as selectors for the RC coupling network and the connected 

nodes. This point is very attractive which gives the proposed system the richness to design 

secured DAQ module with two or more different chaotic sequence with low-power 

consumption. Furthermore, this type of connection is very suitable for the FPAA design, which 

is based on a switching capacitor design concept. 

The two proposed systems have been introduced and studied from the power 

consumption and signal recovery points of view at the range of the temperatures found beneath 

the manhole cover (-30o, 25oC 60o). The two proposed systems show a good performance from 

a power consumption point of view as they can be used for at least 21.8 years using the Li-Ion 

battery. This achievement is suitable for monitoring manhole cover structure that has a lifetime 

which can reach up to 25 years, while the current automated MC monitoring systems have a 

lifetime of maximum 3-5 years. 

From the signal reconstruction point of view, the proposed systems show good 

performance of the signal recovery which can reach 0.00000179 average square error in the 

absence of noise. In the presence of noise and by comparing the proposed systems to PRNG 

sequence generated from the algorithm and fitted to the AIC, the proposed system 1 improves 

the signal reconstruction by 6.094 % and the proposed system 2 improves the signal 

reconstruction by 17.831%. This achievement is very significant from a security point of view, 

as it is shown before that signal reconstructing in the presence of noise is used to assess 

communication system security. 

Finally, the research used off the shelf components which is very interesting in the IoT 

device design based on open source hardware which mainly suffers from the high-power 

consumption issue. The merging between the open source hardware and the neuroscience is 

still in the early steps, which makes this research helpful in the development in such 

applications.  It is expected that this research develops several smart city’s applications like 

underground and road monitoring.  
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7.2. Future work 
 

1- Full implementation of the system and attaching it to manhole cover with testing is one 

of the main future work targets. 

2- The effect of the opamps internal circuit with different technologies and design on the 

proposed systems opens a new route for more improvement of the system, especially 

from the power consumption point of view. 

3- Studying the same design concept in radio frequency (RF) range to reduce the power 

consumption of the communication module for the IoT device design. 

4- Using diodes in the coupling of the proposed systems will be studied to 

investigate their effects on the performance of the proposed systems.  
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9. APPENDIX I: SENSOR TYPE SELECTION FOR 

IOT BASED MANHOLE COVER 

MONITORING SYSTEM 

As mentioned at the end of Chapter 2, an intensive study has been performed to identify 

the types of sensors needed to be used for an IoT based automated MC monitoring system. 

Generally, sensor types are divided into two main parts: passive and active sensors. A passive 

sensor detects and responds to some type of input or variations from the physical environment. 

While the active sensors need an external power supply to operate. It is obvious that passive 

sensors are less power consuming than active ones; however, active sensors are more 

controllable and used widely because of the good accuracy and wider applications where they 

can be used.  

 Stojvec, et al in [194] has classified sensors used based on power consumption as shown 

in Table I-1. Ultra high-power sensors are considered more power hungry than communication 

module. On the other hand, due to the big development in sensor design and fabrications like 

MEMS (microelectromechanical systems) sensor, the cost of sensors is becoming very low 

with very high accuracy.  

The study of sensor types includes investigation in other fields to identify the most 

suitable sensing techniques. As the target of this research is to monitor the MC which is a 

metallic structure, and by considering only the physical phenomena that need to be addressed, 

the study extends to investigate the sensors used in several fields like aerospace and civil 

engineering. Besides those fields, another type of study is included which is based on 

monitoring the source of the issue instead of monitoring the effect of this source on the MC as 

will be shown later. 

 

Table I- 1 STOJVEC’S sensor classification based on the power consumption [195] 

Sensor type Sensor Power consumption (mw) 

Micro Power 

SFH 5711 Light Sensor 0.09 

DSW98A Smoke Alarm 0.108 

SFH 7741 Proximity 0.21 

SFH 7740 Optical Switch 0.21 

ISL 29011 Light Sensor 0.27 

STCN75 Temperature 0.4 

Low -power 

TSL 2550 Light Sensor 1.155 

ADXL202JE Accelerometer 2.4 



180 

 

SHT 11 Humidity/temperature 2.75 

MS55ER Barometric Pressure 3 

QST108KT6 Touch 7 

SG-Link(1000Ω) Strain gauge 9 

Medium-power 

SG-LINK (350Ω) Strain gauge 24 

iMEMS Accelerometer 30 

Ov7649 CCD 44 

2200-600 Pressure 50 

High-power 

T150 Humidity 90 

DDT-651 Motion Detector 150 

EM-005 Proximity 180 

BES 516-371-S49 Proximity 180 

EZ/EV-18M Proximity 195 

GPS-9546 GPS 198 

LUC-M10 Level sensor 300 

CP18,VL18,GM60 Proximity 350 

TDA0160 Proximity 420 

Ultra high -power 

FCS-GL1/2A4-AP8X-H1141 Flow Control 1250 

FCBEX11D CCD 1900/2800 

XC56BB CCD 2200 

 

Physical Phenomenon for the Upperground/Common issues 

Orientation 

The first physical phenomenon which needs to be addressed is the orientation of MC. 

Based on Chapter 2, three MC result issues are related to the orientation of the MC: security, 

tilting and shattering. These issues result in the movement of the MC structure. As shown in 

Chapter 2, several automated techniques are used for security issues including tilting. 

The movement of MC structure can differ if it is for security or based on soil movement 

or because of high traffic. The difference between these issues is the angle and direction of the 

MC structure movement. While the mentioned techniques in Chapter 2 can be used, other 

sensor types can be proposed, and used in several applications 

In the aerospace field, planes orientation needs to be known as shown in Figure I-1. 

The sensor type widely used for this application is the inertial measurement unit (IMU). Also, 

in robotics design, IMU is used to make the robotics “feel” to avoid “falling” as shown in 

Figure I-2. 
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Figure I- 1 Planes Orientations 

 
Figure I- 2 IMU for Robotics 

 

IMU consists of two sensors: accelerometer and gyroscope and sometimes 

magnetometer and named MIMU [114]. In some references and for more accuracy, 

another sensor can be used with IMU, i.e. MARG sensor (magnetic, Angular Rate, and 

gravity sensors) [108]. However, at this point, the IMU sensor will be considered for 

orientation, and it will need more study to check if MARG is needed or not, which is 

not in the scope of this research. 

The accelerometer is used to measure the speed of the plane, but it can also be 

used to measure misalignment in XYZ coordinates while the gyroscope measures the 

rotation movement as shown in Figure I-3. By using IMU, it is easy to monitor any 

movement in the MC. On the other hand, some references value or thresholds need to 

be identified to distinguish between the source of movement and this is mainly done by 

specific sensor fusion technique which is out of the scope of this study. Besides that, 

IMU now is used for several applications and well known at very low cost. 
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Figure I- 3 Inertial Measurement Unit (IMU) 

 

 

 The other parameter which needs to be specified is the bandwidth. For the 

accelerometer, it can start from very low frequency to 3200 Hz as mentioned in [112], while 

the gyroscope can reach up to 2.5 kHz while its resonance frequency (maximum frequency) is 

17 kHz as mentioned in [115]. And for the magnetometer sensor, the bandwidth can reach 75 

Hz as mentioned in [117], which means that for the IMU sensor, the maximum bandwidth is 

17 kHz. 

Structure degradation 
While the movement has been reported to be monitored automatically, structure 

degradation which includes corrosion and structure deformation has no automated system for 

MC. For this reason, it needs more study and investigation to reach the suitable sensor type. To 

be more specific, in this section corrosion, crack, and skid resistance need to be addressed in 

the context of monitoring the cast iron structure. 

In the civil engineering area, structure health monitoring (SHM) is emerging as a vital 

tool to help engineers in monitoring structure every moment during its life [113]. SHM is 

concerned about monitoring the structure performance regarding several parameters. The 

investigation takes place to study how to measure metallic structure based on SHM. 

Testing and evaluation for monitoring structures are mainly based on two techniques: 

non-destructive and destructive. For monitoring MC, non-destructive techniques are more 

suitable. SHM uses vibration technique for Non-Destructive Testing and Evaluation (NDT/E) 

monitoring by means of active sensors like acoustic, ultrasound, eddy current, magnetic 

particle, etc. According to [195], Table I-2 shows the different NDT/E from the SHM point of 

view: 

  



183 

 

 

Table I- 2 Several NDT/E sensing Techniques in SHM [195] 

Method Advantage Disadvantage 

Ultrasound 

• The possibility of detecting both 

volume and planar defects, 

•  Safe operation conditions for the 

staff 

• Relatively low cost of testing. 

• No detection of discontinuities 

positioned along the ultrasonic beam 

• Difficulty in examining rough surfaces 

or irregular shapes, 

• The necessity of using the coupling 

medium for piezoelectric probes 

Radiographic 

testing 

• The possibility of testing objects of 

various, complicated shapes, 

• Good detectability of volume 

defects and planar defects along the 

radiation beam, 

• No necessity of contact between the 

object and equipment. 

• Harmful operation conditions for the 

staff 

• Poor detection of discontinuities 

positioned perpendicular to the 

radiation beam, 

• The relatively high cost of testing and 

bulky equipment. 

Acoustic Emission 

• No necessity of exciting the object 

or structure (service load is 

sufficient), 

• The abilityto differentiate between 

stable and growing defects. 

• Difficulties in quantifying defects 

(commercial AE systems can only 

estimate qualitatively) 

• The extension of damage in the 

material and can tell approximately 

how long the components will last 

• Weak signals, therefore high 

sensitivity to environmental noise. 

Magnetic particle 

inspection 

• Possibility of detecting planar 

(even narrow or shallow) 

discontinuities on/underneath the 

surface, 

• Low cost of equipment. 

•  Harmful operation conditions for the 

staff (toxic powder components), 

•  Limited applicability to ferromagnetic 

materials. 

Eddy current 

• The possibility of detecting planar 

discontinuities on/underneath the 

surface, 

• Applicability to coated (e.g. 

painted) surfaces. 

• The necessity of having extensive 

knowledge and experience by the 

operator, 

• Difficulties in the interpretation of the 

signal affected by electric conductivity, 

magnetic penetrability and operating 

frequency. 

Penetrate Method 

• The possibility of detecting planar 

discontinuities on/underneath the 

surface, 

• Harmful operation conditions for the 

staff (toxic components), 
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• The possibility of detecting 

discontinuities in locations of rapid 

changes of the cross-section 

(hardly possible by any other 

method), 

• No applicability to coated (e.g. 

painted) surfaces, 

• Tedious (many stages) process of 

testing 

Fibre optics [196] 

• High sensitivity 

• Accurate 

• Can be used in a harsh environment 

Expensive 

 

NDT/E techniques for cast iron are mainly visual, magnetic particle or radiographic 

inspection. These methods are not suitable for monitoring MC automatically, so other 

techniques have to be taken into consideration. Fibre optics and piezoelectric sensors are very 

attractive but have their disadvantages. Fibre is very expensive, and using it in such application 

which requires a huge number of nodes will be extortionate. 

 

The PZT sensor is used in many SHM applications as active sensors while some techniques 

can use PZT as passive sensors. While active sensors have their drawbacks regarding power 

consumption, selecting the technique for monitoring structure using PZT can optimize this 

issue based on the frequency required from the PZT sensor. On the other hand, the PZT sensor 

proved to be suitable in many types of research in the efficiency and the cost and is very suitable 

for MC monitoring application.  

As the PZT sensor has been suggested to be used, there are several techniques of the PZT 

sensor used in SHM. However, this study will focus on the studies published to monitor cast 

iron material which is the most used type of MC. These techniques are [195]: 

1. Ultrasonic (US) Sensor: Using US for testing metallic structure is very wide in SHM. 

One of the US sensors is piezoelectric wave acoustic surface PWAS. Figure I-4 shows 

two methods for using PWAS. The first one is to use two probes as transmitter and 

receiver to detect the damaged region (named “pitch-catch method”). The other method 

is to use one sensor to be both transmitter and receiver, to identify the damage or the 

crack of the material. Generally, the US sensor for cast iron can reach from few kHz 

[118] to 5 MHz [110] This means that 5 MHz will be taken as the maximum bandwidth 

for the US which can be used.  
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Figure I- 4 piezoelectric wave acoustic surface PWAS [113] 

 

 

2. Acoustic Emission (AE): this is defined as the class of phenomena in which transient 

elastic waves are generated by the rapid release of energy from a localized source or sources 

within a material (ASTM E1316) [120]. An AE wave is an elastic wave, having a wide 

frequency up to 100 kHz [120] while it is based on passive technique. 

3. Acoustic-Ultrasonic: (AU) is defined as a non-destructive method that uses stress 

waves to detect and evaluate diffuse defects, damage, and variations in the mechanical 

properties of materials. However, AU is based on active sensing techniques. Both AE and 

AU are shown in Figure I-5[197] 

 

 

 

Figure I- 5 AE and AU[198] 

The wide range of using PZT for monitoring the structure degradation like MC structure 

can be seen. Moreover, it is expected to use the PZT sensor to measure the skid resistance 

which can contribute in both MC and underground metallic structure monitoring and also in 

SHM field.  

The bandwidth of the PZT sensor for this research may vary from a few Hz to MHz; to be 

specific in this review it can reach 5 MHz. Combining several methods like AE and AU also 

improves the monitoring systems like in [105] while in the same reference very high sampling 

rate (50 MHz) was used to avoid the effect of the noise; and as mentioned in [109] the sampling 

for US sensor reaches 125 MHz.  However, this research will consider only the sensors 

bandwidth and the sampling rate required, which will be based on Nyquist-Shannon theory as 

mentioned before. 
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Physical Phenomenon for the Underground Utility type 

Electrification 
As mentioned in Chapter 2, only one reference mentioned the invention of an automated 

stray/contact voltage sensor [198]. No theoretical background has been mentioned except that 

this device is activated when the metal structure has been electrified.  

 From this point, this study searches a new or a different sensing technique to be used. 

Several methods are mentioned in [104] which use a handheld device to monitor the stray 

voltage. For the MC and from the study done in Chapter 2, the source of the electrification 

most of the time is not from the upper environment but from the cables beneath the MC. In 

[104], a simple circuit has been proposed with the same concept to detect the stray voltage as 

shown in Figure I-6. The system proposed in [104] is based on the manual (non-contact) 

concept, while in this study it is used for the automated system. The system detects 60 Hz 

signal. 

 

 

 

Figure I- 6 Stray voltage detector [106] 

 

Explosion 
It is mentioned in Chapter 2 that explosion can be caused by fire from electric cables 

or from the gas leak. From the conducted literature study, automated explosion monitoring 

techniques based on electrical cables has been used, while for gas leak this is not the case. 

Generally, the simple gas detector can monitor the gas leak. Hence, the event-driven method 

can be used and does not consume much power. Although this issue is very important, the 

sensing technique can be only a switch to indicate if there is any danger or not. However, if it 

is required to measure any gas for some level, the sensing technique will be different. Several 

techniques can be used for gas detection. The more suitable for MC monitoring is IR gas sensor 

because it can be used to determine several gases which makes monitoring more accurate. IR 
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gas sensor bandwidth depends on the type of gas [106]. From the off shelf market datasheet, 

the sampling rate required can reach 1 kHz or less [106]. 

To conclude, this Appendix presents sensor types selection study for an IoT based automated 

MC monitoring system. It has been shown that not all the issues need to be monitored because 

few of them are based on the type of underground utility. However, it is also shown that the 

highest sensor bandwidth is for detecting the common MC issues. Hence, the DAQ module for 

an IoT based automated MC monitoring system needs to be designed based on low power 

consumption design consideration.  

Table I-3 shows the summary of the sensor types needed for an IoT based automated MC 

monitoring system. The target in this Appendix is to identify the sensor types needed, then 

identify the bandwidth of these types to determine the ADC sampling rate required for the IoT 

based automated MC monitoring system.  

It is also shown that some of these sensor types need more investigation. Although this is an 

important part of the design the IoT based automated MC monitoring system, it is out of the 

scope of this research. However, it opens a good opportunity to develop in not just monitoring 

MC but also in several fields.  

 

Table I- 3 Sensors type suggested to be used for an IoT based automated MC monitoring system 

Sensor MC Issues Frequency 

Inertial Measurement Unit 

(IMU) (Accelerometer- 

Gyroscope) 

Security tilting Shattered 

(Structure 

Degradation

) 

Collap

sed 

(Struct

ure 

Degrad

ation) 

350 Hz-17kHz 

Piezoelectric sensor  

(PZT) 

Crack 

(Structure 

Degradation) 

Corrosi

on 

Skid 

resistance 

(expected) 

 
Few hundreds of Hz- 

MHz 

(≈5MHz) 

Voltage sensor 

(Electrical/Telecommunication 

utilities only) 

Stray/contac

t 

(expected) 

   
≈60Hz 

Smoke/fire 

sensor(Electrical/Telecommuni

cation utilities only) 

Explosion 
   

ON/OFF switch or IR 

gas  
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10. APPENDIX II:  WAVE SHAPING CIRCUIT 

ANALYSIS 

 

This appendix presents the governing equations of charging the capacitors and the effect of 

charging capacitors from two different sources. The study in this appendix uses sinusoidal and 

square wave sources. The study will extend to investigate the effect of changing the resistors 

values on the waveshaping of the capacitor. 

 

 
Figure II- 1 Charging capacitor circuit 

The governing equation for charging and discharging the capacitor for the circuit shown in 

Figure II-1 is: 

Vc(t) = Vc(∞) − [Vc(∞) − Vc(0)]e
−t

τ  V 

 

In which  

Vc(t): Voltage of the capacitor 

Vc(∞):   The maximum voltage that capacitor voltage can reach (in other words it is the 

amplitude of the AC input or the value of the DC input) 

Vc(0)= the initial voltage of the capacitor  

T = time 

the ꞇ= time constant (R*C) 

If the input signal is a DC, the input and the output waveforms are shown in Figure II-2. The 

capacitor voltage will reach full charge after 5 times its time constant or 5ꞇ. Based on the values 

shown in Figure II-8, the capacitor needs at least 5 ms to be fully charged. 

V1

0

C1

0

R1
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Figure II- 2 Charging capacitor waveform. 

If we change the input to a square wave with frequency 1 kHz for example (one cycle 

period=1 msec), the input and output or the capacitors voltage waveforms of the capacitor will 

be as shown in Figure II-3. For each half period of the square wave, the capacitor looks at the 

input source as a DC source. Based on the time of the half period which is less than 5ꞇ (half 

cycle period is 0.5ms), the shaped waveform of the capacitor becomes nearly linear and like 

the triangle wave shape.  

 
Figure II- 3 Input (blue) and capacitor voltage (red) waveform 
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Charging the Capacitor from two different sources 

This section studies charging the capacitor from two different sources. The study will 

examine the effect of the shape, frequency and resistance effects on the capacitance charging. 

Figure II-4 shows the case of using two different sources to charge a capacitor. It can be 

considered as R-C-R coupling function.  

 
Figure II- 4 Charging capacitor from two different sources 

To analyse the circuit above, first, apply the superposition method. Let V2 be grounded as 

shown in Figure II-5. Hence apply Thevenin theorem to get the Vth and Rth as follows 

Vth1 = V1
R2

R1+R2
 V 

And by grounding the V1 and making the capacitor an open circuit 

Rth1 = R1 ∥ R2 =
R1×R2

R1+R2
 Ω 

 
Figure II- 5 V2 is grounded 

The final circuit will be as shown in Figure II-6 

 

 
Figure II- 6 The final circuit using Thevenin theory 

V1

0

R1

0

V2

R2

C1

0

V1

0

R1

0

R2

C1

0

0

Rth1

C2
Vth1

0
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Recalling the charging capacitor presented in the section above, then 

Vc1(t) = Vth1(∞) − [Vth1(∞) − Vc(0)]e
−t

τ1C V 

Where 

τ1 = Rth1C sec 

 

Similarly, when grounding the first source and applying the Thevenin theorem, we found: 

Vth2 = V2
R1

R1+R2
 V 

Rth2 = R1 ∥ R2 =
R1×R2

R1+R2
 Ω 

Vc2(t) = VC2(∞) − [VC2(∞) − Vc(0)]e
−t

τ2 V 

 

Where  

τ2 = Rth2C sec 

Hence the final expression for the capacitor will be  

Vc(t) = Vc1(t) + Vc2(t) 

Vc(t) = VC1(∞) − [VC1(∞) − Vc(0)]e
−t
τ1 + VC2(∞) − [VC2(∞) − Vc(0)]e

−t
τ2  

 

 

And as observed that the two-time constants are equal  

τ = τ1 = τ2 sec 

Then we can rewrite the final expression as follows 

Vc(t) = [VC1(∞) + VC2(∞)] − {[VC1(∞) + VC2(∞)] − 2Vc(0)}e
−t

τ  V 

 

 

Based on the last equations, charging capacitors relies on the time of charging besides the two 

sources waveforms. However, in this section, the only simulation based will be presented due 

to the large number of experiments which cannot allow analysing each case. 

Hence, the study in this section will focus first on changing the sources waveforms by changing 

the shape, frequency and amplitude. Later, the effect of changing the resistors values will be 

discussed. 

 

 

  



192 

 

Case 1: 

The two sources are identical with the same resistance value 

a- A square wave with f=1 kHz and amplitude 5 V 

The input signals and the capacitor waveform are shown in Figure II-7. The capacitor 

waveform is like a uniform sawtooth. Hence, the effect of both sources was the same 

on the capacitor which cannot lead to chaotic behaviour. The effect shows non-

uniform integration. 

 

 
Figure II- 7 Two identical square wave sources case 1 
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b- 2 sources are sinewave with f=1 kHz and amplitude 5V. The same concept for 

integration effect is shown in Figure II-8 like in case a. 

 
Figure II- 8 Two identical sinusoidal sources case 1  
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Case 2: 

 

The same wave shape signal with the same frequency with a different amplitude 

c- A square wave with frequency 1 kHz and amplitudes 5 V and 1 V respectively. The 

effect is still the same as case 1. The integration is the main theme of the capacitor 

waveform as shown in Figure II-9. 

 

 
Figure II- 9 Different square wave amplitude case 2  
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Changing the input waveform to sine wave also leads to the same results. Non-

uniform integration is still found, as shown in Figure II-10. 

 

 
Figure II- 10 Different amplitude sinusoidal case 2  
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Case 3  

Different waveshaping sources, the input signals are sinusoidal and square wave 

respectively with the same amplitude and same frequency. The capacitor waveform acts 

as combining both cases 1 and 2 without irregular effect on the shape as shown in Figure 

II-11. 

 
Figure II- 11 Square waves, Sinusoidal sources and capacitor waveforms case 3 
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Case 4 

By changing the amplitudes of the two sources used in case 3, the capacitor waveform 

shows the integration effect but with different response based on the higher input 

waveshape signal. This can be observed from the two Figures II-12 and II-13, where 

the shape takes a semi-triangle or sawtooth shape with higher amplitude of the square 

wave and sinusoidal shape when sinewave was with higher amplitude. An irregular or 

chaotic shape is not found in this case. 

 
Figure II- 12  Square waves (low amplitude), Sinusoidal sources and capacitor waveforms case 4 

 

 

 
Figure II- 13 Square waves (high amplitude), Sinusoidal sources and capacitor waveforms case 4 
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Case 5 

 

By changing the frequency for the same waveform sources as shown in Figure II-14, 

the capacitor waveform shows some of the irregular waveform. This can be easily 

expected as the voltage that charges the capacitor changes with time. Hence humps 

shape is found for the capacitor voltage as in Figure II-15 for the double time difference 

(square wave input sources case) between the two input sources. The change in the 

frequency was also tested for ten times difference between the two input sources. The 

experiments are done for the square wave and the sine wave inputs respectively as 

following and the input waves and the corresponding output waveforms are shown in 

Figure II-15, Figure II-17, Figure II-18 and Figure II-19. 

a- 2 square waves  

Double time different 

 

 
Figure II- 14 Two square wave input with the same amplitude and a different frequency is charging a capacitor 

 
Figure II- 15 Input and capacitor waveforms based on the circuit shown in Figure II-14 
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10 times different 

 
Figure II- 16 Two square wave input 10 times different in frequency and the same amplitude 

 

 
Figure II- 17 Input and capacitor voltage waveforms 

  

V

0

R1

1k
V

V2

TD = 0

TF = 0.01n
PW = 0.05m
PER = 0.1m

V1 = -5

TR = 0.01n

V2 = 5

VC

0

R2

1k
V3

TD = 0

TF = 0.01n
PW = 0.5m
PER = 1m

V1 = -5

TR = 0.01n

V2 = 5 V
C1

1u

0



200 

 

b- 2 Sine waves 

Double time different 

c-  

Figure II- 18 Input and capacitor voltage waveforms by using two sinusoidal sources with double frequency difference and 

the same amplitude 

 

10 times difference 

 
Figure II- 19 Input and capacitors voltage waveforms for using two sinusoidal sources with 10-time difference in Frequency 

and same amplitude 
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Case 6 

Repeating the experiments as case 5 but with different waveshape sources, the same effect 

with different shape of the humps has been found as shown in Figures II-20, II-21 

Double time different 

 
Figure II- 20 Two different wave shape source with double different in the frequency and same amplitude charging a 

capacitor 

10 times different 

 
Figure II- 21 The input and the capacitor voltage waveforms for using different sources waveshape with 10 times difference 

in the frequency with the same amplitude. 
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Case 7 

 

Repeat the previous case with different amplitudes for the circuit shown in Figure II-

22 and the output at Figures II-20, II-22, and II-23. 

 
Figure II- 22 Case 7 configuration 

Double time different 

 

 
Figure II- 23 Square waves (high amplitude), Sinusoidal sources and capacitor waveforms case 7 
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Figure II- 24 Square waves (low amplitude), Sinusoidal sources and capacitor waveforms case 7 

10 times different 

 
Figure II- 25 Square waves (low amplitude), Sinusoidal (higher frequency) sources and capacitor waveforms case 7 
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Figure II- 26 Square waves (high amplitude and frequency), Sinusoidal sources and capacitor waveforms case 7 
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Section Discussion 

 

In this section, two sources charge a capacitor with different cases have been presented. By 

changing the frequency, shape and amplitude of the sources, several results have been found. 

Generally, the irregular shapes for capacitor voltage wave shape resulted were found in the 

cases of different frequencies between the two sources, especially if the difference was big. 

However, these irregular shapes are not chaotic. This result leads to two choices to study the 

chaotic generation.  

The first one is that all the previous cases used the same resistance. From neuroscience 

and physics point of view, this can be expected. If we apply force law of physics, we can mimic 

the sources as forces affect the body (capacitor). Hence, the change of the forces leads to 

instability of the body. From the same point of view, the two sources do not affect or have any 

feedback effect from the coupling. Therefore, using normal oscillators is not suitable for the 

study. Instead, relaxation oscillator is preferred. This is because relaxation oscillators are based 

on voltage threshold which is capacitor voltage.  

From a chaotic oscillators design point of view, chaotic behaviour cannot be expected from 

these experiments. This is because the chaotic oscillator design needs at least three energy 

storage elements to generate chaotically. Hence, the main effective result from the previous 

experiments is that irregularity of capacitor voltage waveforms happened only with a different 

frequency from the sources. This point can be used as a start point for designing chaotic 

oscillator based on coupling capacitors. However, the effect of resistors values needs to be 

studied which is more like the effect of the coupling oscillators in the neuroscience field. 

 

Resistance Effect 
As mentioned before, it is expected from these experiments that no chaotic oscillations will 

take place without three energy storage elements. However, these experiments give us some 

indications and guidance to convert their output oscillation to chaotic oscillation. Hence, by 

studying the effect on the capacitor of charging from two different sources, the resistors values 

will be studied by simulation in this section as follows: 
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For the case that R1is greater than R2 (100 times for example), the capacitor becomes 

act as perfect integrator. This can be expected as the value of the R1C is following the same 

rule of integrator as mentioned before in this thesis. The circuit and the waveforms of the 

input signals and capacitor voltage waveform are shown in Figures II-27 and II-28 

 
Figure II- 27 R1is greater than R2 case with two identical square wave 

 
Figure II- 28 input signals and capacitor voltage waveforms 

 By changing the frequency only of the two sources, the capacitor voltage 

waveform still generates a triangle waveform which is the integration of the input 

signal. However, the amplitude of the capacitor voltage waveform changes 

according to the location of the big resistor. If the big resistor is attached to the high-

frequency source, the amplitude of the capacitor voltage waveform is larger in the 
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comparison of the reverse case. This can be analysed if we model the circuit by laws 

of static mechanics.  

 However, the capacitor waveform follows the slowest source. On the other hand, 

the sides of the triangle waveform which represent the capacitor voltage waveform 

are not smooth. The shape is like a triangle analogue signal affected by high noise. 

This gives the indication that the slower frequency source is more dominant.  

 

 This can be easily explained from a static mechanics point of view. The value 

of the resistance can be modelled as the distance from the force source (input 

source) to the mass (the capacitor in our case). If the source of the force is far from 

the mass the resultant force is very low. Hence, as the resistor get larger, the effect 

of the attached source to it will be reduced. This is also shown if the large resistor 

attached to the slow source as shown in Figure II-29. 

In this case, the capacitor frequency follows the quick source because the low 

resistor is attached to it which models as less distance. The amplitude of the 

capacitor waveform becomes attenuated following the governing equation of the 

capacitor which is explained before and shown in Figure II-30.  

By changing the amplitude or the shape of the sources, the previous case will be the 

same as differing in the value of the capacitor voltage based on which source is 

attached to the lower resistor. Because any alternatives in the shapedwave, 

amplitude or frequency for the sources will follow the same concept, few cases will 

be selected as a proof of concept and are shown in the Figures II-31 through II-39. 

 
Figure II- 29 Large resistor attached to the slow source 
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Figure II- 30 Input sources and the capacitor voltage waveform. The capacitor waveform follows the slower source as shown 

in Figure II-29 

 

 
Figure II- 31 Input sources and the capacitor voltage waveform. The capacitor waveform follows the faster source because of 

the large resistor attached to the slower source 
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Figure II- 32 Input sources and the capacitor voltage waveform. The two sources have the same shape and frequency while 

the amplitude is different and the large resistor is attached to the low amplitude source 

 

 
Figure II- 33 Input sources and the capacitor voltage waveform. The two sources have the same shape and frequency while 

the amplitude is different and the large resistor is attached to the high amplitude source 

 

 



210 

 

 
Figure II- 34 Input sources and the capacitor voltage waveform. The two sources have the same shape while the amplitude 

and frequency are different and the large resistor is attached to the low amplitude high-frequency source 

 

 
Figure II- 35 Input sources and the capacitor voltage waveform. The two sources have the same shape while the amplitude 

and frequency are different, and the large resistor is attached to the high amplitude high-frequency source 
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Figure II- 36Input sources and the capacitor voltage waveform. The two sources have the same shape while the amplitude 

and frequency are different, and the large resistor is attached to the high amplitude low-frequency source 

 
Figure II- 37 Input sources (square and sinusoidal) and capacitor voltage waveform. The two sources have the same shape 

while the amplitude and frequency are different, and the large resistor is attached to the sinusoidal source 
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Figure II- 38 Input sources (square and sinusoidal) and capacitor voltage waveform. The two sources have the same shape 

while the amplitude and frequency are different, and the large resistor is attached to the square wave source 

 
Figure II- 39 Input sources (square and low amplitude sinusoidal) and capacitor voltage waveform. The two sources have the 

same shape while the amplitude and frequency are different, and the large resistor is attached to the sinusoidal source 

 

Conclusion 

In this section, the RCR coupling function between two fixed oscillators has been studied. 

However, chaotic behaviour was not observed. This was already obvious because the 

oscillators are fixed and will not change their behaviour or their output waveshape. The 
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intention of this section is to study the effect of RCR coupling function only without any effect 

on the oscillators. The analysis of this type of coupling can be modelled based on the Static 

Physics law as it was shown and gives some requirements for designing a chaotic oscillator 

based on the coupling oscillator design concept. 
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11. APPENDIX III: THE REST OF THE CASES 

IN CHAPTER 5 

 

This section continues the cases mentioned in Chapter 5, which did not show any change in the 

output pulse width which is based on simulation and/or hardware without mathematical 

analysis. The target is to show all the possibilities by coupling two oscillators: one is fixed and 

the other is relaxation oscillator. The results in Chapter 5 and the previous section in the 

Appendices guide of designing the proposed systems presented in Chapter 6. The results are 

for the first modification only, because it was shown from the results of the first modification 

and the analysis of the previous section the general conditions required to couple two oscillators 

to generate semi-chaotic or irregular pulse width generator by means of waveshaping. 

Sinewave 

Case “f” 

Frequency: 1 kHz 

Amplitude: 5V 

As the input signal voltage increases, the opamp output follows the frequency of the 

input and the effect of the capacitance will not change the output frequency. While, in this 

case, both input and the standalone astable Schmitt trigger opamp have the same frequency, 

the increase of the amplitude of the input signal is dominant in equation 6 as case c. Hence, 

the opamp will act as a non-autonomous Schmitt trigger. However, this modification gives 

more advantage by generating two different waveforms (square and triangle) with one 

opamp as shown in Figure III-1. This yields the modification to be used for waveform 

generators, which are used in several applications. 

 



215 

 

 
a- Simulation Results 

 

 
b- Hardware Results 

 

Figure III- 1 Waveform Outputs of Case “f” 
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Case “g” 

Frequency: 10 kHz 

Amplitude: 1V 

As shown in the previous cases, the amplitude of the input signal is very important to 

reshape the opamp output waveform. In this case, the input signal has less amplitude with 

high frequency as shown in Figure III-2. 

 
a) Simulation Results 

 
a) Hardware Results 

Figure III- 2 Waveform from Case “g” 

Recalling equation (6) in Chapter 5 and the observations from the previous cases, the non-

inverting terminal waveform will be the same as the standalone astable Schmitt trigger and the 

input signal will act as a noise for this signal, which can be analysed and predicted. However, 
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in this case, the higher frequency of the input with low amplitude prevents the opamp output 

pulse from changing its width.  

Case “h” 

Frequency: 10 kHz 

Amplitude: 3.5V 

 

 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 3 Case “h” results 
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Case “i” 

Frequency :10 kHz 

Amplitude: 5V 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 4 Case “i” Results 
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Square 

Case “c” 

Frequency :100 Hz 

Amplitude:5V 

 

 
a- Simulation Results 

 
b-Hardware results 

Figure III- 5 Case “c” results 
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Case “d” 

Frequency :1 kHz 

Amplitude:1V 

 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 6 Case “d” results 
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Case “e” 

Frequency :1 kHz 

Amplitude: 3.5V 

 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 7 Case “e” results 
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Case “f” 

Frequency :1kHz 

Amplitude: 5 V 

 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 8 Case “f” results 
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Case “g” 

Frequency: 10 kHz 

Amplitude:1V 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 9 Case “g” results 
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Case “h” 

Frequency :10 kHz 

Amplitude: 3.5 V 

 

 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 10 Case “h” results 
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Case “i” 

Frequency :10 kHz 

Amplitude: 5V 

 
a- Simulation Results 

 
b- Hardware Results 

Figure III- 11 Case “i” results 

 


