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Abstract 

 

 

Organic solar cells (OSCs) based on PBDTTT-EFT copolymer as the electron donor 

material have shown promising power conversion efficiencies (PCE) when blended 

with fullerene derivative acceptor materials in bulk heterojunction structures. The 

properties of blended donor and acceptor material and their compatibility plays a 

critical role in the device performance of OSCs. Therefore, to optimise OSCs devices 

based on PBDTTT-EFT, it is necessary to investigate the behaviour of the donor and 

acceptor materials in their pristine and blended form. Based on the literature, the role 

of donor: acceptor [D:A] blend ratio is amongst the critical aspects for optimising the 

active layer morphology. However, for OSC devices based on PBDTTT-EFT: 

PC71BM, the significant correlation between device performance and device physics 

for different D:A ratios has not yet been fully understood.   

Therefore, in this research project, one of the major case studies investigated, will 

be on devices fabricated from PBDTTT-EFT: PC71BM blends with different PC71BM 

percentage weight ratios. Results obtained from combined optical absorption 

spectroscopy, structural, morphological and electrical characterisation, indicates that 

the best device performance belongs to D:A ratio of 1:2, achieving an average PCE of 

9.56%. This is believed to stem from the change in preferred molecular orientation of 

PBDTTT-EFT molecules from Face-on to Edge-on, as a result of increased PC71BM 

content within the blend. For the first time, the existence of PBDTTT-EFT molecules 

in Edge-on orientation was identified using an OOP GIXRD. Also, further evidence 

of the GIXRD analysis indicates that the highest vertical stacking of PC71BM 

molecules occurs at D:A blend ratio of 1:2, which is favourable for charge transport 

and extraction.  

The other major investigation on PBDTTT-EFT based OSC devices is on the 

impact of different fullerene derivative materials to be used as the acceptor, such as 

PC61BM and IC61BA. IC61BA, in particular, was chosen, as it has higher levels of 

LUMO compared to PC71BM. Therefore, the Voc of devices fabricated from PBDTTT-

EFT: IC61BA is expected to be higher than PBDTTT-EFT: IC61BA. Although device 

enhancement of some OSCs has been reported by employing IC61BA instead of PCBM 
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[1], using IC61BA as the acceptor material in a blend with BDT-based low bandgap 

polymers has shown  the opposite effect [2]. As an example, it has been reported that 

devices fabricated using blend of PBDTTT-C-T: IC61BA will show poor device 

performance compared to PBDTTT-C-T: PC61BM, despite achieving higher Voc 

values when employing IC61BA as the acceptor [2]. It was suggested that poor 

‘network’ formation between the donor and acceptor material within the blend causes 

the problem in reduced device performance, however very little detail is provided as 

to what is the exact issue. Therefore, investigating PBDTTT-EFT: IC61BA devices has 

also been the focus of this PhD project. Devices fabricated from PBDTTT-EFT: 

IC61BA blends resulted in averaged PCE of 5.86%, with Voc value just under 1V.  

However, the Jsc and FF parameters are reduced when compared to devices 

fabricated from PCBM (C61 or C71). From the analysed GIXRD results, it was evident 

that IC61BA has a very low vertical segregation and stacking, which is detrimental for 

electron charge transport and extraction. Also, it has been noticed that IC61BA 

molecules had the least impact on the change in molecular orientation of the PBDTTT-

EFT molecule. The mobility measurements further provide evidence to unbalance 

charge transport mechanism in PBDTTT-EFT: IC61BA devices compared to 

PBDTTT-EFT: PC71BM devices.  

Photoluminescence spectroscopy indicates that thin films composed of PBDTTT-

EFT: IC61BA have a higher recombination rate compared to PBDTTT-EFT: PC71BM 

blend. Thus, when compiled with the analysis of GIXRD results from the blend films, 

it is concluded that the morphology between PBDTTT-EFT molecules and IC61BA is 

poor, and their phase domain separation is significant. The recombination analysis 

elucidates that the inadequate vertical segregation of IC61BA molecules (due to the 

nature of the molecule shape) results in weak charge dissociation and transport. 

Therefore, high recombination rates will take place within the active layer, mainly 

governed by the trap-assisted mechanism. 
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Chapter 1 - Introduction 
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1.1 Introduction 

It is predicted that by 2100, the human global population will reach around 9.5 billion 

[3]. With such an increase, four major areas: Food, Water, Urbanisation and Energy 

will significantly be challenged in society [3]. To address these, research communities 

are working to find appropriate solutions to these challenges. Most of the energy usage 

has been in the form of heat conversion into other forms of energy, mainly by burning 

fossil fuels to convert the energy into electrical or mechanical energy. However, 

burning fossil fuel and coal over the years has had a severe impact on the environment 

and climate. With serious concerns about CO2 emissions, global warming and low 

reserves of fossil fuels, our energy requirements have never been more important. In 

2016 nations across the globe gathered in Paris (France) and decided to act and 

contribute efforts to combat the climate change. They agreed to reduce the carbon 

emission and to use more renewable energy sources to meet the demand for global 

energy. This became to be known as the Paris agreement.   

New sustainable clean renewable energy sources such as Wind, Hydroelectric, 

Geothermal, and Solar can be excellent replacements for current energy production 

methods. There are two primary forms of energy usage when it comes to fossil fuels, 
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one is as fuel (vehicle and transportations), and the other is to generate electricity. It 

seems that the usage of electricity as a source of energy is the future with electric 

vehicles for transportation. The total renewable energies available globally reported 

by Sandia National Laboratories, are summarised in Table 1.1 [4]. 

Table 1.1: Global renewable energies available with technical powers calculated for solar electricity, 

the theoretical value is at 1.5 hrs of sunshine [4].  

Energy Resources 
Theoretical 

Power (TW) 

Technical 

Power (TW) 

Extractable 

Power (TW) 

Ocean Surface current 8.1 2 0.012 

Ocean Tidal  2.4 0.6 0.037 

Ocean Wave 34 8.5 0.62 

Hydropower 12 3.5 1.2 

Geothermal  44 2.8 1.9 

Wind Power 1,000 250 14 

Solar Electricity 89,000 25,091 5,018 

 

Based on the information provided in Table 1.1, solar energy by far has the highest 

theoretical energy source (about 89,000 TW in about 1.5hrs) [4]. However, if taking 

into account, the land/water ratio of earth, the technical power of solar harvesting will 

decrease to about 25,091 TW [4]. PV technology is the process of generating 

electricity directly from sunlight by converting solar energy into electrical energy; this 

process is done using solar cells [5]. 

The global electricity production and consumption in 2018 were about 25,592 TWh 

and 22,016 TWh, respectively [6], [7]. Figure 1.1 illustrates the total electricity 

production by the end of 2018, which includes the proportion of generation from 

renewable energies. 

 

Figure 1.1: Illustrates the chart of approximated Global electricity generation and its renewable energy 

share [8]. 
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From Figure 1.1, the global electricity generated from PV was only about 1.9%  

REN21 [8]. Figure 1.2 illustrates the global electricity generated from PV systems per 

year in the past decade. 

 

Figure 1.2: Annual global electricity generated from PV technology [8].  

 

In the past few decades, there has been a great deal of investment in the development 

and enhancement of PV technology. Electricity generated by PV systems is clean and 

has no noise pollution. Since their primary fuel is sunshine, PV systems do not release 

any toxic air or water pollution into the environment, deplete natural resources, or 

endanger animal or human health. PV cells were initially designed for space use, where 

repairs are costly, if not impossible. To date, the primary source of electricity 

generation in the space is via PV cells because they operate reliably for long periods 

with virtually no maintenance. Small-scale solar plants can take advantage of unused 

space on rooftops of existing buildings, and large-scale solar farms can generate 

electricity for grid connection. Hence, electricity generated from solar cells reduces 

the environmental impacts and reduces dependency on fossil fuels [9]. PV systems can 

be installed to harvest solar energy as a stand-alone unit or for grid connection by 

building solar farms.  

With all the advantages PV cells have, there are some drawbacks to this technology. 

Electricity generated from solar energy is to some extent more expensive to produce 

than using conventional sources of energy. This is due to the high cost of 
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manufacturing PV devices, DC-DC / DC-AC converters and energy storage systems 

such as batteries. As the manufacturing costs and price of kWh continue to decrease, 

PV panels become increasingly cost-competitive with conventional fuels [9]. The 

recent developments on the enhancement of PV cell power conversion efficiencies can 

be summarised in Figure 1.3 produced by National Renewable Energy Lab, USA [10]. 

 

Figure 1.3: Best research solar cell efficiencies in the world, Timeline produced by National Renewable 

Energy Laboratory USA. 

 

 

1.2 Types of Solar Cells 

As is evident in Figure 1.3, solar cells, have been developing significantly in the past 

four decades, and their power conversion efficiency (PCE) has been significantly 

enhanced. Solar cells can be generally divided into three types, which are described 

briefly in the following subsections. 

 

1.2.1 Type-I 

Type-I (T-I) solar cells are  single P-N junction mono/poly-crystalline silicon-based 

solar cells. Mono-crystalline cells are created from a single continuous silicon crystal 

structure wafer, whereas poly-crystalline cells are produced from fragments of silicon 
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that are merged together to form a wafer [11], [12]. These solar cells are the most 

commercially available in the current global market, with average PCE of 18-20 % 

[12]–[15]. Solar cells are generally evaluated based on their performance, which is 

measured as their PCE. The work of W. Shockley and H. Queissier showed that the 

maximum theoretical PCE of a single junction solar cell is about 33 % [16]. Majority 

of solar cells that use polycrystalline silicon have PCEs of around 15-20 % [13]–[15]. 

However, mono-crystalline silicon solar cells have fewer defects in silicon lattice and 

usually have greater PCEs, with highest recorded efficiency of 25 % [17]. T-I solar 

cells have reasonably high PCEs and long lifetime; however, their production and 

manufacturing costs are relatively expensive.  

 

1.2.2 Type-II 

Type-II (T-II) solar cells were developed to reduce the manufacturing and material 

costs of T-I solar cells; since T-I cells predominantly relied on the use of silicon 

wafers. According to work done by Shaheen & Ginley, in the past decade, there has 

been an immense amount of research conducted on the production of more cost-

effective T-II thin-film solar cells [18]. These solar cells are based on amorphous 

silicon, Cadmium telluride Cds / CdTe, and Cu (In, Ga) Se2. They are produced by 

methods such as sputtering, plasma-enhanced chemical vapour deposition and 

physical vapour deposition. T-II cells tend to have lower PCEs than T-I (based on 

crystalline silicon) due to less crystallised structure and presence of impurities. The 

highest record of PCE for Thin Film Technology solar cells are 21.1 – 23.3 %, certified 

by National Renewable Energy Laboratory USA, shown in Figure 1.3 [10], [19]. The 

advantages of T-II solar cells compared to T-I cells can be summarised as: ease of 

manufacturing, faster production and lower material/manufacturing costs. Cheaper 

production cost allows T-II cells to be an excellent competitor to T-I type solar cells. 

 

1.2.3 Type-III 

Type-III (T-III) solar cells are the new and emerging technologies which bring a new 

era to the solar cell industry. They vary in design and consist of multi-junction cells, 

dye-sensitized cells (DSCs), organic solar cells (OSCs) and perovskite cells. Like T-

II cells, these devices introduce an alternative approach to the manufacturing of solar 
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cells as well as making solar energy economically possible. Multi-junction solar cells 

have the highest PCEs amongst all of the types of solar cells; in fact, they hold the 

highest record, with PCE of 44% for a device made from GaInP/GaAs/GaInNAs [17]. 

These devices are made of multi-level cells constructed into one unit to harvest solar 

energy at different wavelengths to maximise their efficiency [20]. Each cell with 

different semiconductor material has a different energy bandgap to maximise the 

percentage of absorption from the solar spectrum. A stack of cells matching the solar 

spectrum can exceed the Shockley and Queissier PCE limit. For a multi-junction solar 

cell, the theoretical efficiency can reach up to 66% [20]. The main aim of multi-

junction solar cells is to increase the PCE. However, their PCE to cost ratio is so high 

that it makes these devices less economical and commercially unavailable [21]. Their 

main application is for space usage (i.e. satellite and space stations) where maximum 

PCE is essential.  

Organic solar cells (also referred to as organic photovoltaics OPVs) are a branch of  

T-III photovoltaic devices that are developed to be a competitor for inorganic solar 

cells [22]. OSCs have become a promising energy conversion system due to their 

unique advantages such as: low-cost production, ease of fabrication techniques, 

printable on flexible surfaces, lightweight and transparent [5]. Initial investigations of 

OSCs began in the 1950s, where organic dyes, such as Chlorophyll and other such 

compounds were investigated [22], [23]. Organic solar cell investigation further 

developed in the 1980s, where polymers such as poly(sulphur nitride), polyacetylene 

and copper phthalocyanine (CuPc) were amongst the first materials to be investigated 

[22], [24]. However, solar cells based on pure dyes/polymer had a limited yield of 

PCE, generally below the value of 0.1% [22]. Some of the main advancement in solar 

cell time line is illustrated in Figure 1.4. 



 

 

7 

 

  

 

Figure 1.4: Some of the significant advances in the development of organic solar cells [22]. 

 

In 1986 Tang had a significant breakthrough in PCE of OSCs, achieving around 1% 

efficiency by having a donor and an acceptor material placed together to create a bi-

layer and formation of heterojunction between the donor and acceptor materials  [24]. 

Therefore, the foundation of first heterojunctions was applied to OSCs with donor-

acceptor configuration such as; (dye/dye, polymer/dye, polymer/polymer, 

polymer/small molecule). OSCs are mainly fabricated via solution processing, where 

the materials used for photon absorption is dissolved in a solvent to form a solution 

which is then used for fabrication of OSCs. 

 

1.3 The architecture of organic solar cells 

The architecture of OSC devices can be summarised into three main categories, which 

are described in detail in the following subsections. 

 

1.3.1 Single Layer 

This type of OSC is constructed using only a single type of organic material 

polymer/small molecule. Single-layer devices operate based on the difference of work 

function between the two electrodes; this difference creates an electric field within the 

active layer. When excitons are produced, the electric field can assist the exciton pairs 
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in dissociating, directing electrons and holes to their respective electrodes (see Figure 

1.5) [22], [25], [26]. Amongst the advantages of single-layer devices, it can be said 

that they use a minimal amount of material and their manufacturing process is speedy 

and straightforward. However, these devices do not perform well and have very low 

power conversion efficiencies [5], [22], [27]. The poor performance of single-layer 

OSC devices is mainly due to the weak electric field produced between the two 

electrodes to separate the generated excitons. Often these generated excitons 

recombine before being dissociated and transported to the electrode. Hence, they do 

not have high performance. 

 

  

Figure 1.5: Schematic of single layer OSC device, (1) photon absorption and excitons generation, (2) 

exciton dissociation via electric field generated from the difference in the work function of electrodes, 

(3) charge collection at corresponding electrodes. 

 

1.3.2 Bi-layer 

Bi-layer OSC devices are fabricated similarly to single-layer devices, however these 

devices are fabricated using two layers of different organic materials to form the active 

layer. An active layer is a term used for layer(s) which are responsible for absorption 

of photons and their conversion to excitons. The active layer is sandwiched between 

the two electrodes. The device architecture of the bi-layer cell is illustrated in Figure 

1.6. 
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Figure 1.6: Structure of bi-layer architecture OSC sandwiched between two electrodes. 

 

The materials used for the active layer are chosen based on their ‘electron affinity’ and 

‘ionisation potential’. This creates an electrostatic force, which can dissociate the 

generated excitons [5], [24], [28]. Materials with significant electron affinity and 

ionisation potential are referred to as ‘electron donors’ (mainly polymers) and are used 

as organic layer-1 in Figure 1.6, and materials with low electron affinity and ionisation 

level are referred to as ‘electron acceptors’ (mainly fullerene derivatives) used as 

organic layer-2 in Figure 1.6. An active layer fabricated from a solution donor material 

and acceptor material with a D:A interface is known as a heterojunction [22], [24]–

[26].  

The donor layer will absorb the photon to generated excitons which travel towards 

the heterojunction interface, where the acceptor layer is fabricated. At this interface, if 

the electrochemical force between the donor and acceptor material is large enough, the 

coulombically bonded excitons will dissociate into free charges and travel through the 

corresponding layer towards the electrodes, holes toward anode and electrons toward 

cathode. The electrochemical energy difference between the donor and acceptor 

material works more efficiently than the electrode potential difference in single layer 

devices, and hence, bi-layer devices show better device performance and PCE. 

However, the main issue with this architecture is directly related to the exciton 

diffusion length. Since excitons distance of travel is limited to around 10 nm, they 

would recombine if their travelling distance is exceeded [29]. For excitons to 

dissociate suitably, each layer thickness must be around 10 nm [30]. Thus, an 

extremely thin active layer is required. As a result, absorption of photons will be 

limited, resulting in the inadequate generation of excitons, and therefore, the PCE of 

these devices are very limited [31].  

Anode

Cathode

Organic Layer-1

Organic Layer-2

Active Layer
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1.3.3 Blended structure 

The blended structure also referred to as bulk-heterojunction (BHJ) solutions are based 

on a blend of donor and acceptor materials in solution format. The organic materials 

are usually dissolved in a solvent to form the active solution which is used for 

fabrication of the active layer. The device structure of BHJ cells is similar to the bi-

layer structure, with the difference that the active layer sandwiched between the two 

electrodes is fabricated from a BHJ blend. BHJ cell structure is illustrated in Figure 

1.7. The main advantage of BHJ is that the donor and acceptor materials are blended 

together to form the active layer. Hence the limitation in bi-layer structure does not 

exist in BHJ systems. The active layer film thickness can be as thick as a few hundred 

nm [5], [27], [32]. 

 

Figure 1.7. Structure of BHJ device architecture, with D:A composition illustrated on the side.  

 

In the BHJ structure, there are nano-sized heterojunctions within the bulk of the active 

layer film. It is due to this unique feature that BHJ devices are the most investigated 

OSC structure and hold the highest PCEs [5], [27], [33], [34]. If the diffusion lengths 

within the active layer are close to the exciton diffusion length, the majority of the 

produced excitons will reach the heterojunction interface, where excitons can 

dissociate efficiently [35]–[37]. Electrons travel via the acceptor material to reach the 

cathode electrode. Similarly, holes travel via the donor material in the opposite 

direction to be collected by the anode electrode. The operation mechanism of BHJ 

OSCs will be discussed in more detail in Chapter 2, section 2.3. 

 

Anode

Cathode

BHJ Active layer

Donor

Acceptor
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1.4 Challenges 

Despite the progress made so far in improving PCEs of OSC devices, they are hardly 

commercialised compared to silicon-based PVs. For OSCs to become commercially 

available, it is estimated that they should exhibit PCEs >10% and demonstrate long-

term stability [38]. The PCE calculation of OSC is mainly dependent on the device 

photogenerated current density Jsc, open circuit voltage Voc and its fill factor FF [5].  

These parameters are used to assess and calculate PV performance. Improvement 

of these parameters is necessary for enhancing the PCE. There are several significant 

challenges which need to be addressed. Addressing these has been the primary driving 

force behind current research in this field. Some of these challenges are listed below: 

• Maximising the photon absorption (using low bandgap polymers for higher 

photon absorption) 

• Optimising the device morphology  

• Increasing the charge transport within the active layer 

• Finding compatible acceptor materials 

• Large scale manufacturing techniques 

• Use of environmentally friendly chemicals 

• Stability of the fabricated OSCs in air 

• Chemical solubility 

 

1.5 Aim of this research project 

The aim of this PhD project is to understand and optimise the device performance and 

structure of conventional BHJ solar cells based on PBDTTT-EFT polymer. PBDTTT-

EFT based OSCs have been reported to yield PCE’s in the range of 5 – 10 %, which 

are dependent on device structure (conventional/inverted), solution concentration, D:A 

ratio, solution preparation (choice of solvent) and fabrication techniques [39]–[43]. 

From the literature review, it seems that the least explored for PBDTTT-EFT based 

OSCs are D:A blending ratio between PBDTTT-EFT: PC71BM and using different 

fullerene derivative acceptor materials such as IC61BA or PC61BM. Therefore, by 

identifying these gaps, it was decided that these avenues are further pursued. 

Amongst these methods, D:A blend ratio and the choice of acceptor material have 

been the least explored methods for OSCs based on PBDTTT-EFT polymer. Most of 
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the published work on PBDTTT-EFT based cells are composed of BHJ blend of 

PBDTTT-EFT: PC71BM with D:A ratio of 1:1.5. There is a limited investigation on 

finding the optimum blend ratio for PBDTTT-EFT: PC71BM active layer. Also, there 

is minimal work published on investigating the impact of using IC61BA as the acceptor 

material with PBDTTT-EFT polymer. This could be because there have been 

numerous published reports that IC61BA does not perform well when blended with 

BDT-based narrow bandgap polymers [2], [44]. The lack of performance for BDT-

based polymers with IC61BA is not fully understood, and this research investigation is 

aiming to answer some of the unknown questions arising from the lack of performance 

in PBDTTT-EFT: IC61BA solar cells. Understanding the impact and influence of 

acceptor material on PV performance parameters is crucial for the optimisation of the 

PCE. Therefore, it is necessary to provide a quantitative and qualitative evaluation on 

the influence of the acceptor material(s) within PBDTTT-EFT based OSC devices. 

Therefore, a systematic approach needs to be taken in unravelling the reasons for lack 

of performance when IC61BA is used in a blend with PBDTTT-EFT. Before that, the 

optimum active blend ratio needs to be obtained and fully understood. Therefore, this 

research project aims to enhance the PCE of OSC devices based on BHJ in 

conventional architecture. 

 

1.6 Objectives 

In order to achieve the aim stated in the section above, the following objectives must 

be reached: 

• To characterise the materials used for fabrication of the active layer of the OSC 

devices.  

• To optimise the fabrication methods and device performance of on the 

PBDTTT-EFT: PC71BM devices. 

• To determine the optimum D:A blend ratio for PBDTTT-EFT: PC71BM based 

OSCs. 

• To investigate the impact of different fullerene derivatives (IC61BA and 

PC61BM) on the OSC device performance when used as acceptor materials to 

be blended with PBTTT-EFT polymer. 

The objectives listed above are an overview of what needs to be done, each bullet 

point is expanded into multiple tasks which are later discuss in this thesis.  
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Chapter 2 - Device Physics of Organic Solar Cells 

C H A P T E R   2 

Device Physics of Organic Solar 

Cells 

 

 

 

 

2.1 Introduction 

Solid materials can be categorised into three groups, conductors, insulators and 

semiconductors. Generally, conductors are described as materials that pass current 

conduction with low resistivity, while insulators do not allow electrical current to pass 

through. Semiconductors are defined as materials whose electrical conductivity fall in 

the range of conductors and insulators (103 – 10-8 S cm-1) [38].In solid-state physics, 

the valance and conduction band are the bands nearest to the Fermi level (denoted by 

Ef) and therefore define the electrical conductivity of the solid [45]. The valance and 

conduction bands are occupied and unoccupied of electrons respectively. Figure 2.1 

illustrated the energy band diagram for the different types of solid materials according 

to the classification above. 

 

Figure 2.1: Energy band diagram illustrating different levels of valance and conduction band. Also 

showing the difference between conductor, semiconductor and insulator on energy band diagram. 
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As can be seen from Figure 2.1, conductor’s valance and conduction bands edge over 

one another, allowing materials in this category to conduct better [46]. The larger the 

gap between the valance and conduction bands, the less the conductivity for that 

specific solid, hence, insulators have the largest bandgap [46].  

 

2.2 Organic Semiconductor Properties 

Organic semiconductors (OS) are carbon-based materials having semiconducting 

characteristics [47]. They are suitable for a range of electronic applications [5]. In the 

past decade, OS has been employed in electronic devices such as organic light emitting 

diodes (OLEDs), organic field effect transistors (OFETs) and organic solar cells 

(OSCs) [38]. Similar to inorganic semiconductors they have equivalent of valence and 

conduction energy bands know as Highest Occupied Molecular Orbital (HOMO) and 

Lowest Unoccupied Molecular Orbital (LUMO) the same as conduction band [47], 

[48]. Organic materials have larger bandgap as compared to their inorganic 

counterparts [38]. Within OS materials, conjugated polymers have been investigated 

over three decades for photovoltaic applications [49], [50]. They have high absorption 

coefficient which allows them to fabricate thin films with a thickness of <100nm and 

still absorb light; they have a flexible structure, solubility, low manufacturing costs 

(compared to silicon) and transparency [5], [27], [51], [52].  

2.2.1 Conjugated Polymers 

Conjugated polymers are made of alternating single and double carbon bonds which 

are expressed as conjugation. Their energy bands are less ordered compared to 

inorganic semiconductors and therefore, understanding the energy band formation of 

conjugated polymers is essential. Figure 2.2 illustrates the chemical structure for a 

simple conjugation of polymeric semiconductor, Polyacetylene. 

 

Figure 2.2: Representation of conjugated organic polymeric semiconductor, Polyacetylene [38]. 
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Formation of energy bands in OS materials is expressed in terms of the molecular 

orbital interaction. There are four electrons available in a carbon atom for forming 

bonds; three of these bonds are considered to occupy the sp2 hybridised orbitals and 

one on pz orbital. When organic material such as ethylene (C2H4) is bonded, the three 

electrons in sp2 orbital of the carbon form covalent bonds to their adjacent carbon and 

hydrogen atoms via sigma (σ) bond and the remaining electron in pz orbital becomes 

available to form covalent bond via a pi (π) bond. A single bond will have a sigma 

bond, and it is formed from the overlap of atomic orbitals. However, a double bond 

has a (σ)and a (π) bond which arises due to the unhybridized p orbital above and below 

the sigma bond. This process is illustrated in Figure 2.3. 

 

Figure 2.3: Schematics illustration of ethylene molecule and its molecular orbital bonds [38]. 

 

Therefore, the chemical bond of conjugated polymers can be described as a series of 

an alternating single (σ only) and double (σ and π) bonds [38]. The interaction between 

adjoining (pz atomic orbitals) will result in the splitting of the π molecular orbitals into 

π (bonding) and π* (antibonding) orbitals and therefore, π electrons are believed to 

exist in in the π band, whilst the π* is empty at lower energy states [38], [53].  

The splitting of π orbital creates a gap between the bonding and antibonding bands; 

as the carbon chain increase, it seems that there is a smaller splitting of the levels of 

discrete bonding π and antibonding π* states, this is illustrated in Figure 2.4 [38], [53]. 

The π and π* are considered as HOMO and LUMO, respectively [38]. The energy 

difference between HOMO and LUMO level is the energy bandgap (Eg) of the 

polymeric material, as shown in Figure 2.4. 
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Figure 2.4: Molecular orbital interactions presented in the form of energy bands for polymers [38]. 

 

Generally speaking, the increase of conjugation length will lead to the decrease of 

energy difference between LUMO and HOMO. But this effect will become 

unnoticeable when the number of monomer units gets to a saturated value. Therefore, 

unlimited extension of the conjugation length is not necessary by virtue of a limited 

reduction of the bandgap [54]. According to particle in a box theory, the delocalization 

of the π electrons along the conjugated carbon chain shifts the energy needed for the 

electronic absorption down into the infra-red region, and the wavelength of the 

transition increases with the length of the conjugated system. A more powerful strategy 

to lower the bandgap and tune the electronic energy levels of the conjugated polymers 

is introducing an alternative structure of conjugated electron rich donor (D) and 

electron-deficient acceptor (A) into one polymer backbone [54]. 

 

2.3 Charge Transport in Organic Semiconductors 

When no external energy is applied to the organic molecule, the HOMO is filled with 

electrons and LUMO is unoccupied. Charge transport to take place through the 

dissociation of excitons generated from the absorbed photons [38]. Due to weak 

intermolecular bonds in organic molecules, the delocalization of charges is not difficult 

compared to inorganic semiconductors. Furthermore, as a result of excitation, there is 

a spatial distribution of electrons in the σ orbital, resulting in changes to the molecular 

geometry. Therefore, OS occupy more localised charges, and their transport 

characteristic is regarded as hopping from molecule to molecule [38]. 
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2.3.1 Electrode – Semiconductor interface 

Electrode – semiconductor interface is an important concept in OSC devices. This 

interface is constructed via deposition of a metal onto the surface of the organic 

semiconductor to create a contact. Dependant on the work function of the metal 

relative to the semiconductor type (n or p), an Ohmic contact can be obtained [38]. As 

an example, a schematic diagram of the metal-semiconductor interface for an n-type 

semiconductor is illustrated in Figure 2.5, showing the energy band of the metal and 

the semiconducting material before and after contact. 

 

Figure 2.5: Schematic of Schottky barrier junction for n-type semiconductor and metal interface (a), 

energy band diagram before the interface contact (b), and energy band diagram after the interface 

contact under positive bias voltage (c) [38]. 

 

Where, 𝑒𝛷𝑚 and 𝑒𝛷𝑠 are the metal’s and the semiconductor’s work function, 

respectively. The difference between the metal-semiconductor work function is known 

as the built-in potential, eVbi. Therefore, the Schottky barrier height 𝑒𝛷𝐵 can be 

expressed as: 

𝑒𝑉𝑏𝑖 = 𝑒𝛷𝑚 − 𝑒𝛷𝑠 ……………………(1) 

𝑒𝛷𝐵 = 𝑒𝛷𝑚 − 𝑒𝜒𝑠 ……………………(2) 

Where, 𝜒𝑠 is the electron affinity. 

If 𝑒𝛷𝑚 > 𝑒𝛷𝑠 the alignment of the Fermi level (EFm) across a junction for an n-type 

semiconductor will state that the electrons will travel from the semiconductor to the 

metal. This will induce a depletion layer with a width (W) as a function of the applied 
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voltage [38]. Positive charges accumulate on the semiconductor and the negative 

charges on the metal. W is mathematically expressed as: 

𝑊 = (
2𝜀(𝑉𝑏𝑖 ± 𝑉)

𝑒𝑁𝑑
)

1
2

……………………(3) 

where, 𝜀 = 𝜀0𝜀𝑟 is the permittivity of the semiconductor material with 𝜀0 being 

vacuum permittivity and 𝜀𝑟 being relative permittivity of the material, Nd is the 

concentration of ionised donor and ±𝑉 is the forward or reverse bias voltage applied 

under thermal equilibrium V = 0 V. 

By applying a positive bias voltage across the n-type semiconductor material, the value 

of 𝑒𝛷𝐵 will increase, resulting in hindering of the electron flow from the 

semiconductor to the metal, this is known as reverse bias condition (for n-type) [38]. 

However, if the negative bias voltage is applied across the n-type semiconductor 

material, 𝑒𝛷𝐵 will decrease and electrons can travel from the semiconductor to the 

metal easier, this is known as forwarding bias condition (for n-type) [38].  

For an n-type semiconductor and metal, if 𝑒𝛷𝑚 < 𝑒𝛷𝑠  , an Ohmic contact will be 

formed at the interface junction [38]. Once this junction is formed between the 

semiconductor and the metal, there will be an energy band bending of the 

semiconductor towards the metal electrode as illustrated in Figure 2.6. If there is no 

potential barrier at the formed junction, electrons can travel to the metal regardless of 

the direction of the applied bias voltage. If the semiconducting material used is a p-

type semiconductor, then the Ohmic contact will be formed when, 𝑒𝛷𝑚 > 𝑒𝛷𝑠 [38]. 

 

Figure 2.6. Schematic of energy band diagram after semiconductor-metal contact, forming an Ohmic 

contact [38]. 
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If instead of having a single n-type or p-type semiconducting material, two 

semiconducting materials with different energy gaps are brought to contact, the 

junction formed between these materials is known as heterojunction [55]. Organic 

semiconducting devices such as OSCs cells have been adopting the heterojunctions 

[38]. The organic semiconductor materials are generally termed as a donor (electron-

donating / p-type) and an acceptor (electron-accepting / n-type) materials.  

Bulk-heterojunctions (BHJs) are typically produced via solution casting of donor-

acceptor blends [38]. Electron donor materials are characterised similar to p-type 

semiconductors, with conjugated polymers being an excellent example of such 

materials [55], while electron accepting materials are characterised similar to n-type 

semiconductors and fullerene derivatives are an excellent example [56]. Energy band 

diagram of a Donor-Acceptor BHJ system is illustrated as a schematic in Figure 2.7. 

 

Figure 2.7: Schematic of Energy band diagram for BHJ system illustrating donor and acceptor material. 

 

Figure 2.7 illustrates the charge transport in a BHJ organic solar cell system under 

illumination, where there is no applied bias voltage. Important to note that for correct 

charge collection of electrons and holes, the work function of metal-1 must  be higher 

than metal-2, as this is necessary, to ensure selective charge collection at the electrodes 

[38]. 

 

2.3.2 Ohmic and SCL Conductivity in Organic Semiconductors 

The resistance in an Ohmic contact between the semiconductor and the electrode is 

usually negligible compared to the bulk resistance of the semiconductor [57]. Ohmic 

conduction in semiconductors is mostly due to thermally generated carriers [38]. 
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Therefore, such conductions take place at low applied voltages due to excess thermally 

generated carriers relative to injected ones [38]. The current density at low voltages 

will obey Ohm’s law and is mathematically expressed as: 

𝐽 = (𝑝, 𝑛)µ𝑝(𝑛)𝑞
𝑉

𝑑
……………………(4) 

where, (p,n) is the hole or electron concentration density respectively (depending on 

the semiconductor material p or n type), µ𝑝(𝑛) is the hole or electron mobility 

respectively, q is the elementary charge, V is the applied DC bias voltage, and d is the 

thickness of the semiconductor layer.  

It is important to note that Ohm’s law is no longer obeyed within the space charge limit 

at the higher electric field as the injected charge carriers become denser. The electric 

field becomes dominant over the applied voltage, and the condition becomes space 

charge limited [38]. This behaviour is characterised by a quadratic dependence of 

current density on the applied voltage, also referred to as the Mott-Gurney relationship 

[58]: 

𝐽 =
9

8
𝜀µ𝑝(𝑛)

𝑉2

𝑑3
……………………(5) 

It the case of trapped charge carriers, the relationship between current density (J) and 

applied bias voltage (V) will no longer follow the quadratic Mott – Gurney expression. 

In such circumstances, Lambert and Mark power law should be used to express the 

relationship between J and V [59], [60]: 

𝐽 =  (
µ𝑝(𝑛)𝑁cv

𝑞
) (

𝜀

𝑁𝑇ℎ(𝑒)

.
1

𝑙 + 1
)

𝑙

(
2𝑙 + 1

𝑙 + 1
)
𝑙+1 𝑉𝑙+1

𝑑2𝑙+1
…………(6) 

where Ncv is the effective density of state (either in conduction or valence band), 𝑁𝑇ℎ(𝑒)
 

is the trap density for holes or electrons, respectively [𝑁𝑇ℎ(𝑒)
], and l is the exponent 

power greater than 2. This condition is typically met for applied bias voltage above 

5V, where the J-V relationship is in a trap-filled state [58]. 

 

2.4 Operation mechanism of Organic Solar Cells 

Solar radiation is emitted in the form of electromagnetic waves/particles, also known 

as photons. The energy of a photon E is defined by Planck – Einstein relationship: 

𝐸 (𝑒𝑉) = ℎ𝑣 =
ℎ𝑐

𝜆
…………………(7) 
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where v is the photon’s frequency, h is Planck’s constant, c is the speed of light in 

vacuum and λ is the photon’s wavelength. When the incident photon’s energy is equal 

to or greater than the energy bandgap (Eg) of the organic semiconductor material, 

excitons are generated. The operation mechanism of BHJ OSCs under illumination is 

illustrated as a schematic in Figure 2.8. 

 

Figure 2.8: Operation mechanism of BHJ OSCs under illumination, indicating the primary four stages: 

Absorption, dissociation, transport, and extraction.  

 

The operation mechanism in BHJ OSCs can be described as: 

1. Photon Absorption and exciton generation: the incident photons will be 

absorbed by the donor material, and excitons are generated within the donor 

material. 

2. The excitons are then transferred to the edge of the D-A interface, which is 

referred to as the Heterojunction. 

3. The excitons will dissociate into free charge carriers at the heterojunction 

interface. 

4. The divided free charge carriers drift to the corresponding electrodes at the 

opposite ends of the cell. 
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2.4.1 Equivalent circuit model of organic solar cells 

Under dark conditions, OSCs will behave like a diode, and their J – V characteristics 

can be modelled similarly to an ideal p-n junction diode. This is mathematically 

expressed as [57]: 

𝐽 = 𝐽𝑠 [exp (
𝑞𝑉

𝑘𝐵𝑇
) − 1]………………(8) 

where, Js is the saturation current density under reverse bias, q is the elementary 

charge, V is the applied bias voltage, kB is Boltzmann constant, and T is the temperature 

(K). Solar cell under no light is characterised like a diode. However, a solar cell 

examined under illumination will have a different J-V characteristic. This is 

mathematically expressed as: 

𝐽 = 𝐽𝑠 [exp (
𝑞𝑉

𝑘𝐵𝑇
) − 1] − 𝐽𝑠𝑐 …………(9) 

where Jsc is the short circuit current density when the applied bias voltage is at zero (V 

= 0). Jsc generated is directly related to illumination intensity. Solar cells yield their 

highest voltage at open circuit condition, when J = 0, this is referred to as an open 

circuit voltage (Voc) and is mathematically expressed as: 

𝑉𝑜𝑐 =
𝑘𝐵𝑇

𝑞
ln (

𝐽𝑠𝑐
𝐽𝑠

+ 1)………………(10) 

where kB is Boltzmann constant.  

It can be noted that Voc has a direct logarithmic relationship with the Jsc. Figure 2.9 

illustrated the J-V characteristic curve plots of an ideal solar cell under dark and 

illumination conditions. 

 

Figure 2.9: J-V characteristic curves of an ideal solar cell under dark and illumination conditions. 
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By plotting the J-V characteristic curve of a solar cell under illumination, the cells 

electrical characteristics can be determined. A typical J-V and its corresponding power 

density-voltage (P-V) curves for an ideal solar cell are plotted in Figure 2.10. 

 

Figure 2.10: J-V and P-V curves for an ideal solar cell under illumination, indicating the Jsc, Voc, Pmax 

and its corresponding Jmax and Vmax. 

 

In Figure 2.10 above, Jmax and Vmax are maximum current density and voltage that the 

device can generate. This corresponds to a maximum power output Pmax. The power 

conversion efficiency of any system is stated as a ratio of its output to its input, which 

can be expressed as: 

PCE (%) =  
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
× 100………………(11) 

PCE of a solar cell is also expressed in the same way. The input power is the same as 

the power of illumination intensity. However, the output power is determined from the 

generated electricity from the solar cell device. Since electrical power is expressed as 

the product of current and voltage, the output power density and PCE of a solar cell 

can be expressed as: 

𝑃𝑜𝑢𝑡 = 𝐽𝑠𝑐𝑉𝑜𝑐 ……………………………(12) 

PCE (%) = 𝐹𝐹 ×
𝐽𝑠𝑐𝑉𝑜𝑐

𝑃𝑖𝑛
× 100………(13) 

where FF in the equation above is referred to as the fill factor of the device. This 

parameter defines the quality of the device; an ideal solar cell device will have an FF 

of unity. FF can be mathematically expressed as: 
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𝐹𝐹 =
𝐽𝑚𝑎𝑥𝑉𝑚𝑎𝑥

𝐽𝑠𝑐𝑉𝑜𝑐
……………………(14) 

What has been described in the sections above has been for an ideal solar cell. 

However, in a realistic case where there are imperfections, there will be parameters 

which will impact the PCE of solar cells. These parameters, such as contact resistance 

and current leakage, can be added to the model for calculating the PCE by having their 

equivalent. Series and shunt resistance (Rs and Rsh) are the circuit equivalent of those 

parameters [61]. Therefore, a circuit model of a solar cell can be drawn, which is 

illustrated in Figure 2.11. 

 

Figure 2.11: Equivalent circuit model of a solar cell with Rs and Rsh incorporated.  

 

As can be seen from Figure 2.11, the circuit has resistance in series (Rs) and one in 

parallel. The resistance in parallel is referred to as shunt resistance Rsh. Rs is governed 

mainly by the semiconducting material and electrode interface as well as current flow 

within the material. Therefore, series resistance Rs value is the summation of the 

contact resistance and bulk of the material. On the other hand, Rsh is governed by the 

level of leakage current through the solar cell and its surrounding edges.  

The power conversion efficiency of a solar cell is directly related to the value of 

these resistances. In an ideal solar cell, the value of Rs would be zero, and the value of 

Rsh would be infinitely high. However, in a real system this is not the case, the impact 

of increase and decrease of Rs and Rsh values respectively on J-V characteristic curves 

are illustrated in Figure 2.12. 
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Figure 2.12: Impact of change in the Rsh and Rs on the J-V characteristic curve of the solar cell under 

illumination: (a) effect of Rsh decreasing, (b) effect of Rs increasing.  

 

From Figure 2.12, it can be seen that change in Rs and Rsh will impact the PCE of the 

solar cell. As Rs and Rsh values increase and decrease, respectively, the J-V curve 

becomes less of a rectangular shape, which represents an ideal solar cell operation 

under illumination. As a result, such changes will reduce FF parameter resulting in 

lower PCEs. By incorporating Rs and Rsh into the J-V characteristic model, the new 

mathematical representation for J as a function of applied bias voltage (V) will be: 

𝐽 = 𝐽𝑠𝑐 − 𝐽𝑠 [exp (
𝑞(𝑉 − 𝐽Rs)

𝑛𝑘𝐵𝑇
) − 1] −

𝑉 − 𝐽Rs

Rsh
…………(15) 

where n is the ideality factor of the diode component shown in Figure 2.11. 

As it was evident in figure 2.12, it can be seen that the impact of Rsh is near the Jsc 

regions and Rs is near Voc regions. It has been reported in number of published work 

that the Rsh and Rs parameters can be extracted from the I-V or J-V characteristic 

curves by calculating the inverse slope of that curve [62]–[64]. Figure 2.13 illustrates 

how Rs and Rsh can be obtained from a J-V curve. 

 

Figure 2.13: Determination of Rs and Rsh from a J-V curve plot under illumination for a solar cell.  
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2.4.2 Exciton Dissociation 

Upon absorption of photons by the donor material, excitons are generated. This 

mechanism is different in inorganic semiconductors, where free charges are generated 

directly [38]. Such a difference is mainly because inorganic semiconductors have low 

dielectric constants and better electron-lattice interactions [47], [65]. The lower 

dielectric constant of inorganic semiconducting materials would mean that less energy 

/ electric field is needed for a free charge to be generated [66]. Exciton dissociation in 

OS is mainly governed by a mechanism linked to the electronic energy difference of 

the donor-acceptor materials used [67]. In BHJ systems, successful dissociation of 

excitons takes place at the heterojunction of the D-A interface. Excitons do not directly 

dissociate into free charges at the D-A interface. Instead, they initially form a spatial 

electron-hole separation. At this stage, the electron-hole pair is bounded by Coulomb 

force; this stage is usually referred to as geminate pairs or charge transfer state (CT 

state) [68].  

CT state is the midpoint between bounded electron-hole pairs and dissociated free 

charges. Successful dissociation of CT states into free charge carriers are critical and 

contribute to the level of photocurrent generated. Unfortunately, not all the electron-

hole pairs in CT state will fully be dissociated into free charge carriers. The process 

that inhibits electron-hole pairs to become free charge carriers is through two 

recombination mechanism, known as Geminate and Bimolecular recombination. 

Geminate recombination takes place when the electron-hole pairs recombine before 

dissociation, while bimolecular recombination takes place after electron-hole pairs 

have been dissociated into free charges [67], [68]. For the electron-hole pairs to 

dissociate, they need to be separated apart by overcoming the columb force bounding 

them. As mentioned at the beginning of this section, the dissociation of excitons is 

governed by the energy difference at the D-A interface. Therefore, the energy required 

at the D-A interface to overcome the Columb force between electron-hole pairs can 

mathematically be expressed as: 

𝐸 (𝐽) =
𝑞2

4𝜋𝜀𝑎
……………………(16) 

Where ε is the permittivity of the semiconductor material, q is the elementary charge, 

and a is the spatial separation distance between electron-hole pairs.  
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Figure 2.14 illustrates a simple schematic diagram of exciton dissociation at the D-A 

interface for a typical BHJ OSC, indicating the initial dissociation and CT state. 

 

Figure 2.14. (a) D-A interface energy diagram illustrating the excited electron in the LUMO level of 

the donor material upon photon absorption in the donor material. (b) Formation of CT state between the 

electron and hole; with 𝐸𝐵
𝑒𝑥𝑐  being the exciton binding energy, relating to the difference between the 

LUMO’s of the donor and acceptor materials (ΔLUMO), and 𝐸𝐵
𝐶𝑇  being the charge transfer state binding 

energy. 

 

In order for the initial dissociation stage to take place, there should be a minimum 

energy difference between donor and acceptor LUMO levels [38]. The LUMO 

difference should be sufficient enough to exceed the EB
exc, which will initialise the CT stage 

[38]. Because the D-A interfaces are confined to each other, this initial electron transfer 

stage will transfer into a spatial separation between the electron and hole (CT state). This 

separation distance is usually around the same dimension of the molecule size (0.5 – 1 nm) 

[38]. By applying these distances (a) into the equation above, Columbic energies in the 

region of 0.1 – 0.5 eV is estimated. This is referred to as the CT binding energy (EB
CT) as 

shown in Figure 2.14b. By comparing the degree of Columbic energy to thermal energy 

(kBT ~ 0.025 eV), it can be stated that there is a significant difference between them and 

that thermal energy is not sufficient enough to dissociate excitons. Heeger et al. [69] 

evaluated that the origin of Voc for BHJ OSC is related to the difference between the 

HOMO of the donor and LUMO of the acceptor material. Based on their investigation, it 

was empirically deduced that a minimum LUMO difference of 0.3 eV between the LUMO 

of acceptor and donor is required for sufficient exciton dissociation [65]. They reported 

that the Voc could be determined using the following equation [65]: 

𝑉𝑜𝑐 =
1

𝑞
(HOMOD − LUMOA) − 0.3V………………(17) 
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The exciton dissociation process at the D-A interface for BHJ OSCs has been revolved 

around the Onsager model, which offers a measurable description of the exciton 

dissociation efficiency affected by an electric field [68]. The main reasons for 

incomplete exciton dissociation in BHJ OSCs are low dielectric constants and charge 

carrier mobilities of conjugated polymers. If charges in CT state are not dissociated 

within their lifetime, they will have a geminate recombination.  

Geminate recombination was firstly reported and explained by Onsager [68]. The 

probability of recombination for ion-pairs separated by a distance was the focus of 

Onsager’s work. The established theory laid the groundwork for the application of 

Onsager’s Theory to be applied successfully on numerous conjugated semiconducting 

systems [38]. Onsager was able to estimate the probability of escaping recombination 

for oppositely charged ion – pairs while undergoing Brownian motion and the impact 

of Coulombic attraction and external electric field. The proposed model suggested that 

localised holes and thermalized electrons are being generated upon absorption of 

photons. Due to the excess thermal energy it possesses, the electron thermalizes after 

undergoing a rapid motion [38]. The thermalization occurs at a distance (a), from the 

localized hole. 

This distance of separation between the thermalized electron and the localized hole 

is referred to as the thermalization length (as illustrated in Figure 2.15) [38]. The model 

proposed by Onsager also defines a Coulombic capture radius, which is known as 

Onsager radius (rc). Since the distance of the Coulombic attraction energy can be 

represented by the thermal energy kBT, then Onsager radius (rc) can be determined 

using: 

𝑟c =
𝑞2

4𝜋𝜀𝑘B𝑇
……………………(18) 

From the Onsager model, the CT state will be fully dissociated if a > rc. However, if 

a < rc, CT states can dissociate into free charges with a dissociation probability 

[P(E,T)] taken into account. Geminate recombination, takes place with a probability 

of 1 – P(E,T). Dissociation probability is dependent on the strength of the electric field 

(E) and the temperature (T), electron-hole separation distance (a) [70].  When there is 

no electric field (E = 0), P(E,T) becomes proportional to the negative reciprocal of the 

electron-hole distance a. Therefore, the probability of dissociation is mathematically 

expressed as [70]: 
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𝑃(𝐸, 𝑇) = (1 +
𝑞𝑟𝑐𝐸

2𝑘B𝑇
) exp (

−𝑟𝑐
𝑎

)……………(19) 

A schematic diagram has been drawn to illustrate the functionality of the equation 

above. This is illustrated in Figure 2.15. 

 

Figure 2.15: Energy diagram of dissociation probability of electron-hole pairs escaping Columbic 

attraction forces, leading into free charge carriers, based on Onsager theory [38]. 

 

Braun further modified Onsager’s model to highlight the importance of CT states 

lifetime [71]. Braun noticed that CT states have a limited lifetime, which is dependent on 

the electron-hole distance (a) [67]. By modifying Onsager’s model which is related to the 

electric field, he calculated the electron-hole distance to be in the range of 2.5 – 3 nm, 

although these values are more significant than the usual CT state length (~ 1 nm).  

Braun’s modification of the Onsager model, states that produced CT states at the D-A 

interface, have a limited lifetime, and therefore, they will have to undergo one of the 

following cases: 

1. Recombine back to the ground state with a decay constant rate kF. 

2. Split into free charges dependent on the electric field with a constant rate of 

kD(E). 

In case 2, the free charges, could possibly form an electron-hole pair along the way 

and recombine with a constant rate kD [72]. The significant difference between Braun’s 

modified Onsager model is that re-captured free charges into electron-hole pairs can 

still be dissociated within their lifetime. Therefore, the dissociation probability can be 

re-written from the modifications made by Braun in terms of case 1 and 2 above. This 

is mathematically represented as: 
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𝑃(𝐸, 𝑇) =
𝑘D(𝐸)

𝑘F + 𝑘D(𝐸)
=  …………………(20) 

Where, P(E,T) is the probability of escape (dependent on temperature and electric 

field), kD is the is electric field dependent decay rate constant of separated free charge 

carriers (decay rate constant of bimolecular recombination), and kF is geminate decay 

rate constant of electron-hole pairs back to ground state [248]. In the following 

sections, different types of recombination mechanisms are described in detail. 

 

2.4.3 Recombination Mechanism: Geminate and Bimolecular 

Between the generation of excitons and free charge carriers, either germinate 

recombination will occur or bimolecular recombination. 

• Geminate recombination – where electron-hole pairs in CT state recombine 

after exciton dissociation. 

• Bimolecular recombination – where dissociated free charges recombine. 

In either case, these recombination processes will cause a substantial reduction in the 

performance of BHJ OSCs [73]. Minimising these recombination processes is essential 

in enhancing the PCE of BHJ OSCs. Bimolecular recombination rate can be expressed 

mathematically as: 

𝑅B = 𝐵L(𝑛𝑝 − 𝑛𝑖𝑝𝑖)…………………(21) 

where, 𝐵L is Langevin recombination constant, n(p) are the density of free 

electron(hole) respectively, and nipi is an intrinsic concentration in the material. nipi 

can be expressed as: 

𝑛𝑖𝑝𝑖 = 𝑁cvexp (
−𝐸𝑔

𝑘B𝑇
) = 𝑛𝑖

2 …………(22) 

where Ncv is the effective density of state in conduction or valence band, and Eg is the 

energy bandgap of the material. Since the intrinsic concentration is much smaller than 

the free charge density ( np >> nipi), 𝑛𝑖
2 can be ignored in bimolecular recombination 

rate. Therefore, the bimolecular recombination rate can be simplified and expressed 

as: 

𝑅𝐵 = 𝐵L(𝑛 × 𝑝)…………………(23) 

Langevin recombination constant 𝐵L, for pristine material was initially proposed by 

Langevin and is mathematically expressed as [74], [75]: 



 

 

31 

 

  

𝐵L =
𝑞

𝜀
(µℎ + µ𝑒)…………………(24) 

Where µh and µe are hole and electron mobility, respectively. Equation 24, includes 

both µh and µe due to both charges being free to travel. This would mean that the 

quickest charge carrier would dominate the recombination rate constant. However, for 

a system with two different materials (blend) such as BHJ, the electrons and holes are 

restricted to acceptor and donor phase, respectively. Therefore, the recombination 

takes place at the D-A interface. This process has been illustrated as a schematic in 

Figure 2.16. 

 

Figure 2.16: Schematic diagram illustrating bimolecular recombination for (a) a pristine 

semiconducting material, (b) a D-A phase in a BHJ system.  

 

Therefore, the Langevin recombination constant was modified by Braun to balance the 

mobility difference. Langevin-Braun recombination constant can be expressed 

mathematically as the spatial average sum of µh and µe [71]: 

𝐵L =
𝑞

𝜀
〈µℎ + µ𝑒〉………………(25) 

Where, 〈… 〉 denotes spatial average. 

However, in an intermixed system such as BHJ, holes, and electrons must travel a 

distance before reaching the interface. Therefore, if hypothetically µe >> µh, then 

electrons will reach the interface much quicker than holes. However, the time taken 

for holes to reach the interface will be much longer. Therefore, it can be concluded 

that for BHJ OSCs, bimolecular recombination is governed by the slowest charge 

carrier mobility [73]. Therefore, the Langevin recombination constant equation is 

further modified to compensate for this effect, and it is expressed as: 

𝐵L =
𝑞

𝜀
min(µℎ , µ𝑒)……………(26) 

Where ‘min’ is the slowest mobility, either µh or µe. 
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2.4.4 Trapped recombination mechanism 

Within the band gap of semiconductors, there may be one or more localized energy 

levels due to the presence of impurities [38]. Exchange of charges can take place 

between these levels and the HOMO (or LUMO) [38]. These energy levels can trap 

free charges (electrons or holes), by initially attracting either a hole or an electron and 

subsequently the opposite charge. These levels are known to act as traps and considered 

as trap centres [57]. The operation mechanism of these trap levels will result in 

recombination. In 1952 Schokley and Read referred to this recombination as trap-assisted 

recombination [76]. The rate of trap-assisted recombination is determined by the quantity 

of the trap centres in the blend and how fast the free carrier can find the respective trapped 

carrier [38]. The model developed in 1952, for inorganic semiconductors by Schokley – 

Read – Hall known as SHR recombination, is also used for organic semiconductors, such 

as BHJ OSC systems [77], [78]. Four stages can exist in the SRH recombination process, 

which is illustrated in Figure 2.17. 

 

Figure 2.17: Schematic of SRH recombination stages: (1) capture of electron, (2) emission of an 

electron, (3) capture of hole, (4) emission of the hole.    

 

Valence band (Ev), trapping energy level (Et), and conduction band (Ec) can be seen in 

the schematic above. The four stages mentioned earlier for the SRH recombination 

process is as follows: 

1. Capturing an electron into a neutral trap centre at a rate determined by the 

electron capture coefficient (Cn), Cn is the probability per unit time that an 

electron in the conduction band can be captured when the trap centre is empty 

[79]. 

2. The trapped electron in stage 1 can be excited back to the conduction band. 

-

+

- -

EC

EV

Et

Recombination centres

(1) (3)(2) (4)
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3. The trapped electron in stage 1 can be caught by a hole at a rate determined by 

the hole capture coefficient (Cp), therefore leaving an empty trap centre. Cp is 

the probability per unit time that a hole can be captured when the trap centre is 

filled with an electron, and a hole is captured [79].  

4. An electron can be captured from the valence band via the neutral trap centre. 

 

If there is a thermal equilibrium between the stages above, the model for the SRH 

recombination rate can be mathematically expressed as: 

𝑅SRH = 𝐵SRH(𝑛𝑝 − 𝑛𝑖𝑝𝑖)……………(27) 

where 𝐵SRH is SRH recombination constant and it is expressed as: 

𝐵SRH =
𝐶𝑝𝐶𝑛𝑁𝑇𝑒

[𝐶𝑛(𝑛 + 𝑛𝑖) + 𝐶𝑝(𝑝 + 𝑝𝑖)]
…………(28) 

Where Cn and Cp are electron and hole capture coefficient respectively, and NTe is the 

electron trap density. Determining the capture coefficients (Cn and Cp) has been 

reported by Kuik et al. in 2011, where they explored the light intensity dependence of 

the open circuit voltage (Voc) for an organic light-emitting diode (OLED) [79]. They 

noted that VOC reaction to different light intensities would follow the following 

mathematical model: 

𝑉oc =
𝐸𝑔

𝑞
−

𝑘B𝑇

𝑞
ln (

[1 − 𝑃(𝐸, 𝑇)]𝐵L𝑁CV
2

𝑃(𝐸, 𝑇)𝐺(𝐸, 𝑇)
)…………(29) 

where BL is Langevin recombination constant and G is the exciton generation rate. When 

plotting Voc against light intensity (in logarithm scale), the resultant slope of the plot 

should be equal to 
𝑘B𝑇

𝑞
 when there are no traps and Langevin recombination is dominant. 

However, if there are SRH recombination processes taking place in the device, then the 

slope of the plot will be higher than 
𝑘B𝑇

𝑞
 [79]. Therefore, in such s case, the relationship 

between Voc and light intensity will be expressed as: 

𝑉oc =
𝐸𝑔

𝑞
−

𝑘B𝑇

𝑞
ln (

[1 − 𝑃(𝐸, 𝑇)]𝐵𝑇𝑁CV
2

𝑃(𝐸, 𝑇)𝐺(𝐸, 𝑇)
)………(30) 

where BT is a combination of SRH and Langevin recombination constants (𝐵𝑇 =

𝐵SRH + 𝐵L) [78]. Kuik et al. further explored their model and managed to establish a 

mathematical expression to determine capture coefficients Cp and Cn are: 

𝐶𝑝 =
𝑞

𝜀
µℎ ………………(31) 
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𝐶𝑛 =
𝑞

𝜀
µ𝑒 ………………(32) 

Therefore, to summarise the calculations for SRH recombination, it can be said that 

when Cp and Cn are within the same order of magnitude RSRH is expressed as: 

𝑅𝑆𝑅𝐻 = 𝐵𝑆𝑅𝐻(𝑛. 𝑝)………(33) 

With SRH recombination constant BSRH to be expressed as: 

𝐵𝑆𝑅𝐻 =
𝐶𝑝𝐶𝑛𝑁𝑇𝑒

(𝐶𝑛. 𝑛) + (𝐶𝑝. 𝑝)
…………(34) 

However, in the case where Cp << Cn and n ~ p, RSRH is expressed as: 

𝑅𝑆𝑅𝐻 = 𝐶𝑝𝑁𝑇𝑒𝑝………………(35) 

And when Cn << Cp and n ~ p, RSRH is expressed as: 

𝑅𝑆𝑅𝐻 = 𝐶𝑛𝑁𝑇𝑒𝑛………………(36) 

Both of these equations are very similar to the bimolecular recombination equation, 

with BL being replaced with either Cp or Cn. 

 

2.5 Summary 

In this chapter, an overview of semiconductor physics with application in BHJ OSCs 

was presented, and it can be briefly summarised into the following points: 

 

• Brief descriptions of the energy bands formation in OS materials with regards 

to the interaction of molecular orbitals. Defining what the (HOMO) and 

(LUMO) concerning inorganic semiconductors valence and conduction bands, 

respectively is.  

• Charge transport within OS materials through hopping mechanism.  

• Electrode – semiconductor interface: Schottky barrier junction, Ohmic contact 

and Space charge limited conductivity (SCLC), and mobility mechanism. 

• The operation mechanism of OSCs: Circuit modelling and the difference 

between ideal and conventional devices, with taking series and shunt resistance 

into account. 

• Exciton dissociation and recombination processes, such as Bimolecular and 

SRH recombination and the significance in minimising them in BHJ OSC 

devices. 
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Chapter 3 - Materials for Organic Solar Cells 

C H A P T E R   3 

Materials for Organic Solar Cells 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 Introduction 

In this chapter, the materials used for organic solar cells (OSCs) are introduced and 

discussed. Starting with the existing materials for the active layer as Donor and 

Acceptor, followed by the materials used as a buffer layer (hole/electron transport 

layers). The architecture of BHJ OSCs was briefly described in section 1.3.3, where it 

was mentioned that a photoactive layer composed of a blend of the donor (conjugated 

polymers) and acceptor (mainly fullerene derivatives) is sandwiched between two 

electrodes and buffer layers. The conjugated polymer donor and fullerene derivative 

acceptor are the primary materials for OSCs. Therefore, photovoltaic materials with 

ideal properties are essential for material design in OSCs. As it was mentioned before, 

BHJ architecture has been the most successful photoactive layer design in the 

fabrication of OSCs [80]. This is due to the bi-continuous phase separation of D-A 

formation [81].  
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Amongst the D-A materials used for OSC applications, P3HT: PC61BM is the most 

commonly used materials and have been under investigation by researchers for the 

past two decades [5], [27], [32], [38]. Figure 3.1 illustrates the chemical structure of 

P3HT and PC61BM. 

 

Figure 3.1: Schematic of the chemical structure of P3HT (Poly(3-hexylthiophene-2,5-diyl)  

Regioregular) and PC61BM ([6,6]-Phenyl C61 butyric acid methyl ester). 

 

The photo-absorption of P3HT: PC61BM blend covers the range of 380 – 670 nm 

(Figure 3.2), which means excitons are generated when photons with an energy of 2.0 

– 3.3 eV are absorbed by the active layer [82], [83]. However, the PCE of such blend 

is around 2 – 4 %. This is due to the photocurrent generation limitation, with Jsc around 

9 – 10 mA cm-2 and Voc of around 0.4 – 0.6 V [78], [79].  

 

Figure 3.2: Absorption spectra for pristine PC61BM film, pristine P3HT film and a blend of P3HT: 

PC61BM (1:2 w/w) [84]. 

 

The photocurrent generation is directly proportional to the optical bandgap of the 

donor material (P3HT), and the Voc is proportional to the difference of the HOMO 

level of the donor material and the LUMO level of the acceptor. The energy bandgap 

of P3HT is around 2 eV, which is considered to be a wide, compared to inorganic 

P3HT PC61BM
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semiconductor such as silicon (Eg ~ 1.14 eV) [84], [85]. Since the LUMO and the 

HOMO of P3HT is higher than that of PCBM; the excitons will separate into positive 

and negative charges at the interface of the P3HT phase and PCBM phase. The 

negative charge will transport through the LUMO of PCBM, and the positive charge 

will transport through the HOMO of P3HT, and then the charges can be collected by 

the electrodes [86]. Also, to get efficient charge separation, HOMO and LUMO of the 

donor material should be 0.2–0.3 eV higher than that of the acceptor material, 

respectively. If the offset is too small, it would be hard to get efficient charge 

separation; and if the offset is too big, much energy loss would be happened [86]. 

In order to make better utilization of the sunlight, active layer materials with broad 

absorption band range are required, and for this purpose, more and more low bandgap 

(LBG) polymers have been developed, and significant successes have been made in 

the past decade [86]. Furthermore, the charge carrier mobility of the donor and the 

acceptor materials is also an important factor for organic photovoltaic materials. In 

comparison with inorganic semiconductors, organic semiconducting materials exhibit 

much lower mobilities. Therefore, improving hole and/or electron mobility of organic 

photovoltaic materials becomes one of the critical objectives in molecular design of 

materials. For organic semiconducting material, both inter- and intra-molecular charge 

transfer properties are very important. The relationship between intra-molecular 

charge transfer property and molecular structure is still unclear [86]. Enhancing the 

inter-molecular stacking has been proven to be an effective way to improve charge 

transportation [83]. For examples, the hole mobility of regio-regular P3HT is 2–3 

orders higher than regioregular P3HT due to the stronger pi– pi stacking [87].  

Besides absorption band, molecular energy levels (HOMO and LUMO) and charge 

transport mobilities, there are still many other issues like solubility in different solvents 

and chemical stability, which should be considered in the molecular design of OSC 

materials [86]. Therefore, the right balance of these parameters is required to achieve 

ideal OS materials for OSC applications. In the following sections of this chapter, 

several broadly used material systems will be introduced to provide a general profile 

of molecular structure design of OSC materials, amongst which the ideal materials are 

selected for the use in this project. 
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3.2 Donor Material 

Various donor materials, such as polymers have been designed in the past decade for 

OSC applications. The list to categorise these materials is vast. Therefore, in this 

section, some of the low bandgap polymers synthesised are reviewed for identifying 

an ideal candidate to be chosen as the primary donor material in this research project.  

 

3.2.1 Polythiophenes Polymers and Its Derivatives 

Poly(3-alkyl thiophene) (P3AT) is used as an electron donor material in OSCs. As it 

was mentioned in the introduction section, P3HT has the best device performance for 

OSCs applications in the P3AT category. P3ATs can by synthesised, over different 

methods. The repeating units of P3ATs were asymmetric. Therefore, three possible 

orientations exist when two thiophene rings connect between the head and tail position 

[33]. Therefore, these possible orientations are as follow: 

• Head-to-Tail (HT) connection 

• Head-to-Head (HH) connection 

• Tail-to-Tail (TT) connection 

The HT–HT configurations of Polythiophenes are considered as Regioregular, and the 

other three configurations are considered as regiorandom. Hence, the HT–HT isomer 

percentage within the polymers is known as the Regioregularity. Regioregular poly(3-

substituted thiophene) can obtain a low-energy planar structure, which can result in 

well-conjugated polymers. Increase in torsion angles between thiophene rings will 

increase the polymer band-gap, decrease of conductivity. Therefore, the 

Regioregularity level is an essential parameter in the characterisation of 

Polythiophenes. Hence, P3HT with Regioregularity level of 98% used as the donor 

material in BHJ OSCs results in high performance [33].  Although P3HT has shown 

notable photovoltaic property. However, the absorption band (500 – 650 nm) of this 

polymer is not broad enough to harvest the desired solar spectrum. 

On the other hand, two-dimensional conjugated Polythiophenes (2D-PTs) possess 

a much broader absorption band [88]. 2D-PT molecule absorption band is configured 

from two parts located at short wavelength direction from the conjugated side chain, 

and long-wavelength direction from the conjugated main chain [33], [88]. By altering 

the conjugate length of the side chain, the absorption peak position of short wavelength 
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direction can be tuned, and by altering the m:n ratio (see Figure 3.3, 2D-PD structure), 

a broad and strong absorption band can be obtained [33]. 2D-PTs show faster hole 

mobilities than P3ATs family. In some cases, hole mobilities have been 2-3 orders of 

magnitude higher for some 2D-PTs [89]. By replacing the alkyl side groups from 

P3ATs to alkoxy groups, reduction in the energy band gap of Polythiophenes can be 

achieved [33].  

 

Figure 3.3: Few possible derivatives of Polythiophene: 2D-PT, P3HDTTT, and P3HS [33].  

 

For example, Poly(3-alkyloxythiophene)s (P3AOTs) have an energy band gap of 1.55 

eV, which is far lower than P3ATs. However, P3AOTs are not suitable as donor 

material because of their high HOMO levels. This is because alkoxy as a side chain 

has a higher electron-donating ability than alkyl, which impacts the HOMO level. 

Therefore, the HOMO levels of Polythiophenes can be tuned by reduction of alkyl side 

chains, which can result in obtaining higher HOMO levels. P3HDTTT (see Figure 25) 

has been designed based on this idea. For P3HT molecules, each thiophene unit is 

linked to an alkyl side chain; however, for P3HDTTT, for every three thiophene units, 

only one alkyl is lined as a side chain.  

Therefore, resulting in a deeper HOMO level for P3HDTTT molecules. Hence, a 

higher Voc (0.84 V) can be obtained when the active layer of P3HDTTT: PC61BM blend 

is employed to fabricate OSCs devices [90]. Ballantyne et al. designed and synthesised 

Regioregular Poly(3-hexylselenophene), (rr-P3HS), where the bandgap of the 

molecule was reduced to 1.60 eV [91]. They are achieving a PCE of 2.7% when 

blended with PC61BM. 
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3.2.2 Polymers based on 2,1,3-Benzothiadiazole 

Polymers based on 2,1,3-Benzothiadiazole (BT) have been used as electron reducing 

building block to design conjugated polymers [33]. This category of donor materials 

has been widely studied in the field of OSCs, and it has exhibited great performances 

(see Table 2 for such copolymers). It is known that thiophene rings are electron filled 

units with weak aromatic properties. Therefore thiophene derivatives can be used as 

the main electron-donating blocks in designing conjugated polymers as donor 

materials [33]. Few copolymers designed on dithiophene derivatives and BT units are 

illustrated in Figure 3.4. 

 

Figure 3.4: Chemical structure of copolymers based on dithiophene and BT units: PCPDTBT, PDTPBT, 

and PSBTBT [33]. 

 

As it can be seen from Figure 3.4, dithiophene derivatives have a well planar 

configuration, with atoms like Si, C, or N linked between them. PCPDTBT was 

amongst the first low bandgap donor polymers synthesised for applications in BHJ 

OSCs [92], [93]. PCPDTBT absorption band corresponds to an energy band gap of 

1.50 eV. PCPDTBT also displayed relatively high hole mobility, (1×10-3 cm2 V-1 s-1) 

obtained via field effect transistor (FET) method [94]. The initial PCEs of PCPDTBT: 

PC61BM blends were in the region of 3.2 % [92]. 

However, the active layer morphology was optimised by employing 1,8-

Diiodooctane (DIO) or 1,8-dithiol-octane (ODT) as a solvent additive during the spin-

coating process. This modification enhanced the PCE to 5 % [95]. It has been reported 

that the solubility of PC61BM in DIO is higher than the polymer; also, DIO has much 

lower vapour pressure than the regularly used solvents such as o-dichlorobenzene and 

chlorobenzene [96]. Therefore during fabrication of OSCs when DIO is present, the 
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polymer can crystallise while PC61BM has a longer time to dry [96]. The use of solvent 

additive has been reported to be a successful way for enhancement of OSCs 

performance for another polymer: PC61BM blends [33]. These enhancements using 

such methods indicates that the morphology control of the active layer blend is of 

importance.  Table 3.1 presents the device performance for some of the copolymers 

based on dithiophene and BT unit polymers which have been blended with PC61BM 

to be used as an active layer for BHJ OSC applications. 

 

Table 3.1: OSC device characteristics of BT based copolymers blended with PC61BM.  

Polymer 
Eg  HOMO LUMO Jsc Voc 

FF 
PCE 

Refs 
(eV) (eV) (eV) (mA cm-2) (V) (%) 

PCPDTBT 1.40 -5.30 -3.57 16.2 0.62 0.55 5.5 [95] 

PSBTBT 1.37  - - 17.3 0.57 0.61 5.9 [97] 

PDTPBT 1.43 -4.81 -3.08 11.9 0.54 0.44 2.8 [98] 

PFDTBT  -  - - 7.70 1.00 0.54 4.2 [99] 

PFSiDTBT 1.86 -5.70 -3.81 9.40 0.90 0.51 5.4 [100] 

PCDTBT 1.88 -5.50 -3.60 10.6 0.88 0.66 6.1 [101] 

PDTPDTBT 1.46 -5.00 -3.43 9.47 0.52 0.44 2.2 [102] 

PCPDTDTBT 1.55  - - 8.75 0.60 0.4 2.1 [103] 

PBDTDTBT 1.75 -5.31 -3.44 10.7 0.92 0.57 5.7 [104] 

PSiDTBT 1.53 -4.99 -3.17 10.67 0.62 0.52 3.4 [105] 

 

The chemical structure for some of the polymers presented in Table 3.1 is illustrated 

in Figure 3.5. 

 

Figure 3.5: Chemical structure of DTBT-based polymers: PFDTBT, PFSiDTBT, PCPDTDTBT, 

PBDTDTBT, PSiDTBT, PCBTBT, and PDTPDTBT [33]. 
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3.2.3 Pyrrolo[3,4-c]pyrrole-1,4-dione (DPP) Derivative Polymers 

Pyrrolo[3,4-c]pyrrole-1,4-dione (DPP) and its derivatives have demonstrated good 

absorption in the visible region of the solar spectrum. Thiophene-based DPP molecules 

possess a well-structured conjugation, which is very beneficial for charge carrier 

mobility [33]. DPP polymers were initially designed for the organic field effect 

transistors (OFETs). Winnewisser et al. reported hole and electron mobilities of 0.1 

cm2 V-1 s-1 for OFET devices based on DPP [106]. Chemical structure of few DPP 

derivative polymers is illustrated in Figure 3.6. 

 

Figure 3.6: Chemical structure of DPP-based polymers: DPP, PDPP, PFDPP, PCPDTDPP, PDTDPP, 

PCZDPP, PFGeDPP, PTPDDPP, PBDTDPP, PTDPP, PPDPP [33]. 

 

Numerous low bandgap polymers based on DPP derivatives were designed and 

synthesised, as illustrated in Figure 3.5 [33]. The device characteristic of some DPP-

based polymers blended with PC61BM for OSC applications is presented in Table 3.2. 
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Table 3.2: OSC device characteristics for DPP-based polymers blended with PC61BM. 

Polymer 
Eg  HOMO LUMO Jsc Voc 

FF 
PCE 

Refs 
(eV) (eV) (eV) (mA cm-2) (V) (%) 

PTDPP 1.30 -5.17 -3.16 11.80 0.65 0.60 4.7 [107] 

PFDPP 1.77 -5.43 -3.67 2.41 0.91 0.41 0.9 [108] 

PCPDTDPP 1.39 -5.25 -3.74 5.73 0.61 0.49 1.7 [108] 

PPDTDPP 1.40 -5.10 -3.40 11.30 0.61 0.58 4.0 [109] 

PPPDPP 1.53 -5.35 -3.53 10.80 0.80 0.65 5.5 [110] 

PDPP 1.24 -5.29 -3.99 0.76 0.64 0.58 0.3 [108] 

PCZDPP 1.57 -5.44 -3.92 8.60 0.80 0.47 3.2 [111] 

PFGeDPP 1.63 -5.38 -3.70 4.10 0.76 0.62 1.5 [112] 

PTPDDPP 1.13 -4.90 -3.63 14.90 0.38 0.48 2.7 [113]  

PBDTDPP 1.43 -5.15 -3.69 6.72 0.74 0.56 2.8 [114] 

 

As it can be seen from Table 3.2, PDPP polymer blended with PC61BM exhibits poor 

PCE performance, despite the polymer having a low bandgap property of the polymer. 

Researchers assigned one of the main reasons for such low performance to the low D-

A LUMO off-set (0.18 eV), which could be insufficient for charge separation [107], 

[115]. To expand the backbone of the polymer, a third thiophene ring was attached 

(see Figure 3.6) to produce PTDPP polymer which exhibits PCE of 4.7% with a 

bandgap of 1.3 eV [107]. DPP based polymers have shown promising performances 

for their use as donor materials in OSC application, with energy band gaps in the region 

of 1.5 – 1.8 eV and PCEs of over 4 % [33]. 

 

3.2.4 Polymers based on Benzo[1,2-b;4,5-b`]dithiophene 

It is reported that three types of functional groups can be used as side chains for 

Benzo[1,2-b;4,5-b`]dithiophene (BDT) units to make them into soluble polymers. 

These functional groups are; alkyl, alkoxy, alkylthiophene [33], [116]. BDT units have 

a symmetrical planar conjugated structure. Therefore compact stacking is expected 

from BDT-based conjugated copolymers [117]. BDT-based polymers were initially 

developed for OFET applications in 2007, a reported polymer of such kind showed 

hole mobility of 0.25 cm2 V-1 s-1 illustrated in Figure 3.7 [118]. 
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Figure 3.7: Chemical structure illustrating the synthesis of three possible substitutes of BDTs [33]. 

 

BDT-based polymers bandgap can be easily adjusted using a broad range of 

conjugated units/blocks with various electron-withdrawing abilities to form a 

copolymer. Hou et al., initially designed and synthesised eight different BDT-based 

polymers, to explore the correlation between conjugated backbones and the energy 

bandgap of the molecules [116]. The chemical structure of these polymers is illustrated 

in Figure 3.8. 

 

Figure 3.8: Chemical structure of eight BDT-based polymers with identical BDT units [33]. 

 

Hou et al. further explored their research into the correlation between HOMO levels, 

these polymers and the Voc values obtained when BHJ OSCs were fabricated from the 

blend of these polymers: PC61BM. From these studies, it was noticed that the achieved 

Voc is directly proportional to the difference between the donor’s HOMO level (HD) 

and acceptor’s LUMO level (LA) [116]. A list of BDT-based polymers used in as donor 

material in BHJ OSCs is presented in Table 3.3. These polymers were blended with 

either, PC61BM or PC71BM to form the active layer. 
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Table 3.3: OSC device characteristics for BDT-based polymers blended with PC61BM or PC71BM. 

Polymer 
Eg  HOMO LUMO Jsc Voc 

FF 
PCE 

Refs 
(eV) (eV) (eV) (mA cm-2) (V) (%) 

PBDT 2.13 -5.16 -2.67 - - - - [116] 

PBDTE 2.03 -5.07 -2.86 1.16 0.56 0.38 0.3 [116] 

PBDTT 2.06 -5.05 -2.69 3.78 0.75 0.56 1.6 [116] 

PBDTT-E 1.97 -4.56 -2.66 2.46 0.37 0.40 0.4 [116] 

PBDTPZ 1.63 -4.78 -3.28 1.54 0.60 0.26 0.2 [116] 

PBDTBT 1.70 -5.10 –3.19 2.97 0.68 0.44 0.9 [116] 

PBDTTPZ 1.05 -4.65 -3.46 1.41 0.22 0.35 0.1 [116] 

PBDTBSe 1.52 -4.88 -3.33 1.05 0.55 0.32 0.2 [116] 

PBDTTT-C 1.61 -5.12 -3.35 14.70 0.70 0.64 6.6 [119] 

PBDTTT-CT 1.58 -5.11 -3.25 17.48 0.74 0.59 7.6 [120] 

PBDTTT-CF 1.60 -5.22 -3.45 15.20 0.76 0.67 7.7 [121] 

PBDTTT-EF 1.63 -5.12 -3.13 14.50 0.74 0.69 7.4 [122] 

PBDTTT-EFT 1.58 -5.24 -3.66 16.17 0.78 0.68 8.6 [123] 

PBDTTTPD 1.73 -5.40 - 11.50 0.85 0.70 6.8 [124] 

PBDTFTAZ 2.00 -5.36 -3.05 11.80 0.79 0.73 6.8 [125] 

PBDTDTffBT 1.70 -5.54 -3.33 12.91 0.91 0.61 7.2 [126] 

 

As it can be seen from Table 3.3, PBDTTPZ is a good example where strong and broad 

absorption band of 1.05 eV exist; however, the Voc of PBDTTPZ: PC61BM device is 

around 0.2 V, primly due to a high level of the HOMO value. Therefore, the correct 

balance between the energy band gap and the HOMO level of the donor polymer is 

required when designing efficient donor materials. In the past decade, there have been 

numerous BDT-based polymers designed and synthesised for the application BHJ 

OSCs, amongst which some of the best performance till date are presented in Figure 

3.9. 
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Figure 3.9: The molecular structure of BDT-based copolymers [33]. 

 

Amongst the BDT-based polymers mentioned in Table 3.3, the highest performance 

polymer is PBDTTT-EFT, which exhibits the highest PCE of 8.6%, with Jsc of 16.17 

mA cm-2, Voc of 0.78 V and FF of 0.68 [123]. Chemical structure of PBDTTT-EFT 

molecule is illustrated in Figure 3.10. 



 

 

47 

 

 

Figure 3.10: The molecular structure of PBDTTT-EFT, indicating BDT and TT unit attachment as the 

building block of the molecule.  

 

PBDTTT-EFT low bandgap polymer incorporates the 2-ethylhexyl-thienyl group into 

the BDT unit to improve the co-planarity of the main chain so that the absorption band 

can be extended and lower bandgap to be achieved. Also, by advancing the fluorine-

substituted TT unit (F-TT) with the 2-ethylhexyl carboxylate group, the higher HOMO 

level can be obtained. It has been reported in the literature that PCEs of over 9 % can 

be achieved using BDT-based polymer as the donor material for BHJ OSC devices 

[49], [127]. Therefore, PBDTTT-EFT seems to be the ideal candidate to be used as the 

donor material for this project. Some of the characteristic parameters for this polymer 

are presented in Figure 3.11. 

 

Figure 3.11: Parameters of PBDTTT-EFT. (a) optical absorption of pristine PBDTTT-EFT, PC71BM 

and their blend, (b) out-of-plane (OOP) and in-plane (IP) 2D GIWAXS line profile of pristine PBDTTT-

EFT [128]. 

BDT TT

Side chain Back bone
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From Figure 3.11a, the optical on-set of pristine PBDTTT-EFT is ~ 780 nm which 

corresponds to Eg of ~1.58 eV and Figure 3.11b showing the in-plane and out-of-plane 

line diffractogram of pristine PBDTTT-EFT [128]; indicating a broad peak is observed 

along the out-of-plane direction at q = 1.52 Å-1. This peak corresponds to π–π stacking, 

indicating that PBDTTT-EFT is predominately stacking in a face-on orientation [128]. 

The π–π spacing between polymer backbones is calculated from the peak position of 

out-of-plane to be 0.41 nm. In the in-plane direction, an intense (100) reflection centred 

at q = 0.27 Å−1 is observed, indicating that the spacing of PBDTTT-EFT lamellae from 

the backbone to backbone across alkyl side chains is 2.33 nm [128]. 

A basic statistical survey was done to investigate the number of publications using 

PBDTTT-EFT polymer keyword over the years, using ‘Google scholar’ website. A 

simple bar chart in Figure 3.12 illustrates the number of journals/papers published with 

the phrase “PBDTTT-EFT” involved in them against completed years; hence, 2019 is 

not included in the data. 

 

Figure 3.12: Bar chart representation published work on PBDTTT-EFT per year. 

 

As can be seen from Figure 3.12, PBDTTT-EFT was not introduced to the scientific 

world until 2013, where very little work had been published. PBDTTT-EFT molecule 

has different names such as PTB7-Th and PCE10. The data used in Figure 3.12 has 

been obtained using ‘Google Scholar’ to count the number of publications. Over the 

past six years, there has been a great interest in this polymer. It is believed to be the 

next ideal candidate to be used as the Donor material for OSCs. For this reason, this 

polymer has been chosen to be the donor material in this project. 
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3.3 Acceptor Materials 

Many organic compounds exhibited potential properties as an electron acceptor 

material, but electron acceptor materials can be used in highly efficient OSC devices 

are limited. Fullerene and its derivatives are the most successful electron acceptor 

materials [33]. 

 

3.3.1 PCBM derivatives 

In 1992, Sariciftci et al. were the first group to use C61 as an electron acceptor and 

acknowledge the photo-induced ultrafast electron transfer between D-A [129]. 

Fullerene C61 has well-symmetric molecular structure and shows excellent electron 

mobility, and this is because one molecule of C61 can receive four electrons [86]. 

Hence, C61 and its derivatives are considered as suitable electron acceptor materials 

[33]. The solubility of C61 is very limited to selective solvents such as CB and ODCB. 

Therefore, to enhance the solubility of C61 in more organic solvents, derivative [6,6]-

phenyl-C61-butyric acid methyl ester (PC61BM) was synthesised for OSC applications 

[86]. In the past decade, PC61BM and its modified version, PC71BM have been the 

primary acceptor material in the field of OSCs [86]. The molecular structure of 

PC61BM and PC71BM are illustrated in Figure 3.13. When comparing PC61BM to 

PC71BM, one of the main distinctive difference between these molecules is their 

optical absorption, shown in Figure 3.14. 

 

 

Figure 3.13: The molecular structure of PC61BM and PC71BM.  

 

PC61BM PC71BM
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Figure 3.14: Optical absorption of PC61BM and PC71BM, inset: absorption in the 400 – 800 wavelength 

[86]. 

 

As can be seen from Figure 3.14, the absorption of both molecules is active in the 

ultraviolet (UV) region (200 – 400 nm). However, PC71BM displays a stronger 

absorption in the visible region (400 – 700 nm) compared to PC61BM. Therefore, OSC 

devices fabricated from PC71BM blends, show higher device performance [130]. 

Although PC71BM molecule has been attracting more interest as an electron acceptor 

material, it should be synthesising PC71BM molecules are more expensive than 

PC61BM, due to complex purification processes [86]. The energy levels of the acceptor 

materials play an essential role in the performance of OSCs since Voc is directly 

proportional to the difference between HOMO of the donor and LUMO of the acceptor 

material in BHJ OSCs [69], [131].  

Hence, the LUMO level of fullerene and its derivatives are a critical parameter for 

determining the performance of OSCs. The HOMO and LUMO levels of D-A 

materials are usually measured using Cyclic Voltammetry (CV) technique, described 

in Chapter 4, section 4.8. The C61 molecule has a LUMO level ~ -4.2 eV [132]. 

Interestingly, the LUMO level of PC61BM and PC71BM are measured to be ~ -3.91 to 

-4.0 eV, respectively [133]. Therefore, it can be established that the LUMO level of 

the C61 molecule can be altered or elevated by implementing substituents to make a 

PC61BM or PC71BM molecules [86]. It was mentioned previously that the LUMO level 

of the acceptor material plays a vital role in determining the Voc for OSCs. Therefore, 

designing acceptor molecules with higher LUMO levels could enhance the Voc value. 
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3.3.2 Indene-Cx Bisadduct derivatives 

Indene-C61 Bisadduct and Indene-C71 Bisadduct are an example of Indene-fullerene 

adducts which are employed as electron acceptor materials in OPVs [1], [134]. This 

kind of compounds can be synthesised easily via a one-pot reaction [86]. The solution 

of indene and fullerene (C61 or C71) in ODCB is heated to reflux for several hours, and 

a mixture of unreacted fullerene, indene-fullerene monoadduct (ICMA), indene-

fullerene bisadduct (ICBA), and indene-fullerene multi adduct are obtained, which can 

be separated readily through column chromatography [86]. The molecular structures 

of IC61(71)MA and IC61(71)BA are represented in Figure 3.15. 

 

Figure 3.15: Molecular structure of IC61(71)BM and IC61(71)BA. 

 

The LUMO levels of IC61MA and IC61BA are -3.86 eV and -3.74 eV, respectively [1]. 

These levels are both higher than PC61BM, therefore OSC composed of a blend of 

P3HT: IC61BM or P3HT: IC61BA will demonstrate a higher Voc compared to a blend 

of P3HT: PC61BM [86]. IC61MA has poor solubility in CB and ODCB, and thus, the 

application of this material as a photovoltaic material is limited [86]. In contrast, 

IC61BA can be dissolved in CB or ODCB easier [86]. On average the Voc of OSC 

devices composed of P3HT: PC61BM blend, yield to ~ 0.6 V. However, an OSC device 

successfully fabricated from a blend of P3HT: IC61BA will generate an average Voc ~ 

0.84 V without any losses to other parameters [135]. Table 3.4 presents the extracted 

electrical characteristics for OSC devices fabricated from P3HT blended with 

PC61BM, IC61BM, and IC61(71)BA as well as devices blended from PBDTTT-C-T: 

IC61BA or PC61BM and PBDTTT-EF: IC61BA or PC61BM. 

 

 

 

IC61BM

IC71BA

IC61BA

IC71BM
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Table 3.4: Electrical characteristic parameters extracted from different polymer acceptor materials. 

Donor:Acceptor  
Jsc Voc 

FF 
PCE 

Refs 
(mA cm-2) (V) (%) 

P3HT:PC61BM 10.80 0.58 0.62 3.88 [1] 

P3HT:IC61BM 9.66 0.63 0.64 3.89 [1] 

P3HT:IC61BA 10.61 0.84 0.73 6.48 [135] 

P3HT:IC71BA 9.73 0.84 0.69 5.64 [134] 

PBDTTT-C-T:PC61BM 13.20 0.81 0.59 6.20 [2] 

PBDTTT-C-T:IC61BA 7.80 0.97 0.46 3.50 [2] 

PBDTTT-EF:PC71BM 14.99 0.70 0.69 7.23 [136] 

PBDTTT-EF:IC61BA 10.84 0.87 0.50 4.74 [136] 

 

As it can be seen in Table 3.4, a significant increase in Voc parameter can be observed 

by replacing PCBM with ICBA. However, depending on the type of polymer used in 

the blend, the overall performance of the OSC device seems to be dependent on the 

choice of the acceptor material. For example, devices fabricated from BDT-based 

polymers have shown a decrease in Jsc, FF and PCE parameters upon replacing PCBM 

with ICBA. In contrast devices based in P3HT have shown a significant overall 

enhancement when replacing PCBM with ICBA. Therefore, investigating the role of 

IC61BA as an electron acceptor material is of interest in this research project and will 

be chosen as one of the fullerene derivative materials to be investigated when blended 

with PBDTTT-EFT polymer.  

3.4 Buffer layers  

Buffer layer materials are typically used in the fabrication process of OSCs to each the 

extraction of the corresponding charge as well as blockage of unwanted charge at the 

corresponding electrode. It is for these characteristics that they are also referred to as 

electrode interfacial layer [137]. One of the most common materials used as a buffer 

layer for hole extraction is poly (3, 4-ethylene dioxythiophene) polystyrene sulfonate. 

PEDOT: PSS is an aqua base solution which is sandwiched between a clean ITO 

surface and the active layer (for conventional architecture) [132].  

Use of PEDOT: PSS as a buffer layer became noticeable when it was used in the 

fabrication of OLEDs in 1997, which resulted in enhancement performance and the 

stability of the OLED devices [138]. PEDOT: PSS was used as a buffer layer between 

the ITO and the active layer. The molecular structure of PEDOT: PSS is illustrated in 

Figure 3.16. 
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Figure 3.16: The molecular structure of PEDOT: PSS. 

 

A thin transparent layer of PEDOT: PSS is fabricated onto an ITO coated substrate via 

a spin coating technique. Some of the important properties of PEDOT: PSS are high 

electrical conductivity and a smooth surface [132]. PEDOT: PSS as a hole conducting 

layer has the ability to reduce the surface roughness of the ITO collated substrate as 

well as stabilising the electrical contact between the active layer and electrode [139]. 

This is due to the matching work function of PEDOT: PSS with the ITO electrode.  

As a result, the energy barrier between the anode electrode and the active layer can 

be reduced, and the collection of hole charges becomes more efficient [132]. Similarly, 

at the cathode electrode where electrons are collected, there are materials which are 

used as a buffer or interfacial layers. Examples of these include Calcium (Ca) and 

lithium fluoride (LiF) (for conventional architecture) [140], [141].  

Due to their low work function, these materials provide similar stable electrical 

contact between the cathode and the active layer. Both Ca, and LiF are deposited via 

thermal deposition technique on top of the active layer prior to electrode deposition. 

To measure charge carrier mobilities, it is essential to fabricate a single charge carrier 

device similar to a diode configuration [142]. 

 Such devices are fabricated with having the active layer sandwiched between two 

buffer layer materials which can block one type of charge (i.e. holes/electrons). As an 

example, PEDOT: PSS can only be used to fabricate a hole only device since it is a 

hole conducting material. For an electron only device, Caesium carbonate (Cs2CO3) is 

an ideal material to increase the energy barrier at the anode (ITO) electrode and block 

any injected hole [143]. 
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3.5 Summary 

In this chapter, a brief overview of donor, acceptor and buffer materials used for 

fabrication of OSC devices was presented. Donor materials from different categories 

such as polythiophenes, benzothiadiazole, pyrrolidinone (DPP) and benzodithiophene 

(BDT) were looked into, and base on their device performance in BHJ structure the 

best donor material with highest potential was chosen, it was decided that the ideal 

donor material for solution processable system in this project would be PBDTTT-EFT 

polymer and PC71BM as the primary acceptor material.  

Apart from using PC71BM as the main acceptor material, PC61BM and IC61BA will 

also be employed as additional acceptor materials to be blended with PBDTTT-EFT. 

IC61BA was chosen as one of the fullerene derivative acceptor material to be blended 

with PBDTTT-EFT due to its high LUMO level which would boost the device Voc 

when blended with PBDTTT-EFT, as compared to PCBM molecules. It has been 

reported that replacing PC61BM with IC61BA for blends of P3HT, the device 

performance and efficiency has boosted from 3.84% to 6.48%, mainly due to increased 

FF and Voc parameters when IC61BA is used. P3HT:PC61BM gives Voc of 0.58 V, 

whereas P3HT:IC61BA gives Voc of 0.84 V [135]. The sample and solution preparation 

details are discussed in Chapter 4.  
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Chapter 4 - Experimental Procedures & Methodology 

C H A P T E R   4 

Experimental Procedures & 

Methodology 

 

4.1 Introduction 

In this chapter, the experimental procedures and methodology for the work done in 

this project are discussed. Starting with an introduction to experimental procedures 

and sample preparation followed by, the operation mechanism and set up of equipment 

used for characterising thin film samples /devices. 

 

4.2 Experimental Procedures 

In this section, the experimental procedures and techniques for sample and device 

fabrication are described sequentially. Table 4.1 below provides a list of materials and 

chemicals used for fabricating thin film samples and devices in this project. 

 

Table 4.1: Summation of materials and chemicals used in this project.  

  Materials / Chemicals 

Electrode contacts Cathode: Aluminium (Al), Anode: Indium Tin Oxide (ITO), Gold (Au) 

Active layers 

Poly[4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-

b']dithiophene-2,6-diyl-alt-(4-(2-ethylhexyl)-3-fluorothieno[3,4-

b]thiophene-)-2-carboxylate-2-6-diyl)] (PBDTTT-EFT / PTB7-Th), [6,6]-

Phenyl-C61-butyric acid methyl ester (PC61BM), [6,6]-Phenyl-C71-

butyric acid methyl ester (PC71BM), 1’,1’’,4’,4’’-tetrahydro-

di[1,4]methanonaphthaleno[5,6]fullerene-C60 (ICBA) 

Buffer layers 

Hole transport layer: Poly(3,4-ethylenedioxythiophene)-

poly(styrenesulfonate) (PEDOT:PSS), Electron transport layer: Calcium 

(Ca), Caesium carbonate (CsCO3) 

Solvents 

Chlorobenzene anhydrous, 99.8% (CB), 1,2-Dichlorobenzene anhydrous 

99% (ODCB), Methanol, Ethanol, Acetone, 2-Propanol (Isopropanol) 

(IPA) 
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4.2.1 Device architecture 

Organic Solar Cell devices are fabricated with the following architecture for I-V 

characteristics: 

ITO → PEDOT: PSS → Active layer → Ca → Al 

 

4.2.2 Substrates  

Two types of substrates are going to be used in this project, which are described below: 

• Indium Tin Oxide (ITO) coated glass substrates (25 mm × 25 mm) used for 

OSC device fabrication. 

• Quartz substrates (25 mm × 25 mm) used for Optical / material characteristics. 

The main reason for using Quarts substrates instead of glass for optical characteristics, 

is the difference in their optical absorption coefficient. Glass substrates are not suitable 

for collecting optical absorption data of thin films [144], [145]. Since ITO is 

electrically conducting and transparent material, it must be patterned to identify the 

cell size and prevent short-circuiting when fabricating devices [24], [146]. ITO is only 

coated on one side of the glass substrate, by using a multimeter (in ohmic mode) the 

conducting (ITO) side of the substrate can be determined. Once the coated side is 

determined, the patterning of the ITO can be achieved by ‘Etching’ process described 

in Figure 4.1. 

 

Figure 4.1: Schematic illustration of the ITO substrate Etching process. 

The stages shown in Figure above are described below: 

Glass 

ITO

Glass 

ITO

Masking Tape

Glass 

ITO

Masking Tape

Hydrochloric Acid

Glass 

ITO

Masking Tape

(1) (2)

(3)(4)
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1. ITO coated substrate is covered with masking tape. 

2. Masking tape should be cut to the selected length, leaving a portion of ITO 

exposed. 

3. The masked substrate is submerged into a solution of Hydrochloric acid (HCL) 

for a period of 10 min. within this time, the HCL acid will dissolve the exposed 

ITO. 

4. The substrate is extracted from the HCl solution, and the exposed ITO is now 

dissolved, leaving only the glass behind. 

Once the ITO coated substrate is etched, it needs to go through the cleaning process. 

The cleaning process is identical for both types of substrates used here in this project. 

The cleaning process consists of three sequential stages using an ultrasonic bath. Each 

stage uses a different solvent sequentially which are as follows; Deionised water (DIO 

H2O), Acetone, Isopropyl Alcohol (IPA).  

Each stage is completed by submerging the substrate(s) into a beaker filled with the 

solvents mentioned above. The beaker is then placed inside the ultrasonic bath and 

sonicated for a period of 10 min. the substrate(s) are dried after each stage, after the 

final stage (IPA) the dried substrate(s) are placed in a Petri dish and transferred into 

Nitrogen (N2) filled glove box as shown in Figure 4.2. The environmental condition 

of the N2 glove box should always be < 1 ppm (parts per million) of O2 and H2O. All 

sample preparation and fabrications for this project are done inside the N2 glove box. 

 

Figure 4.2: N2 Glovebox system at R117 Thin Film Laboratory. 
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4.2.3 Sample preparation 

All samples are prepared under the N2 glove box condition mentioned above. In this 

section, the preparation of samples is described. Firstly, the materials used for the 

active layer of the OSCs need to be prepared into a solution form, which can then be 

used to fabricate. The active solution is made by dissolving the Donor-Acceptor 

material via a solvent which can be used to fabricate onto the substrate. This process 

is dependent on the following parameters:  

• The concentration of the solution 

• Solvent (single/mixed) 

• D:A ratio 

Active solutions are prepared with the weight, concentration, solvent(s) and D:A ratios 

presented in Table 4.2. 

 

Table 4.2: Summary of solution preparation in this project. 

Material(s) D:A 
weight 

(mg) 
Solvent [mixing ratio] 

Concentration 

(mg mL-1) 

PBDTTT-EFT n/a 10 ODCB  10 

PC71BM n/a 10 ODCB 10 

PC61BM n/a 10 ODCB 10 

IC61BA n/a 10 ODCB 10 

PBDTTT-EFT: PC71BM 1:1.5 

6: 9  ODCB 15 

10: 15 ODCB 25 

14: 21 ODCB 35 

10: 15 ODCB: CB [1:1] 25 

10: 15 ODCB: CB [2:1] 25 

10: 15 ODCB: CB [3:1] 25 

PBDTTT-EFT: PC71BM 

1:0.5 16.7: 8.3 ODCB: CB [3:1] 25 

1:1.0 12.5: 12.5 ODCB: CB [3:1] 25 

1:1.5 10.0: 15.0 ODCB: CB [3:1] 25 

1:2.0 8.3: 16.7 ODCB: CB [3:1] 25 

1:3.0 6.3: 18.7 ODCB: CB [3:1] 25 

PBDTTT-EFT: PC71BM 1:2.0 8.3: 16.7 ODCB: CB [3:1] 25 

PBDTTT-EFT: PC61BM 1:2.0 8.3: 16.7 ODCB: CB [3:1] 25 

PBDTTT-EFT: IC61BA 1:2.0 8.3: 16.7 ODCB: CB [3:1] 25 

 

To prepare each sample/solution, the desired weight of the material(s) was first 

weighted in a vial using a scale, and the vial was then transferred into the N2 glove 

box. At this stage, the required amount of solvent(s) is added to the material(s) plus a 
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disposable permanent magnet. The vial is then placed onto a magnetic stirrer to ensure 

the solution is well dissolved. This is shown in Figure 4.3. Each active solution was 

stirred for a recorded time before being used for device fabrication. This timing before 

use of the active solution is labelled as an Ageing process, which is described in 

Chapter 5, section 5.3.3. 

 

Figure 4.3: Pictures and diagram of Active solution preparation stages.  

 

4.2.4 Sample Fabrication (Spin Coating) 

Samples are fabricated onto the substrates (ITO / Quarts) via spin-casting technique. 

This technique has been the most used method for OSC fabrication [147]–[149]. This 

technique consists of applying the liquid onto the surface of a substrate which will spin 

at a set rotational speed, acceleration and period, as shown in Figure 4.4. Generally, 

this can be done either by applying the liquid to the substrate first or during the 

spinning process. The excess amount of the liquid will be ejected off the substrate due 

to the angular velocity of the substrate rotation, leaving the substrate with a thin film. 

 

Figure 4.4: Schematic of Spin coating technique [149]. 

 

When using spin casting technique, the thickness and morphology of the film achieved 

for a particular concentration, material and solvent can be reproduced with minimal 
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changes [149]. The film thickness desired can be achieved by varying the spin rotation 

speed, acceleration and spin time, however it is important to note that the film 

thickness is limited by certain factors of the solution such as the viscosity, volatility 

and molecular weight of the material(s) used [149]. In general, the film thickness d 

obtained experimentally can be expressed mathematically by a power-law 

relationship: 

𝑑 = 𝑘𝜔𝛼 …………………(37) 

where ω is the angular velocity, k and α are empirical constants. These constants are 

related to the physical properties of the solution itself, as mentioned above [149]. There 

have been thorough reviews on this topic, which can be found in the literature [147], 

[148]. By varying the spin speed, the film thickness will also change, and an example 

of this phenomena following the equation above is illustrated in Figure 4.5. 

 

Figure 4.5: Plot of ω against d. Random Data generated using equation 39.  

 

4.2.5 Thermal Vacuum deposition of Electrodes 

The last stage of fabricating OSCs devices is the deposition of buffer material (such as 

Ca) and metal electrodes (Al, Ag). This is typically done using a thermal vacuum 

deposition system. For the work done in this project, AUTO-500 vacuum deposition 

system (HHV Ltd) has been used. The schematic diagram of this system is illustrated 

in Figure 4.6. 
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Figure 4.6: (a) schematic diagram of AUTO-500 thermal evaporation system used for electrode 

deposition. (b) Pictures of evaporation sources: Tungsten element and molybdenum dimple boat. [38]. 

 

Thermal deposition process requires the material(s), which needs deposition to be 

heated/melted under high vacuum levels (~ 10-7 mbar). Once the source material for 

deposition is heated to its melting point, it would evaporate. The vapours of the 

evaporated material will be deposited on the surface of the substrate after going 

through the Shadow/lithography mask. The substrate is placed at a distance away from 

the source with a lithography mask consisting of windows in between them. The mask 

will only allow specific areas of the film to be deposited with the evaporated vapour. 

This lithography mask used for this project was designed, developed and 

manufactured by the author of this thesis. The evaporated vapour will dense to form a 

layer on top of the active layer film. To monitor the thickness of this layer, quartz 

crystal growth rate monitor IL-150 (Intellemetric) is used. IL-150 monitor operates 

based on observing changes in the resonance frequency of the crystal. The change in 

the resonance frequency of the crystal, due to the deposition rate of the source 

material(s) will decreases linearly with the thickness. This change can be used to 

determine the thickness of the deposited material on the film [150]. This information 

is fed to a computer module displayed in Figure 4.7. Intellemetric monitor computer 

will display the rate (nm / sec) and the total thickness of the deposited material. The 

deposition rate can be controlled by varying the electrical current supplied to the 

evaporation source. 
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 Figure 4.7: Picture of Intellemetric IL-150 Quartz crystal growth monitor. 

 

Based on the material that is going to be thermally deposited, the corresponding 

evaporation source shown in Figure 4.6b is going to be installed. For materials such 

as Al and Ca the Tungsten element is used, and for Ag, molybdenum dimple boats are 

installed as an evaporation source. The picture of fully fabricated devices with 

aluminium electrode is shown in Figure 4.8. 

 

Figure 4.8: Photos of three deferent samples each with three device fabricated (left: EFT: PC71BM, 

middle: EFT: PC61BM, right: EFT:IC61BA). 

 

4.2.6 Solar Simulator 

To measure the performance of OSCs, fabricated devices need to be tested under 

illumination and dark conditions. When testing OSC devices under illumination 

conditions, the illumination power needs to be calibrated and standardised to match 1 

sun power. Solar simulators are used to provide this illumination/light. For the work 

done in this project, LOT-LSO104 solar simulator with 1.5 AMG (air mass global) 

filter (LOT-LSZ189) is used. LOT-LSO104 solar simulator is shown in Figure 4.9. 
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Figure 4.9: Pictures of Left: LOT-LSO104 Solar simulator, Top right: LOT-LSZ189 1.5 AMG filter, 

Bottom right: Silicone solar cell for reference. 

 

The light from the solar simulator is used as the source of the input power to the 

fabricated OSC devices. The illumination light from the solar simulator is adjusted and 

calibrated to produce a power density of 1 sun under 1.5 AMG conditions. This would 

mean that its input power density should be calibrated to 100 mW cm-1 and its spectral 

irradiance to be regulated to 1.5 AMG, which is illustrated in Figure 4.10. 

 

Figure 4.10. The plot of solar light against Spectral irradiance of 1.5 AMG with ASTM G173-03 

standards. 

 

To make sure the input power density is correctly calibrated to 1 sun, a calibrated 

silicon reference cell and a meter (Newport 91150V) is used to monitor and calibrate 

the solar simulator output power (see Figure 4.11). Light from the solar simulator 

shined onto the reference cell will be measured and displayed in terms of units of the 
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sun on the meter. The Solar simulator power can be adjusted by changing the electric 

current supplied to the solar simulator system. 

 

Figure 4.11: Pictures of a) Newport 91150V reference cell, b) solar input power monitor, c) solar 

simulator power supply control.  

 

Apart from adjusting the electric current supplied to the solar simulator, the light 

source power could also be adjusted by varying the distance away from the solar 

simulator and the reference cell / OSC device. For this purpose, an XYZ stage mount 

was designed and built by the author of this thesis. 

 

4.3 DC – Characteristics 

The DC current-voltage (I-V) characteristics of OSCs will be conducted using a 

source-meter unit (SMU). Keithley 2400 SMU, shown in Figure 4.12, has been used 

throughout this project for I-V data collection. 

 

Figure 4.12: Picture of KEITHLEY 2400 source-meter. 

 

LabTracer 2.0 software (LabView) was used to communicate and control Keithley 

2400 SMU for data collection. The parameters of the data collection are set in the 

software prior to data collection. OSC devices were tested using a custom-built test 
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station, which is presented in Figure 4.13. This test station was used to collect I-V 

characteristics under dark and illumination conditions. 

 

Figure 4.13. Pictures of the OSC device test station, a) top view of the substrate holder identifying the 

spring contact points, b) top lid and the shadow mask designed for the substrates, c) OSC device test 

station fully mounted, identifying each connection wire: D1, D2, D3 (Green, White, Red) respectively 

and ITO  wires (Purple). 

Device test station shown in Figure 4.13 was custom designed, developed and 

manufactured by the author of this project. 

 

4.4 AC – Characteristics 

AC impedance spectroscopy (IS) is a non-destructive tool generally used for the 

analysis of a wide range of electrical devices [38]. It has been reported that this tool 

can be used to determine charge carrier lifetime in dye-sensitized solar cells [151]–

[153]. IS can also be a useful tool in providing insights for performance improvements 

of organic electronic devices [53], [154]. Several reports published on this technique 

have revealed that IS measurements can be used for characterisation of OSC devices 

[155]–[157]. IS measurements operation is done by applying an electrical AC signal 

to an electronic material sandwiched between electrodes, and the system response is 

observed accordingly [158]. The working principle is based on the change in the 

measured AC as a function of frequency. In an AC circuit, the opposing force to the 

flow of current at a given frequency is noted as impedance (Z) which is composed of 

two parts; a real and an imaginary (j) part [158]. This is mathematically expressed as: 

𝑍 = 𝑅 + 𝑗𝑋 = |𝑍|∠𝜃𝑜 ………………(38) 

where R is the resistance in Ohms (real part), X is the reactance (j denoting the 

imaginary part) in Ohms, Z is the impedance magnitude in Ohms, and θ is the phase 
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angle (degrees or radians). Figure 4.14 illustrates a typical impedance plot (in vector 

formation) on an Argand diagram, and the instrumentation setup for IS measurements 

using HP4248.  

 

Figure 4.14. (a) Impedance plot (vector diagram representation), (b) schematic instrumentation setup 

for impedance spectroscopy measurement using HP 4248 LCR meter. 

 

Using HP4248 LCR meter, IS measurement were performed in the frequency range of 

20 Hz to 1 MHz, with an oscillation voltage of 50 mV. The machine generates results 

in the form of |𝑍| in Ohms and ∠𝜃 in degrees. The obtained results from the machine 

are then subsequently converted from polar to rectangular, and the calculated data are 

plotted in a Cole-Cole plot. Figure 4.15 illustrates an example of a typical Cole-Cole 

plot for impedance data obtained in a frequency range of 20 Hz – 1MHz. 

 

Figure 4.15. A typical Cole-Cole plot for IS data obtained in a frequency range of 20 Hz – 1 MHz. 

 

4.5 Optical Absorption 

The measurement of absorption spectra of thin films in the region of Ultraviolet-

Visible (UV – Vis) wavelength is essential to characterise the energy absorption of the 
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thin films [159], [160]. By analysing the spectrum collected, numerous parameters 

from the material(s) within the thin film can be obtained. This information can then be 

used to interpret the characteristics of the material(s) [25]. From the UV – Vis spectra 

optoelectronic properties of the material(s) can be extracted. One of the most common 

parameters which are extracted from a thin film spectrum is its optical bandgap [26], 

[38], [161]. Optical absorption spectra are obtained based on Beer’s law [162]–[164]. 

𝐴 =  log10 (
𝐼0
𝐼𝑇

) = −log10𝑇  ……………………(39) 

where A is the absorbance as a function of incident light intensity I0 and transmitted 

light intensity IT ratio. Where this ratio T is the transmittance. Plotting A against the 

incident light wavelength would generate the absorption spectrum of the measured thin 

film sample. Varian Cary bio 50 UV – Vis spectrophotometer has been used to obtain 

the optical absorption spectra of all thin-film samples in this project. Figure 4.16 

illustrates the operation of Varian Cary bio 50 in schematic format.  

 

Figure 4.16. Schematic of Varian Cary bio 50 UV – Vis Spectrophotometer. 

 

The light source in Varian Cary bio 50 will go through a monochromator to split the 

light into separate wavelengths. The light with a selected wavelength (Incident light) 

will go through the sample, and the transmitted light exiting the sample will be 

detected by a photo-sensor detector. This information is then fed to a computer system 

which will plot absorbance A against the wavelength of the incident light. 

Light Source

Incident light I0

Transmitted light IT

Detector

Sample
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4.6 Raman & Photoluminescence Spectroscopy 

Other Optical spectroscopic techniques used to characterise thin film samples are 

Raman and Photoluminescence (PL) spectroscopy. These techniques are an effective 

way to characterise the molecular structure of materials within thin films and OSCs 

[38], [78], [165]–[167]. Raman Spectroscopy was named after its inventor C. V.  

Raman an Indian scientist who invented the technique followed by PL [168]–[171]. 

Raman spectroscopy is a technique which is used to identify the chemical bond 

properties of materials. Raman spectroscopy can be used to do a qualitative and 

quantitative investigation of the thin film. Measuring the frequency scattered from the 

sample will lead to qualitative analysis, and measuring the intensity of the sample will 

lead to quantitative analysis [168]. The principle of Raman spectroscopy operation is 

established on measuring the shift in frequency of the scattered light with respect to 

the incidence (monochromatic) light on the thin film sample [38], [172], [173].  

Figure 4.17 illustrates the interception of incident monochromatic light with the 

thin film medium. When electromagnetic waves interact with molecules of a material 

they scatter. Majority of the scattered wave will have a similar frequency to the 

incident light. However, there is a fraction of this scattered light/wave which has a 

different frequency to the incident light. This change in frequency is referred to as 

‘Raman Scattering / Raman Shift’  [173], [174]. 

 

Figure 4.17. Schematic diagram of incident light and its paths after entering thin film medium. 

 

When a thin film sample of a specific material(s) is investigated under Raman 

spectrometer, it will produce unique “fingerprints” specific to the molecular structure.  

Incident Light Reflected Light

Transmitted /

Absorbed

Light

Scattered 

Light

Thin Film 

Medium
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By analysing the produced Raman spectrum, important qualitative and quantitative 

information can be obtained. When investigating composite organic electronic 

materials in their pristine / blend form, specific characteristics can be identified, which 

will provide an in-depth understanding of the molecular structure of the material. The 

plot of Raman spectra consists of Raman shift on the x-axis and intensity on the y-axis. 

A material would produce a scattered line profile which is specific to its molecular 

structure. If there is going to be any changes in the molecular structure of a material 

(i.e. chemical or physical) upon changing its condition, for example blending two 

materials; Raman spectroscopy would show these changes. Obtaining this knowledge 

is of importance in understanding the impact of the material(s) nanodomains on the 

performance of OSCs. Raman and PL spectroscopy studies in this project were done 

using the InVia Raman microscope (Renishaw). 

This instrument comprises an optical microscope attached to a Raman system. 

Samples are illuminated through the microscope coupled with a Laser. Lasers with an 

excitation wavelength of 514 nm (Green) and 785 nm (Near IR) were used to obtain 

the Raman spectra in this project. The schematic diagram for the operation of a Raman 

microscope is shown in Figure 4.18. 

 

Figure 4.18. Schematic diagram of a Raman microscope. 

 

PL spectroscopy is another technique which is used in conjunction with UV-Vis and 

Raman spectroscopy to probe material characteristics. PL operates based on the 

spontaneous emission of light after photon absorption by the material. This emission 

of light is due to the recombination process of excitons, which could not have been 

dissociated. When a sample is excited using a laser with a monochromatic wavelength 

(Excitation wavelength), it will emit a unique characteristic photoluminescence 



 

 

70 

 

signature which is measured using a spectrometer. Figure 4.19 illustrates typical 

experimental setup and operation of PL measurements. 

 

Figure 4.19: Schematic diagram of PL spectrometer setup. 

 

The sample is excited with a laser of chosen excitation wavelength. The photon 

emission of the material(s) from the sample is condensed through an optical lens, 

which would be measured by a spectrometer and fed to a photodetector. This data is 

then transferred into the computer to produce PL spectra. PL spectra plot is constructed 

of a number of emission counts (y-axis) against emission wavelength (x-axis).  

PL mode uses different laser power density and longer exposure times in 

comparison to Raman measurements. PL spectra analysis in OSCs field comprises of 

comparing the emission counts of pristine polymer thin film with the blended thin film. 

Quenching of emission counts (intensity) should be observed in the spectra when 

comparing blended thin films to pristine thin film (polymer material). This observation 

is an indication of charge transfer from a donor material to the acceptor material. 

Ideally higher PL quenching would result in enhancement of OSCs performance [30], 

[78], [175], [176]. Other parameters which can be extracted from PL spectra profile 

are, evaluation of the intermixing level of the composite materials in blended samples 

(donor: acceptor) and information associated to recombination processes which take 

place in the thin film [59], [77], [177]–[179]. For numerical analysis, the PL quenching 

is calculated and presented as PL quenching efficiency (Q.E.), which is simply the 

ratio of the area under the pristine film to blended film. 
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4.7 Grazing incident X-ray diffraction 

Grazing incident X-ray diffraction (GIXRD) method, is a technique used for 

characterising the molecular structuring of the material(s) in thin films. It provides 

insightful information regarding the crystallography of the material(s) within the thin 

film (Donor / Acceptor). OSCs performance is directly related to the molecular 

structure and configuration of the material within the BHJ active layer. A better-

structured polymer and fullerene domain will result in the enhancement of their PCEs 

[41], [180], [181].  

Therefore, it is essential to be able to probe into the molecular structuring of OSC 

devices which are fabricated in BHJ configuration. GIXRD technique is used widely 

in the field of OSCs for molecular structural characterisation [181], [182]. GIXRD 

system operates based on transmitting a collimated X-ray beam onto the surface of the 

sample; the beam is scarred accordingly to the structure of the material(s) within the 

film (active layer). The scattered beam(s) is detected by a detector. The collimated 

beam is at an angle θ with respect to the plane of the sample. This incident beam 

undergoes diffraction when interacting with the crystalline / micro-crystalline 

segments of the active layer. This phenomenon follows Bragg’s law, which states 

[183], [184], [72]: 

 

“The Intensity of the reflected beam will be maximum at 

certain incident angle when the path difference between 

the two-reflected wave from two different planes is an 

Integral multiple of X-ray wavelength nλ.” 

 

where n is an integer 1, 2, 3, … and λ is the source x-ray beam wavelength. To better 

visualise the statement above, Figure 4.20 is drawn to aid express this law 

mathematically. The collimated beam will travel towards the crystal structure; the 

beam will diffract at the same angle θ and travel towards the detector. When a 

monochromatic, collimated beam strikes on a crystal structure, the atoms in the crystal 

will behave as scattering radiation of the same wavelength. If we consider a parallel x-

ray beam with wavelength λ, travelling towards the crystal planes 𝒎 and 𝒏 as 𝑨𝑺⃗⃗⃗⃗  ⃗ and 

𝑪𝑻⃗⃗⃗⃗  ⃗ respectively, both with an equal grazing angle θ, then the X-ray striking atom S 
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will diffract away along 𝑺𝑩⃗⃗⃗⃗  ⃗ and the X-ray striking atom T will diffract away along 𝑻𝑫⃗⃗⃗⃗⃗⃗  

path. 

 

Figure 4.20: Schematic diagram of Bragg’s law in vector form. 

 

The path difference between 𝑨𝑺𝑩⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗ and 𝑪𝑻𝑫⃗⃗⃗⃗ ⃗⃗ ⃗⃗  ⃗ can be presented mathematically as: 

𝑃𝑎𝑡ℎ 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  𝑷𝑻⃗⃗⃗⃗  ⃗ + 𝑻𝑸⃗⃗⃗⃗⃗⃗  

But: 

𝑷𝑻⃗⃗⃗⃗  ⃗ = 𝑻𝑸⃗⃗⃗⃗⃗⃗ = 𝑺𝑻⃗⃗⃗⃗  ⃗ 𝐬𝐢𝐧 𝜽 

𝑺𝑻⃗⃗⃗⃗  ⃗ is also known as the inter-planer spacing d. Therefore, the maximum intensity will 

occur when: 

𝑛𝜆 = 2𝑑 sin 𝜃 …………………(40) 

where d is the intermolecular distance between the two paths and θ is the incident X-

ray beam angle. The intensity of the measured X-rays is a function of the diffraction 

angle 2θ and crystalline orientation [38]. GIXRD machines operate in two 

modes/directions, which are illustrated in Figure 4.21. 
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Figure 4.21: Schematics of Out-of-Plane (OOP) and In-Plane (IP) modes of operation of GIXRD. 

 

GIXRD system setup in OOP mode would operate by having the detector moving in 

the out-of-plane (up / down) with respect to the sample plane. In contrast, IP mode 

operates by having the detector moving in the in-plane direction (same plane as the 

sample) as shown in the figure above. All the GIXRD data collected for this project is 

in the OOP mode using Bruker D8 Advance X-ray machine with an XYZ stage mount 

with X-ray source λ = Cu k-α (0.15418 nm). This setup is shown in Figure 4.22. 
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Figure 4.22: Picture of Bruker D8 Advance GIXRD with OOP XYZ stage mount. 

 

The x-ray source generates x-ray beam which then collimates and travels towards the 

surface of the sample (red arrow) at an incident angle θ and the diffracted x-ray travels 

towards the detector. The incident x-ray beam will travel through the thin film, 

colliding with the crystalline phases of the molecules in the film.  

This will create diffraction patterns depending on the structure and orientation of 

the molecules. By using Bragg’s law, the spacing between the atoms of the molecules 

in a crystalline structure can be determined. It is crucial to obtain information about 

the inter-planer spacing and molecular structure of the thin films since would have an 

impact on the performance of OSCs [49], [185]. The GIXRD data can be used in 

supplement with Raman data to have a better understanding of molecular structuring 

of the active layer for OSCs. Highly crystalline polymers in the active layer would 

suggest a more regular structure, which would result in a better π orbitals overlaps 

[159], [184], [186]. Charge transport of holes is directly related to the π orbitals 

overlaps [42], [187].  

Analyses of GIXRD data is dependent on the diffraction peak(s) detected by the 

(2θ) detector. From this data, the planetary orientation of the molecules can be 

determined using Miller indices [188]–[190]. Polymer (Donor) materials used for OSC 

applications would crystallise in different orientations. Most polymers have a preferred 

orientation with respect to the substrate they have been fabricated on [191]–[194]. 

Figure 4.23 illustrates an example of two possible primary orientation of a polymer 

molecule in its crystalline structure, which can be detected using IP or OOP mode 
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GIXRD. If the molecules are stacked on their edge, the orientation is referred to as 

‘Edge-on’ and if the molecules are stacked on their backbone (laying parallel to the 

surface of the substrate) it is referred to as ‘Face-on’ orientation [195]. Since the data 

collected in this project is obtained using OOP mode, the collected XRD diffractogram 

d-spacing would imply that d100 is in the Edge-on orientation and d010 is in the Face-

on orientation for PBDTTT-EFT polymer [195]. 

 

Figure 4.23: Schematic diagram of s polymer orientation, identifying planetary based on miller indices.  

 

It is important to note, molecules with Edge-on / Face-on orientation could also have 

a parallel stack next to them, as shown in Figure 4.23. This parallel distance/spacing 

can only be detected by collecting data in IP mode GIXRD. In addition to the inter-

planer spacing information, the crystal/grain size of a material can also be determined 

from the GIXRD data. such an analysis would be possible by using Scherrer’s equation 

[196]–[198]: 

𝐿ℎ𝑘𝑙 =
𝑘𝜆

𝛽 cos 𝜃
……………(41) 

Where: 

k = Scherrer’s constant ~ 0.9 

λ = x-ray beam 0.15418 nm 

β = Full width half maximum (FWHM) in radian of the peak  

θ = Bragg’s angle (x-ray incident angle) 
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The parameters of data collection for GIXRD for this project were under the following 

conditions: 

2θ detector range:   3 – 40o  

X-ray generating power: 1600 W (40kV and 40 mA tube voltage and current) 

 

4.8 Atomic Force Microscopy 

Scanning probe microscopy (SPM) is a technique used in characterising of surface 

morphology. AFM provides the necessary tools to carry out the SPM technique for 

thin films in the field of organic electronics. In contrast to GIXRD, Atomic Force 

Microscopy (AFM) is a surface probing technique which is mechanically restricted to 

characterise the surface of the thin film. Surface morphology of thin films plays a vital 

role in affecting the electrical performance of BHJ OSCs [199]–[201]. Since the 

interface of the active layer with the cathode electrode has an impact on the overall 

electrical performance of OSC devices, it is essential to understand the surface 

morphology of the active layer. AFM operates based on the interaction of a cantilever 

tip and the film surface, as shown in Figure 4.24. 

 

Figure 4.24: Surface composition detection schematic of AFM probe (a), AFM cantilever tip interacting 

with the film surface (b). 

 

In general, AFM operates in two modes: contact and tapping modes. Each mode will 

be able to collect data from the surface by having an interaction of cantilever tip with 

the surface of the film/sample. A laser beam is shined on the back of the cantilever tip, 

its reflection is pointed towards a photo-diode detector, as shown in Figure 4.24a. Any 

dynamic changes caused by surface composition will be detected by the photodetector 

which is fed to a computer to generate it as a 2D/3D image. This interaction is described 

as the interatomic forces between the tip and the surface [38].  

(a) (b)
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Agilent 5500 surface probing microscope AFM was used to collect all AFM images; 

all the AFM images obtained for this project where in tapping/acoustic mode (AC-

AFM). Tapping mode AFM was used for all image collections because contact mode 

would damage the sample. Since the fabricated samples are made of polymeric/organic 

materials, they are soft, and this would mean that the film could get damaged if contact 

mode is used. However, in AC-AFM the cantilever is oscillated by a piezoelectric 

transducer capable of frequencies 100 – 400 kHz and amplitudes of around 20 nm.  

Therefore, in AC-AFM, the tip is not making constant contact with the surface, and 

it is only tapping, hence ‘tapping mode’. AC-AFM operates by having a feedback 

system which controls and retains a constant amplitude of the cantilever interaction 

with the surface. Any changes in the oscillation because of cantilever interaction with 

the surface would be detected by the photo-diode. The photo-diode tracks these 

changes by measuring the reflected of the laser beam intensity, transmitted from the 

back of the cantilever tip. This signal from the photo-detector is then fed to a computer 

where topography and phase images are generated and presented. Figure 4.25 

illustrates a schematic of AC-AFM operation. 

 

Figure 4.25: A schematic illustration of an AC-AFM operation. 

 

The cantilever in tapping mode is oscillating close to its resonant frequency (f0), which 

is driven by a piezoelectric transducer. The cantilever is in natural oscillation (before 

making any contact to the surface) would follow a classical homogenous forced 

oscillation driven by the piezoelectric transducer in classical mechanics. Hence this 

behaviour can be modelled mathematically: 

𝐹𝑐 = 𝐴0 sin(𝜔0𝑡 + 𝛷)……… (42) 
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where Fc is the cantilever force, A0 is the waveform amplitude, ω0t oscillation 

frequency (rad) and Φ is the phase shift (rad). This function is illustrated in Figure 

4.26. 

 

Figure 4.26: Cantilever under resonant oscillation, the physical movement of the cantilever on the left, 

one cycle waveform function of oscillation on the right. 

 

Upon interaction of the tip with the sample surface, the oscillation of the cantilever 

will no longer be at f0. Depending on the nature of the material, which the tip is in 

contact with, there will be a phase shift. Factors such as the material, driving force of 

the cantilever (force constant), the distance between the tip and the sample, the speed 

of the scan and the feedback gains will have an effect on the phase shift value [202], 

[203]. When studying AC-AFM images, it is crucial to understand the nature of the 

material(s). For organic electronics applications, the nature of the materials and their 

geometry is the critical factor. When the tip is interacting with the surface of the film, 

depending on the material(s) structure, it would have a different dampening impact on 

the oscillation of the cantilever. An example of the tip interacting with two different 

materials is illustrated in Figure 4.27. 
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Figure 4.27: (a) Schematic of cantilever force Fc applied on different geometric shapes representing 

PC71BM and PBDTTT-EFT, (b) Effect of geometrical shape on Phase shift, based on mathematical 

modelling. 

 

Figure 4.27a. illustrates the geometric schematic of two shapes (representing donor 

material PBDTTT-EFT and acceptor material PC71BM) under a constant force, which 

represents the cantilever force once the tip is in contact with them. The spherical shape 

(fullerene) would have a higher stiffness in comparison to the bar-like (polymer) 

shape. Hence, different levels of stiffness will result in different levels of dampening, 

resulting in different Phase Shift (Φ).  

This effect can be observed in the phase images collected by the AC-AFM. This 

phenomenon can also be represented as a mathematical model. Figure 4.27b. illustrates 

the output waveform from a mathematical model. The magnitude of the phase shift is 

directly correlated to the elasticity and stiffness of the material [202], [203]. In the 

example illustrated in Figure 4.27, spherical shapes are assumed to have a harder / 

stiffer property in comparison to bar-like shapes. This would result in different phase 

shift between the two materials. Such effects have been previously reported for P3HT: 

PCBM blends where it was highlighted that “softer and elastic regions of the sample 

dampens AFM cantilever vibrations more than that at harder regions, leading to higher 

phase difference from the reference drive signal” [204]. It was reported that by using 

this knowledge, it would be “possible to identify individual components of a 

heterogeneous mixture from the compositional mapping of the surface provided by the 

phase image” [204]. 
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4.9 Cyclic Voltammetry Measurements 

Cyclic Voltammetry (CV) measurements were performed in this project to determine 

the HOMO and LUMO energy levels of PBDTTT-EFT polymer. This technique has 

been previously used to determine the electrochemical p-doping (Φp) and n-doping 

(Φn) potentials of organic materials [38]. These electrochemical potentials are also 

referred to as reduction and oxidation potentials of material respectively. Most of the 

materials used for OSC application are identified as electroactive. Therefore CV 

measurements are proven to be an effective technique for estimating their HOMO / 

LUMO levels [38]. The CV measurement is based on an electrochemical process, 

which is illustrated in Figure 4.28. 

 

Figure 4.28: (a) Picture of Agilent 5500 AFM electrochemistry station, (b) Schematic of the 

electrochemistry (CV) experiment setup: (1) working electrode, (2) reference electrode, (3) counter 

electrode, (4) electrolyte solution. 

 

CV measurements done for this project used, ITO coated substrate as working 

electrode, Ag wire as a quasi-reference electrode, platinum wire as a counter electrode 

and salts of lithium trifluoromethane sulfonate (Li triflate), tetrabutylammonium 

tetrafluoroborate (TBA BF4), in acetonitrile at 0.01M as an electrolyte solution. 

Adopting a similar method as Oklobia (2013) and Heeger et al. (1999) the following 

equations were used to determine the HOMO and LUMO energy levels of PBDTTT-

EFT [38], [205]. 

𝐸𝐻𝑂𝑀𝑂 = −𝑒(𝛷𝑝
𝑜𝑛 + 4.39)………………(43) 

𝐸𝐿𝑈𝑀𝑂 = −𝑒(𝛷𝑛
𝑜𝑛 + 4.39)………………(44) 

 

Where, 𝛷𝑝
𝑜𝑛 and 𝛷𝑛

𝑜𝑛 are the onset potentials of Oxidation and reduction, respectively. 
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4.10 Thin Film Thickness measurements 

The DektakXT stylus surface profiler (BRUKER, Germany) is used in measuring the 

thicknesses of thin film samples. The instrument simply measures the thickness of thin 

films by a stylus tip in contact with the sample film surface. The stylus tip-surface 

contact force is as low as 30 nN, and this is required to access a film edge as it is traced 

across the sample surface. Figure 4.29 is a screenshot of a step height profile obtained 

using the DektakXT. As the tip makes its motion across the sample surface, a trace is 

collected, and converted by the analogue/digital converter electronics to a step profile. 

The DektakXT surface profiler is capable of providing a step height repeatability of < 

0.6 µm. 

 

Figure 4.29: A measured step height profile of a thin film based on polymer/fullerene blend (Inset: a 

schematic illustration of stylus tip motion). 

 

4.11 Mobility measurement of charge carriers 

Measuring the charge carrier mobility of BHJ OSCs is an essential factor for 

determining the efficiency of the charge transport and collection within the active layer 

[143]. Improvement of charge transport properties would imply an increase in 

crystalline domains and optimised percolated pathways in the active layer for the donor 

and acceptor materials used. This would result in minimising the losses due to 

bimolecular recombination. Techniques employed for studying the transport properties 

of materials include: 

• Time of Flight (TOF) [38].  

• Photoinduced charge extraction by linearly increasing the voltage (Photo-

CELIV) [132]. 

• Space charge limited current (SCLC) model fitting [38]. 

In this project, the charge carrier mobilities were determined by fitting the current 

density-voltage characteristics (in the dark) to the SCLC model (Mott-Gurney). 

Measured step height (~ film thickness)
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This method requires devices to be fabricated as a single charge carrier device (either 

electrons or holes). As such hole or electron-only devices are fabricated in a simple 

diode structure (e.g., anode/organic layer/cathode). Figure 4.30 illustrates the device 

architecture for a single charge carrier devices from which charge carrier mobilities 

were determined. 

 

Figure 4.30: Example architecture configuration for a single charge carrier device, (a) 

Electron only device, (b) hole only device.  

 

The device structure of hole only and electron only devices for EFT:IC61BA, 

EFT:PC61BM and EFT:PC71BM were all identical and as follow respectively. 

• ITO \ PEDOT:PSS \ EFT:Acceptor \ Au. 

• ITO \ Cs2CO3 \ EFT:Acceptor \ calcium \ Al. 

Each device/sample was tested using a SMU very similar to I-V characteristic 

methods, however the bias voltage range was in two stages, stage 1: 0-1 V with 

resolution of 0.05V. and 1-8V with resolution of 0.1V. The analysis of the collected 

data was fully explained in Chapter 2, section 2.3.2. 

4.12 Summary 

In this chapter, experimental procedures, operation, and setup of the equipment’s used 

for fabricating and characterising OSC (devices and thin films) were briefly described. 

Experimental procedures such as device architecture, sample preparation and sample 

fabrication details for each set of samples was discussed exclusively. DC and AC 

characterisation methods of OSC devices were discussed and their importance for 

device performance extraction was described. Optical and structural characteristic 

methods were also discussed and its importance on revealing self-organisation and 

nanostructure formation of materials within the thin film has been highlighted. The 

importance of in-plane and out-of-plane in GIXRD was highlighted and correct miller 

indices plane assignment was identified. 
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Chapter 5 - Results & Discussions 

C H A P T E R   5 

Results & Discussions 

 

 

 

 

 

 

 

 

 

 

 

 

5.1 Introduction 

In this chapter, all the experimental data obtained for this research are presented and 

discussed. The sample preparation was previously discussed in Chapter 4, section 

4.2.3. The results collected from the experiments are categorised into two sections. 

Section 5.2, investigates the material characteristics such as potentio-dynamic 

electrochemistry measurements (cyclic voltammetry), optical absorption, 

photoluminescence, Raman spectroscopy, molecular structuring (GIXRD) and 

Topography mapping (AFM). Section 5.3, will investigate device enhancement routes 

by applying numerous methods and techniques to optimise the device performance of 

OSC based on PBDTTT-EFT polymer. Methods such as film thickness optimisation, 

thermal annealing, solution ageing, concentration, drying techniques, solvent 

additives, surface washing, co-solvents, different D:A blend ratios and use of different 

fullerene acceptor materials are also presented.  
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5.2 Thin Film Material characteristics 

In this section, pristine PBDTTT-EFT and fullerene derivative acceptor materials 

(PC71BM, PC61BM and IC61BA) are investigated for their material characteristics. The 

optical absorption and Photoluminescence spectroscopy are also performed for blends 

of PBDTTT-EFT with different acceptor materials with D:A blend ratio of 1:2 

respectively. The reason for the use of 1:2 blending ratio of D:A will be later explained 

in section 5.3.9.  

5.2.1 Cyclic voltammetry 

The highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 

orbital (LUMO) levels of PBDTTT-EFT polymer in this research have been 

determined from electrochemistry methods. Agilent 5500 SPM workstation equipped 

with electrochemistry unit was used to perform the measurements in this section. The 

details of the cyclic voltammetry measurement and setup were previously discussed in 

Chapter 4, section 4.9.  It was essential to obtain the HOMO and LUMO of PBDTTT-

EFT material since at the time very few details were provided about these parameters. 

However, the HOMO and LUMO of acceptor materials, PC71BM, PC61BM and 

IC61BA have already been provided by the manufacturer as well as reports in the 

literature. The electrochemical reduction-oxidation potentials of PBDTTT-EFT is 

presented in Figure 5.1, and the obtained HOMO and LUMO levels are presented in 

Table 5.1. 

 

Figure 5.1: Cyclic voltammograms of pristine PBDTTT-EFT: (a) Oxidation potential of pristine 

PBDTTT-EFT, (b) Reduction potential of pristine PBDTTT-EFT. 
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Table 5.1: HOMO and LUMO parameters of materials. 

Material 
HOMO 

(eV) 

LUMO 

(eV) 

Eg (eV)  

[HOME – LUMO] 

PBDTTT-EFT -5.01 -3.44 -1.57 

PC71BM -6.05 -4.00 - 

PC61BM -6.10 -3.90 - 

IC61BA -5.90 -3.67 - 

 

The obtained HOMO and LUMO for PBDTTT-EFT and its calculated energy bandgap 

(Eg), corresponds well with what has been previously reported [42], [127], [130], 

[206]. The HOMO and LUMO levels of PC71BM, PC61BM and IC61BA are taken from 

the manufacturer and reported literature [207]–[209]. 

 

5.2.2 Optical absorption 

Optical absorption characteristics of the thin films can be extracted from their UV-Vis 

Spectrum. From which the optical energy band gap of PBDTTT-EFT is also calculated 

to be compared with the energy band gap obtained from electrochemistry experiment.  

The optical energy band gap (𝐸𝑔
𝑂𝑝𝑡

) can be calculated using Plank’s equation: 

𝐸𝑔
𝑜𝑝𝑡 (𝑒𝑉) =  

ℎ. 𝑐

𝜆𝑜𝑛
……………(7) 

where, h is Plank's constant, c is the speed of light in a vacuum, and λon is the on-set 

wavelength obtained from the UV-Vis Spectrum. Optical absorbance spectrum of 

pristine PBDTTT-EFT, PC71BM, PC61BM, IC61BA and spectral irradiance of 1.5 

AMG (Air mass global) are presented in Figure 5.2. 
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Figure 5.2: UV-Vis spectra of pristine PBDTTT-EFT, PC71BM, PC61BM, IC61BA, and 1.5 AMG 

spectral irradiance. 

 

The 1.5 AMG spectra irradiance is standardised by ‘American Society for Testing and 

Materials’ (ASTM) G-173 [210], [211]. This is the irradiance supplied by the solar 

simulator used throughout this project. As it can be seen from (ASTM-G173) 

spectrum, the irradiance power peaks around 450 – 500 nm and slowly decreases as 

the wavelength increases.  

Therefore, to harvest most of this energy, the absorbance of an ideal donor material 

should cover regions of 450 – 800 nm. Since the solar simulator output irradiance is in 

the region of 300 – 900 nm any photocurrent generation analysis on the absorption 

spectrum has to be done for ≥300 nm. Figure 5.3 shows the absorption profile of 

pristine PBDTTT-EFT thin film with its two main peaks identified at 700 and 635 nm 

associated with backbone conjugation length and π-π stacking [212], [213]. It was also 

observed that the onset point of absorption is about 782 nm, which corresponds to 1.57 

eV using Plank’s equation. Figure 5.4 illustrates the optical absorption for blend of 

PBDTTT-EFT polymer with different acceptor materials.  
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Figure 5.3: UV-Vis Spectrum of PBDTTT-EFT, illustrating its estimated optical absorption onset 

wavelength and its primary peak identifications.  

 

 
Figure 5.4: UV-Vis spectra of PBDTTT-EFT blended with PC71BM, PC61BM and IC61BA. 

 

As can be seen, the overall absorption area under EFT: PC71BM spectrum is the highest 

compared to the other samples. This is due to the fact the PC71BM has higher 

absorption 300 – 700 nm compared to PC61BM and IC61BA. It is also interesting to 

note that the peaks associated with PBDTTT-EFT at 635nm and 700nm have not 

shifted much, but their intensity is reduced depending on the acceptor material used. 

Thin film samples fabricated from EFT: IC61BA show the least reduction in the peak 

intensities at 635 and 700 nm suggesting that IC61BA had the least impact on the 

PBDTTT-EFT molecules backbone conjugation length and π-π structure. However, 

PC71BM has had the most impact on the backbone structure of PBDTTT-EFT 

molecules. These observations and suggestions are discussed in detail in section 

5.3.10, and crystallography data elucidate these suggestions. 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

300 350 400 450 500 550 600 650 700 750 800 850 900

A
b

s
. 
(a

.u
.)

Wavelength (nm)

PBDTTT-EFT

782 nm

700 nm

635 nm



 

 

88 

 

  

5.2.3 Photoluminescence 

In this section, PL spectra of the pristine materials, as well as their blend, were 

collected and characterised. The PL spectra were collected using a monochromatic 

excitation laser of 514 nm for surface probing. The spectra for pristine and their blend 

are illustrated in Figures 5.5 and 5.6. The process of PL spectroscopy was previously 

explained in Chapter 4, section 4.5. 

 

Figure 5.5: PL spectra of pristine PBDTTT-EFT, PC71BM, PC61BM, and IC61BA under 514 nm 

excitation laser. 

 

From Figure 5.5, it can be observed that the PL spectrum of PBDTTT-EFT has the 

highest PL count compared to the acceptor materials. This is expected since PBDTTT-

EFT as the donor material is the absorbing layer. Photoluminescence phenomena 

occurs from recombination of generated excitons which do not dissociate. If the 

generated excitons are not dissociated, they will recombine and lead to a rise in the PL 

count. The PL spectrum profile of individual materials can be used to identify and 

characterise them. The spectrum profile of pristine PBDTTT-EFT has a broad peak 

with a flat PL emission in the region of 770 – 800 nm. On the contrary, PL spectrum 

profile of the fullerene derivative acceptor materials all shows a peak and a hump.  

For PC71BM peak and hump around 713 nm and 775 nm respectively, PC61BM 

peak and hump around 737 nm and 815 nm and IC61BA with a peak and hump around 

742 and 827 nm respectively. Apart from the difference between the peak and hump 

position of each individual acceptor material, the PL emission levels are also different; 

With PC71BM having the highest PL count amongst the three samples. This 

observation can be related to the fact that PC71BM has the highest absorption amongst 
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the three acceptor materials at 514 nm wavelength, as is evident in Figure 5.4. To 

understand the impact of D:A blend and its importance for charge dissociation, the PL 

spectra profile for blends of PBDTTT-EFT with PC71BM, PC61BM and IC61BA are 

collected and presented in Figure 5.6. 

 

Figure 5.6: Normalised PL spectrum of pristine PBDTTT-EFT, PC71BM, PC61BM, IC61BA and the PL 

intensity of (a) PBDTTT-EFT: PC71BM, (b) PBDTTT-EFT: PC61BM, (c) PBDTTT-EFT: IC61BA.  
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The PL spectrum intensity of the pristine material is normalised in order to see the line 

profile overlap between the blend and pristine thin films. From all the blended PL 

spectra it can be seen that the PL count is reduced compared to their pristine films. 

Blend of PBDTTT-EFT: PC61BM shows the most quenched PL spectrum profile 

amongst the three samples followed closely by PBDTTT-EFT: PC71BM, suggesting a 

good donor/acceptor interface. However, PBDTTT-EFT: IC61BA has not quenched as 

much, which could indicate that the donor/acceptor interface is not as good as the other 

samples.  

When looking at the PL emission profile line of each blended thin film, it is noticed 

that PBDTTT-EFT: PC61BM sample shows the most similarity to pristine PC61BM 

emission profile (see Figure 5.6b). On the contrary, the spectrum profile of PBDTTT-

EFT: IC61BA sample shows similarity to pristine PBDTTT-EFT emission profile (see 

Figure 5.6c). However, the PL spectrum profile of PBDTTT-EFT: PC71BM sample is 

in-between pristine PC71BM and PBDTTT-EFT emission profiles with a flat region 

(720 – 770 nm) similar to pristine PBDTTT-EFT (see Figure 5.6a). Since PL 

spectroscopy is a surface probing technique, these observations suggest that PBDTTT-

EFT: PC61BM samples tend to have more of PC61BM molecules present on the thin 

film surface. In contrast the PL spectrum profile of PBDTTT-EFT: IC61BA samples it 

is suggested that there is more of PBDTTT-EFT molecules on the fabricated thin film 

surface; and the spectrum profile of PBDTTT-EFT: PC71BM samples suggests that 

there is a balanced mixture of both PC71BM and PBDTTT-EFT molecules on the thin 

film surface.  

 

5.2.4 Raman Spectroscopy 

In this section, the Raman spectra of each pristine material are investigated and 

characterised. It is important to note that in Raman spectroscopy the excitation laser 

and the laser intensity applied would have an impact on the collected results. In an 

ideal case, the material is analysed under resonant Raman spectroscopy. The simple 

definition of resonant Raman spectroscopy would mean that the excitation laser used 

for Raman spectroscopy should match with the maximum absorption of the material 

[214]–[216]. For example, PBDTTT-EFT has a maximum optical absorption peaking 

at 700 nm (see Figure 5.3); therefore, to obtain Raman data under resonant condition 
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an excitation laser with a wavelength of 700 nm should be employed. Unfortunately, 

the Raman microscope used for this project is only equipped with two sets of 

monochromatic excitation lasers of 514 nm and 785 nm. Figure 5.7 illustrates the 

position of the employed excitation lasers with respect to the materials absorbance 

spectrum. 

 

Figure 5.7: UV-Vis spectra of pristine materials with Raman excitation laser wavelengths indication. 

 

As is evident in Figure 5.7, when using 785 nm excitation laser, only PBDTTT-EFT 

molecules would be excited (high laser power must be used), and the acceptor 

materials should not show any profile. However, if a 514 nm laser is used, both donor 

and acceptor materials should produce a Raman spectrum profile. It is important to 

note that the absorbance of PC71BM at 514 nm is higher than PBDTTT-EFT, and this 

could have an impact when Raman spectrum of D:A blends are collected under the 

514nm laser. The Raman spectrum of pristine PBDTTT-EFT collected under 514 nm, 

and 785 nm excitation laser is illustrated in Figure 5.8. 
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Figure 5.8: Raman spectrum of pristine PBDTTT-EFT under laser excitation wavelength of 514 nm (a) 

and 785 nm (b), with inset: PBDTTT-EFT molecular structure with bond vibrations numbered 

accordingly to the peaks in the spectrum profile. 

 

As can be seen, PBDTTT-EFT has a unique “fingerprint” for both excitation 

wavelengths. It should be noted that when the excitation laser of 785 nm was used, the 

laser power intensity needed to be increased in order to obtain a spectrum. This is due 

to the fact that the absorption of PBDTTT-EFT at 785 nm is very low, therefore 

stronger laser intensity is required in comparison to 514 nm laser. The Raman peaks 

are assigned using numeric and colour coding system (P1 – P4). Using Raman 

vibration mode handbooks, the peaks were assigned to the nature of their chemical 

bonds, which are listed below [49], [217]: 

 

• P1 at ~ 1440 cm-1 C=C stretching mode of thiophenes attached to BDT unit 

as a side chain (Purple). 
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• P2 at ~1462 cm-1 C=C stretching mode of the thiophenes fused to the benzene 

ring in the BDT unit (Blue). 

• P3 at ~1490 cm-1 C=C stretching mode of (Blue) coupled to (Red) non-

fluorinated thiophene in the TT unit. 

• P4 at ~1530 cm-1 quadrant stretching mode of the Benzene ring in BDT 

(Green) coupled to the C=C stretching mode of the fluorinated thiophene in the 

TT unit (Orange). 

 

Similarly, Raman spectra of fullerene derivative acceptor materials were collected for 

using both 514 nm and 785 nm excitation lasers and presented in Figure 5.9. However, 

as it can be seen from Figure 5.9b, there is no ‘fingerprint’ spectrum for any of the 

acceptor materials when a 785 nm laser is employed. This is because these materials 

do not absorb any energy at 785 nm wavelength, and therefore, they are not Raman 

active under 785 nm excitation laser. The main peak(s) observed for the pristine 

PC71BM, PC61BM and IC61BA under 514 nm excitation laser are assigned as follow: 

 

• PC71BM peak at ~ 1570 cm-1 assigned to anti-symmetric C=C stretching mode 

[213], [218]–[220]. 

• PC61BM peak at ~ 1460 cm-1 assigned to symmetric C=C stretching mode 

[221], [222].  

• ICBA peak at ~ 1460 cm-1 assigned to symmetric C=C stretching mode [216], 

[221], [223]. 
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Figure 5.9: Raman spectra of pristine PC71BM, PC61BM, and IC61BA under (a) 514 nm excitation laser, 

(b) 785 nm excitation laser, inset: 2D molecular structure of the acceptor materials. 

 

5.2.5 Molecular structure (GIXRD) 

OOP GIXRD diffractograms of pristine materials were collected by fabricating a thin 

film of pristine material from a solution of 10 mg mL-1 onto a quartz substrate to give 

a film thickness of ~100 nm. To find the best incident angle of the X-ray beam, 

PC71BM, which is a well-known material, was chosen as a pilot study. The different 

incident angle of the X-ray beam was applied to the thin film sample, and the obtained 

diffractograms are presented in Figure 5.10. 
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Figure 5.10: OOP GIXRD diffractograms of pristine PC71BM film coated onto a quartz substrate, with 

the different incident angle of the X-ray beam. 

 

As it can be seen from Figure 5.10, the best incident angle is at 0.04o. Based on this 

observation, all of the OOP GIXRD diffractograms collected in this project will have 

an X-ray incident angle of 0.04o. Since the prepared samples are fabricated onto the 

quartz substrate, OOP GIXRD of the clean quartz substrate is also collected at an 

incident angle of 0.04o. The obtained diffractograms for the clean quartz substrate and 

pristine PC71BM film coated onto the quartz substrate, are illustrated in Figure 5.11. 

 

 

Figure 5.11: OOP GIXRD diffractograms of pristine PC71BM film coated onto quartz substrate and 

clean quartz substrate at an incident angle of 0.04o. 
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By subtracting the diffractogram profile of the PC71BM thin film coated onto the 

substrate from the profile of clean quartz substrate; just the profile of PC71BM can be 

obtained. This is illustrated in Figure 5.12. 

 

Figure 5.12: OOP GIXRD of the pristine PC71BM thin film after background removal of the quartz 

substrate. 

 

As it can be seen from Figure 5.12, the remaining diffractogram profile is purely the 

profile of the fabricated thin film, in this case thin film of pristine PC71BM. The profile 

of the clean quartz substrate was added to the computer software used for GIXRD data 

acquisition, so all the obtained OOP GIXRD diffractogram profiles will be presented 

after subtraction of this profile. Computer-based software models were also used to 

provide the tools necessary to do a ‘curve-fit’ on the collected diffractogram profiles. 

Gaussian and Lorentzian curve fit methods were employed to generate a computer 

model of each diffractogram profile with the best curve-fit match. These computer-

generated models, as well as the diffractogram data for pristine materials, are presented 

in the Figures 5.13 & 5.14. 

 

Figure 5.13: OOP GIXRD diffractogram of pristine PBDTTT-EFT films and its corresponding 

computer-generated a curve fit for the d010 plane. 
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Figure 5.14, illustrates the thin film diffractogram profile of pristine PBDTTT-EFT 

and the computer generated a curve fit corresponding to its d010 plane, indicating that 

PBDTTT-EFT is predominantly in a Face-on orientation [40], [42]. Similarly, 

diffractograms and curve fits of pristine acceptor materials are illustrated in Figure 

5.14. 

 

Figure 5.14: OOP GIXRD diffractogram of pristine acceptor material films and their corresponding 

computer generated curve fit (a) PC71BM with its individual planes, (b) PC61BM with its individual 

planes, (c) IC61BA with its individual planes. 

 

Table 5.2 presents the parameters extracted from computer-generated profiles, 

matching the collected diffractograms. The planes assigned for each material has been 

previously reported in the literature [40], [193], [195], [224]–[227]. 
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Table 5.2: OOP GIXRD parameters extracted from the computer-generated curve-fits for pristine 

materials. 

Material Plane 2θ (o) d (�̇�) FWHM (o) Lc (�̇�) 
Intensity 

(a.u.) 

PDBTTT-EFT d010 22.69 3.91 5.65 14.34 1955.5 

PC71BM 

d100 8.30 10.64 5.03 15.83 466.8 

d200 18.49 4.79 4.42 18.20 240.6 

d220 28.55 3.12 9.30 8.81 89.3 

PC61BM 

d100 7.81 11.31 5.21 15.28 346.0 

d200 19.53 4.54 4.65 17.33 183.6 

d220 30.25  2.95 9.32 8.83  40.8 

IC61BA 

d100 7.85 11.25 5.15 15.46 460.9 

d200 18.78 4.72 5.61 14.35 104.9 

d220 29.54  3.02 6.55 12.54  47.3 

 

In the OOP mode, only the d010 plane can be observed for PBDTTT-EFT, which is 

assigned to the π-π stacking / Face-on orientation of the polymer [40]. The d-spacing 

between the molecules is calculated using Bragg’s Law, and it is measured in angstrom 

(�̇�), similarly, the coherence length (average crystal/grain size) is calculated using 

Scherrer’s equation (Equation 41). The intensity values are correlated to the overall 

number of molecules in the selected plane [49], [50]. Figure 5.15 illustrates a 

schematic diagram in which the intensity is used as an indication of total molecules in 

a selected plane. 

 

Figure 5.15: Schematic diagram of the d200 plane for pristine acceptor materials, illustrating the 

correlation of GIXRD intensity and the overall number of molecules in that plane. 

 

The d200 plane for fullerene derivative materials is assigned as a measure of the vertical 

molecule segregation [49], [50]. As can be seen from the data in Table 5.2 and Figure 

5.15, as the intensity associated with the d200 plane is increased, the number of acceptor 

molecules stacked in vertical direction would also increase. Therefore, by analysing 
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this parameter, important information about the nanostructure of each acceptor 

material can be obtained. 

 

Figure 5.16: Extracted d200 curves from the computer-generated a fit model for different pristine 

acceptor materials, with intensity parameter as an inset. 

 

As it can be seen from the data presented as the inset of Figure 5.16, PC71BM has the 

highest vertical stacking/segregation along the d200 plane, followed by PC61BM and 

IC61BA. 

5.3 Device Performance Enhancement 

In this section, organic solar cell devices based on PBDTTT-EFT polymer are 

fabricated using various methods and techniques to enhance device performance. An 

overview of the different techniques/experimental studies applied, are shown as a flow 

chart diagram in Figure 5.17. Experimental studies 1 – 8 are the initial pilot studies to 

optimise sample / device preparation. Experiments 9 and 10 are more in-depth studies 

which are the main focus of this PhD thesis. The full detail of each experiment will be 

later discussed. 

 

 

Figure 5.17: Schematic workflow diagram of experiments performed to identify the most optimised 

device generating the highest PCE. 
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5.3.1 Active Layer Film Thickness 

The film thickness of the active layer for organic solar cell fabrication is an important 

parameter which needs to be tuned to obtain efficient charge dissociation and transport 

[53], [142]. The tuned film thickness is dependant on the materials used to form a D:A 

blend for the active layer. Therefore, a series of devices with different active layer film 

thickness were fabricated and tested to determine the optimum thickness. The sample 

preparation and fabrication procedures were previously discussed in Chapter 4, section 

4.2. Different active layer film thickness was achieved by varying the spin-coating 

speed, and it was determined using the stylis profile meter. Table 5.3 presented the 

film thickness obtained for variable spin speeds. Each sample cooperates three devices 

and their averaged J-V characteristics under illumination are presented in Figure 5.18. 

 
Table 5.3: Spin coating speeds corresponding to film thickness for a fixed period of time. 

Spin speed 

(RPM) 

Spin time 

(s) 

Thickness 

(nm) 

400 16 135 

500 16 110 

600 16 98 

700 16 85 

900 16 70 

 

 

Figure 5.18: PBDTTT-EFT: PC71BM J-V characteristics of averaged OSC devices of samples with 

different film thickness.  

 

As can be seen from the J-V curves in Figure 5.18, the current density increases with 

a decrease in the active layer film thickness up to 98 nm. Any further reduction of the 

film thickness will also reduce the current density generated from the devices. In order 
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to understand the impact of active layer film thickness on the device performance, DC 

electrical parameters are extracted from the J-V curves and are presented in Table 5.4. 

Table 5.4: Electrical parameters extracted from averaged J-V curves for samples with different active 

layer film thickness.   

Thickness 

(nm) 

Jsc  Voc  

FF PCE (%) 

Rs   Rsh 

(mA cm-2) (V) (Ω cm2) (Ω cm2) 

135 12.91 0.78 0.50 5.03 16.70 252.66 

110 15.29 0.79 0.48 5.84 19.68 366.44 

98 16.34 0.78 0.51 6.41 19.63 470.15 

85 14.17 0.78 0.48 5.33 23.57 419.87 

70 11.59 0.78 0.56 5.08 15.04 719.96 

 

As is evident from Table 5.4, the Jsc value increases as active layer film thickness 

decreases and reaches a maximum point at a film thickness of 98 nm. By further 

reducing the film thickness, Jsc value will also. In contrast, Voc does not vary as the 

film thickness changes, indicating that the Voc parameter is independent of this 

variation. However, the FF parameter is highest for devices with an active layer of 70 

nm, suggesting that these devices provide good charge dissociation and transport as it 

can also be seen from the series (Rs) and shunt (Rsh) resistance values. Although the 

optimum FF value is for devices with an active layer of 70 nm, their PCEs are not. 

Instead, PCE follows the same trend as Jsc, with the highest PCE of 6.41 % for devices 

with an active layer film thickness of 98 nm. Therefore, from this study, it can be 

concluded that the most optimised device performance, are devices with an active layer 

film thickness of ~100 nm. 

 

5.3.2 Post-thermal Annealing 

It has been reported in the literature that post-thermal annealing technique enhances 

the performance of organic solar cells based on P3HT: PC61BM [38].  Therefore, the 

impact of post-thermal annealing is investigated for OSC devices with an active layer 

of PBDTTT-EFT: PC71BM. Fabricated devices were exposed to different post thermal 

annealing ranging from 50o – 150oC for a period of 10 min at steps of 25oC and after 

each step, their I-V characteristics under 1 sun illumination were collected. The initial 

test was for room temperature (25oC). The averaged J-V characteristic curves are 
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illustrated in Figure 5.19, and their extracted DC electrical parameters are presented in 

Table 5.5. 

 

Figure 5.19: J-V characteristics of averaged OSC devices of PBDTTT-EFT: PC71BM for post thermal 

annealing from 25oC – 150oC in steps of 25oC (10 min at each step). 

 

Table 5.5: Electrical characteristic parameters extracted from averaged J-V curves for post thermal 

annealing ranging from 25oC – 150oC in steps of 25oC.   

Temperature  Jsc  Voc  
FF 

PCE  Rs Rsh 

(oC) (mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

25 16.34 0.78 0.51 6.41 19.62 470.05 

50 14.92 0.78 0.45 5.24 25.41 227.06 

75 13.50 0.79 0.38 4.08 35.45 128.90 

100 13.46 0.78 0.32 3.36 76.76 104.77 

125 13.13 0.78 0.24 2.42 201.07 69.27 

150 11.12 0.77 0.21 1.82 346.37 67.78 

 

As can be seen in Figure 5.19, upon applying heat to the sample, the Jsc value starts to 

decrease, and it continues to decrease as the temperature of post-thermal annealing 

increases. It can also be seen that beyond 50oC, the J-V profile curve starts to form an 

S-shape, and it gets more profound at higher temperatures. As is evident from the data 

in Table 5.5, Jsc and FF are reduced significantly as the devices are exposed to thermal 

annealing. Jsc seems to negatively saturate between 75 – 125oC and further decrease 

significantly above 125oC. From Figure 5.19, the formation of S-shape can be 

observed on the J-V characteristic curves for temperatures >100oC. Although Oklobia. 

O, et al. [60] reported that post thermal annealing as a technique would enhance the 

device performance of P3HT: PC61BM at 150oC, the formation of S-shape has also 

been observed when devices were annealed above 200oC.  
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It has been suggested that the formation of S-shape in J-V characteristic curve could 

rise from poor interface between the active layer surface and the cathode as a result of 

acceptor material aggregation [228]–[230]. 

From the reported studies on post thermal annealing, formation of PC71BM 

molecular aggregation was detected from the optical absorption spectrum of the 

annealed samples, by associating the reduction in the absorption intensity of the PCBM 

region (200-300 nm) [231]. Using similar method as suggested in the literature, optical 

absorption of thermally annealed samples for blend of PBDTTT-EFT: PC71BM were 

collected and illustrated in Figure 5.20. 

 

Figure 5.20: UV-Vis spectra of PBDTTT-EFT: PC71BM upon post thermal annealing from 25 – 150oC 

in steps of 25oC, [inset: indicating the reduction of Abs. in the PC71BM region (200 – 260 nm)]. 

 

As can be seen from Figure 5.20 inset, the absorption intensity in the region of 200 – 

300 nm, associated with PC71BM is reducing upon thermal annealing above >100oC. 

Suggesting the formation of PC71BM cluster above 100oC, which matches with the 

initiation of S-shape formation of J-V curves in Figure 5.19. These observations are in 

good agreement with reported literature for fullerene derivative molecules undergoing 

post thermal annealing [38], [60], [83], [175].  

From these observations it can be suggested that upon post thermal annealing of 

PBDTTT-EFT: PC71BM devices, the PC71BM molecules initiate a cluster formation 

and aggregate; leading to poor D:A interface which impacts the charge dissociation 

and transport. The shunt resistance (Rsh) is associated with the leakage current of the 

device; therefore, the reduction observed in this parameter is evidence of poor charge 

transport and collection (Table 5.5). Similarly FF and Rs parameters are also 

decreasing upon annealing, indicating that poor D:A interface and charge extraction 
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takes place for annealed devices. Therefore, post-thermal annealing has shown 

negative results in enhancing the device performance, and this method will not be 

further investigated nor used in this PhD project. 

 

5.3.3 Solution Ageing 

In this study, the impact of elapsed time from making an active blend solution of 

PBDTTT-EFT: PC71BM on device performance is investigated. This experiment is 

referred to as ‘Solution Ageing’ in this work. Three samples (24hrs, 48hrs and 72hrs) 

are prepared to investigate the impact of blending time after mixing PBDTTT-EFT 

with PC71BM on the device performance. Until now, the solution ageing time has been 

24hrs. The averaged J-V characteristic curves are illustrated in Figure 5.21, and their 

corresponding extracted electrical parameters are presented in Table 5.6. 

 

Figure 5.21: J-V characteristics of averaged PBDTTT-EFT: PC71BM, indicating elapsed time for a 

blended active solution since it was made. 

 

Table 5.6: Electrical characteristic parameters extracted from averaged J-V curves for different active 

solution ageing. 

Blending 

Time  

Jsc  Voc 
FF 

PCE Rs Rsh 

(mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

24hrs 16.62 0.79 0.49 6.42 17.46 404.66 

48hrs 17.03 0.79 0.53 7.17 10.36 357.88 

72hrs 16.52 0.78 0.55 7.10 11.18 398.63 

 

As is evident from Table 5.6, devices which had to been fabricated from samples of 

48hrs ageing, show the best performance with improved PCE of 7.17 %. There is not 
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much of a difference in performance enhancement (PCE) between 48hrs and 72hrs 

aged solutions.  

The improvement of device performance for 48hrs and 72hrs aged solutions 

compared to 24hrs is believed to be as a result of better dissolving of the materials in 

the solvent. From the extracted electrical parameters presented in Table 5.6, it is 

evident that the FF parameter is improving as the solution is aged. This suggests that 

the PBDTTT-EFT and PC71BM molecules are well dissolving and intermixing. 

However, Jsc parameters peak for samples that are aged 48hrs, after which, start to 

deteriorate. This is believed to be due to the breakdown of PBDTTT-EFT molecule’s 

conjugation length. The relationship between the conjugation length and Jsc for 

PBDTTT-EFT molecules has been reported in the literature [232]. Therefore, all the 

solution samples prepared from this study onwards will all be aged between 48hrs – 

72hrs prior to being used for fabrication. 

 

5.3.4 Solution Concentration 

In this study, the impact of active solution concentration is investigated. All the OSC 

devices fabricated up to this study, were based on a concentration of 15 mg mL-1. 

Therefore, it is crucial to find the optimum active solution concentration to possibly 

maximise the PCE of the OSC devices. Three different active solution concentrations 

are prepared to be investigated; 15mg mL-1, 25mg mL-1 and 35mg mL-1. The collected 

average J-V characteristics curves are illustrated in Figure 5.22, and the extracted 

electrical parameters are presented in Table 5.7. 

 

Figure 5.22: J-V characteristics of PBDTTT-EFT: PC71BM with different active solution concentration. 
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Table 5.7: Electrical characteristic parameters extracted from averaged J-V curves for different active 

solution concentrations. 

Concentration Jsc  Voc 
FF 

PCE Rs Rsh 

(mg mL-1) (mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

15 16.78 0.79 0.54 7.13 11.81 395.86 

25 18.16 0.79 0.53 7.49 9.89 253.51 

35 18.72 0.79 0.43 6.30 21.15 328.57 

 

As can be seen from Figure 5.22, upon increasing the concentration of the active 

solution, the current density (Jsc) also increases accordingly. However, the curve 

profile shape starts to deviate from an ideal I-V characteristic curve. Electrical 

parameters presented in Table 5.7, confirms the observation made on the increase of 

Jsc value upon increasing the concentration of the active solution. This is due to an 

increase in the amount of donor and acceptor material present in the active layer.  

Therefore, the higher the concentration, the more PBDTTT-EFT molecules, the 

higher the Jsc. However, the FF parameter does not follow the same trend, and it starts 

to decrease, resulting in a seesaw action with Jsc, which impacts the PCE. Reduction 

trend of FF parameter is believed to be due to the oversaturation of the sample as the 

concentration gets higher, and the dissolvability of the D/A material becomes more 

challenging at higher concentrations; leading to larger separated phase domains. For 

solutions with 25mg mL-1, the increase in Jsc parameter compensates the reduction in 

FF, resulting in an overall device performance enhancement. Therefore, from this case 

study it can be concluded that the concentration of 25 mg mL-1 is the most optimised 

concentration which will be used from now on in this PhD project. 

 

5.3.5 Active layer drying technique 

The structural formation of molecules within the active layer after fabrication would 

play an essential role in the overall performance of OSC devices. The solidification of 

the wet spin-cast film will directly govern the morphological and nanoscale domains 

within the active layer. Therefore, determining the optimum technique for drying the 

active layer is essential in device optimisation. In this study, the wet fabricated active 

layer will undergo different drying techniques to identify the most optimised technique 
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for PCE enhancement. Three setups have been designed to find the optimum technique 

for drying the active layer: 

 

1. Natural drying under a N2 environment for 30 min. (Currently employed). 

2. Solvent vapour annealing (SVA) using ODCB for 5 min, prior to natural drying 

(N2 for 30 min.). 

3. Rapid drying of the wet film by placing the spin-cast film under vacuum 

pressure at -100 kPa for 5 min. 

 

The experiment setup for each technique is illustrated a schematic diagram in Figure 

5.23. 

 

Figure 5.23: Schematic diagram of different active layer drying techniques: (1) Natural drying under 

N2 environment for 30 min., (2) SVA under ODCB solvent (Blue lines) for 5 min. in closed chamber, 

(3) Rapid drying under a vacuum pressure of -100 kPa for 5 min. in a vacuum chamber. 

 

Samples are dried accordingly (1 – 3) and then transferred into a thermal vacuum 

chamber for electrode deposition. The collected averaged J-V characteristic curves 

under illumination are illustrated in Figure 5.24, and their extracted electrical 

parameters are presented in Table 5.8. 

 

Figure 5.24: J-V characteristics of PBDTTT-EFT: PC71BM devices with different drying techniques of 

the active layer. 
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Table 5.8: Electrical parameters extracted from averaged J-V curves for different active layer drying 

technique. 

Drying  Jsc Voc 
FF 

PCE Rs Rsh 

Technique (mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

SVA 17.52 0.79 0.50 6.92 12.99 310.82 

N2 18.34 0.79 0.52 7.56 10.82 251.91 

Vacuum 18.67 0.79 0.53 7.69 10.23 304.96 

 

As can be seen from Figure 5.24 and the extracted electrical parameters in Table 5.8, 

the performance of OSC devices is enhanced as the drying time of wet active layer is 

reduced, with vacuum drying technique achieving the highest PCE of 7.69 %. In order 

to determine the reason for this behaviour, the optical absorption spectrum of each 

sample is collected and illustrated in Figure 5.25. 

 

Figure 5.25: UV-Vis spectra of PBDTTT-EFT: PC71BM active layer fabricated via different drying 

technique: SVA, N2, Vacuum; Insets: PC71BM region indicating a reduction of absorption, and 

PBDTTT-EFT region indicating a reduction of absorption. 

 

It is well known that the optimised phase separation of donor/acceptor molecules is 

essential in charge dissociation and transport [32]. Numerous studies on 

polymer/fullerene OSCs suggest that optimal aggregated phase domain sizes for both 

donor and acceptor should be in regions tens of nanometers [233]–[238]. Therefore, it 

is crucial for an OSC system to be optimised with the best possible Nano-phase 

domain. From the absorption profiles, as the drying time is reduced the absorption of 

both PBDTTT-EFT and PC71BM regions also decrease, suggesting that rapid drying 

of the active layer causes the molecules to crystallise and have a better phase-separated 

domain. Similar observations have been previously made for BDT-based polymers 
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(PBDTTT-C-T) [239]. From the crystallographic data reported in the literature, it has 

been suggested that PBDTTT-EFT and PC71BM molecules aggregate and form their 

optimal conformation during the solvent evaporation process in thin films due to 

thermodynamic effects [240].  

Therefore, the longer the active layer thin film is kept wet, the more chance donor 

and acceptor material will have to relax and unwind and lose their level of crystallinity. 

Also, the aggregation of fullerene acceptor materials  to a degree has been proven to 

be beneficial for improving the device performance of OSCs [175], [231]. Therefore, 

from this study, it can be concluded that rapid drying of the active layer film under 

vacuum will lead to enhanced device performance, believed to be due to the formation 

better D:A phase domain as a result of tuned PC71BM aggregation and PBDTTT-EFT 

crystallisation. 

 

5.3.6 Solvent Additive 

In this study, the impact of solvent additive is investigated. Numerous studies have 

shown that by controlling the selectivity of solubility for each material within the blend 

can play an essential role in the morphology and nanostructure formation within the 

thin films [43], [241]. Solvent additive 1,8-Diiodooctane (DIO) has been used in this 

study with the conjunction of the primary solvent. Foster et al. investigated the use of 

DIO as a solvent additive and reported its impact on OSC devices with PTB7: PC71BM 

to be constructive for the enhancement of PCE [242].  

Similarly, McNeil et al. group performed this investigation on PBDTTT-EFT: 

PC71BM for ‘inverted’ solar cell structure by using 3% w:w ratio of DIO:o-DCB prior 

to device fabrication and they reported enhancement of both Jsc and FF for their devices 

[243]. In this study, similar experimental procedures to McNeil’s group was employed 

for the preparation of the active solution containing 3% w:w ratio of DIO:o-DCB. 

Upon addition of DIO to the solution, it was stirred for additional 2hrs prior to sample 

fabrication. Two sets of samples were prepared As-Cast (no additive), and DIO added. 

The averaged J-V characteristic curves under illumination are illustrated in Figure 

5.26, and their extracted electrical parameters are presented in Table 5.9. 
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Figure 5.26: Average J-V characteristics curves of PBDTTT-EFT: PC71BM blend, As-cast, and DIO 

added the active solution. 

 
Table 5.9: Electrical parameters extracted from averaged J-V curves for As-Cast and DIO added 

samples. 

Sample 
Jsc Voc 

FF 
PCE Rs Rsh 

(mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

As-cast 18.50 0.78 0.52 7.61 10.87 256.11 

+DIO 16.02 0.77 0.59 7.19 8.66 389.71 

 

As from the J-V curves Figure 5.26 and the data in Table 5.9, devices with added DIO 

shows a reduction in Jsc and Voc parameters. However, the FF value is significantly 

improved. The series and shunt resistance values indicate that there is a better charge 

transfer for devices containing a small amount of DIO [40]. Although this is beneficial, 

the trade-off between Jsc and FF has had a negative impact on the PCE of these devices, 

resulting in lower PCE of 7.19% in comparison to devices without DIO. The obtained 

results clearly show a contradiction to what was reported in literature upon employing 

DIO as an additive agent. It is important to note that in the reported literature, the 

architecture of devices fabricated was ‘inverted’ structure, and the architecture used 

throughout this project is based on a ‘conventional’ structure. Therefore, to understand 

the reason for such behaviour, the optical absorption spectrum of both samples is 

collected and illustrated in Figure 5.27. 
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Figure 5.27: UV-Vis spectra of PBDTTT-EFT: PC71BM, As-cast (red), and DIO added (blue) sample, 

Inset: illustrating that the absorbance of PC71BM region being affected upon addition of DIO. 

 

As it can be seen from Figure 5.27 inset, there is a significant change in the optical 

absorption profile and intensity of the PC71BM region with the presence of DIO 

additive compared to As-casted sample. The absorbance intensity of DIO added 

sample is remarkably increased for the PC71BM peak at ~210 nm, and its profile shape 

deviates from its As casted sample; suggesting dispersion of PC71BM molecules. 

The increase in FF parameter (see Table 5.9) also confirms the well distributed and 

intermixed PC71BM with PBDTTT-EFT molecules. Since DIO solvent additive is 

selective only to PC71BM, it will cause a dispersion of PC71BM molecules as reported 

in literature [39], [40], [177], [237], [240]. Better dispersion of the acceptor molecules 

within the blend would result in better charge dissociation. However, this could also 

mean that there are less distinct phase domains that are beneficial for charge transport 

which also impacts charge extraction and hence, loss of Jsc. In addition, it can be 

observed that in the PBDTTT-EFT region, the absorbance profile is slightly more 

profound when compared to the As-casted sample, suggesting that PBDTTT-EFT 

molecules are more crystallised [39]. Therefore, form this case study it can be 

concluded that use of DIO as a solvent additive has a negative impact on the overall 

performance of fabricated devices and will not be further investigated nor used in this 

PhD project. 
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5.3.7 Active Layer Surface Washing 

In this study, the impact of active layer surface washing with alcohol is investigated.  

It has been reported that washing the top surface of the active layer with alcohol-based 

solvents such as Methanol (CH3OH) will enhance the performance of OSC devices for 

low bandgap BDT-based polymers [244], [245]. Therefore, three samples were 

prepared for this investigation, and their preparation is as follow: 

• As-cast: Devices fabricated as standard. 

• Methanol washed: After the active layer has been vacuum dried, it’s surface 

is washed with 60 µL of Methanol (CH3OH). Methanol is dropped cast onto 

the surface while spinning at 4,000 RPM; the sample is spun at this speed 

period of 30 sec. The sample is then transferred to the thermal deposition 

chamber for deposition of Ca and Al to complete the OSC devices. 

• Ethanol washed: The washing procedure is identical to ‘Methanol’ washing, 

60 µL of Ethanol (CH3CH2OH) is drop cast onto the surface. 

The schematic of the alcohol surface washing technique is illustrated in Figure 

5.28. 

 

Figure 5.28: Schematic diagram of the active layer surface washing with selective alcohol drop-casting. 

 

The schematic in Figure 5.28, shows the drop-casting of 60 µL of alcohol onto the 

active layer surface while spinning at 4,000 RPM for 30 sec. allowing the alcohol to 

disperse on the top surface and ‘wash-off’. The averaged J-V characteristic curves for 

each sample under illumination is illustrated in Figure 5.29, and their corresponding 

extracted electrical parameters are presented in Table 5.10. 
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Figure 5.29: Averaged J-V characteristic curves for PBDTTT-EFT: PC71BM. As-cast, Methanol and 

Ethanol surface washed. 

 
Table 5.10: Electrical parameters extracted from the averaged J-V curves for As-cast, Methanol and 

Ethanol surface washed samples. 

Sample 
Jsc Voc 

FF 
PCE Rs Rsh 

(mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

As-cast 18.50 0.78 0.52 7.61 10.87 256.11 

Methanol 19.44 0.79 0.50 7.69 12.32 202.49 

Ethanol 19.98 0.79 0.50 7.90 11.99 198.08 

 

As is evident from the data presented in Table 5.10, there is a trade-off between the Jsc 

and FF parameter upon washing the top surface of the active layer with alcohol. As 

the active layer surface is washed with alcohol, the Jsc value is increased at the cost of 

a reduction in FF value. Ethanol washing has had the most impact on the enhancement 

of the PCE amongst the two selected alcohols, with averaged PCE of 7.90% and Jsc 

value of ~20 mA cm-1.  

Such behaviour has been reported by Sun Q., et al. for PBDTTT-EFT: PC71BM 

OSC devices upon soaking and washing the active layer with Methanol [244]. They 

attributed the increase of Jsc to increased vertical phase separation and migration of 

PC71BM to the top surface, which is beneficial for charge transport. Similarly, this 

phase domain segregation will cause a reduction of FF value. To confirm that the 

results obtained in this study are also telling the same story as Sun Q., et al. group, 

Optical absorption spectrum of each sample is collected and presented in Figure 5.30. 
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Figure 5.30: UV-Vis spectra of As-cast, Methanol, and Ethanol washed samples. Inset: PBDTTT-EFT 

region indicating a reduction in absorption. 

 

As it can be seen from the absorption spectrum profiles, there is a significant reduction 

of intensity in the PC71BM region, indicative of PC71BM cluster formation. In addition, 

there is also a slight reduction of intensity for Ethanol treated smaple in the PBDTTT-

EFT region (Figure 5.30 inset), which is in good agreement with reported literature 

[246]. The subsequent reduction of absorbance in the PC71BM region from As-cast to 

Ethanol washed shows a correlation with the increased Jsc values. Ethanol washed 

samples showing the highest Jsc and most cluster formed PC71BM molecules. 

The reason for the higher level of PC71BM cluster formation in ethanol washed 

samples compared to methanol, is due to the nature of these alcohols. The boiling point 

of methanol and ethanol are 64.70oC and 78.37oC, respectively [247]. Since methanol 

evaporates quicker than ethanol, it will have less time to impact on the active layer 

surface and hence, less time to interact with the PC71BM molecules to form a cluster 

and impact their phase separation. Therefore, from this case study, it can be concluded 

that surface washing of the active layer with alcohol will have a positive impact on the 

enhancement of PCE. Amongst the tested alcohols, ethanol has had the most 

significant improvement to the device performance. 

 

5.3.8 Co-solvents 

From experiences in the previous case studies of this PhD project, it was concluded 

that using a solvent additive selective to the acceptor material (PC71BM) would 

enhance the FF parameter and reduce the Jsc parameter. This was suggested to be due 
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to the dispersion of PC71BM molecules within the active layer. So far, all the existing 

solutions prepared in this project are based on a single solvent o-DCB. It has been 

reported that acceptor material PC71BM has a higher solubility in CB than o-DCB 

[248], [249]. Therefore, a new method of sample preparation is designed to use co-

solvents o-DCB:CB mixture instead of a single solvent for dissolving the active 

materials. In this study, the impact co-solvents [o-DCB:CB] mixing ratio is 

investigated on the overall device performance. The experimental setup and 

preparations are discussed in Chapter 4, section 4.2.3. The averaged J-V characteristic 

curves under illumination are illustrated in Figure 5.31 and their extracted electrical 

parameters in Table 5.11. 

 

Figure 5.31: Averaged J-V characteristic curves for PBDTTT-EFT: PC71BM samples fabricated from: 

As-cast, co-solvents [o-DCB:CB] mixture with ratios of [3:1] [2:1] and [1:1]. 

 

Table 5.11: Electrical parameters extracted from the averaged J-V curves in Figure 5.29. 

Samples Jsc Voc 
FF 

PCE Rs Rsh 

[o-DCB:CB] (mA cm-2) (V) (%) (Ω cm2) (Ω cm2) 

As-cast 19.98 0.79 0.50 7.90 11.99 198.08 

[3:1] 19.37 0.79 0.53 8.06 11.08 229.84 

[2:1] 18.29 0.79 0.55 7.93 10.87 279.86 

[1:1] 17.29 0.78 0.56 7.65 9.98 300.32 

 

From the results presented in Table 5.11, it is evident that use of co-solvent reduces Jsc 

parameter and enhances the FF. The highest obtained PCE belongs to the devices 

fabricated from co-solvent with a mixture ratio of [3:1] [o-DCB:CB] achieving 

efficiency of 8.06%. This behaviour of ‘seesaw’ action between Jsc and FF amongst 

As cast and co-solvent samples, is very similar to the study on DIO (section 5.2.6).  
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Which suggests that the use of a selective solvent (CB) for solubility of PC71BM will 

cause higher levels of PC71BM dispersion within the active layer as is evident by the 

FF values. As the presence of CB solvent increases in the solution, the higher the FF 

value gets at the cost of reduced Jsc. However, co-solvent containing only 25% CB 

[3:1] shows the most fine-tuned mixing ratio of co-solvent, were the reduction of Jsc 

and enhancement of FF had benefited the overall performance of the devices fabricated 

from this solution. Therefore, from this study, it can be concluded that the most 

optimised system for device fabrication will be the use of co-solvent of [o-DCB:CB] 

containing only 25% CB. 

 

5.3.9 Optimising Donor: Acceptor ratio 

In this section, the impact of donor: acceptor ratio within the blend is investigated. 

This is one of the most important investigations of this project as there is very little 

information on optimising the D:A blend ratio for PBDTTT-EFT: PC71BM OSCs. So 

far, all the samples prepared are at D:A ratio of 1:1.5 respectively, which is what has 

been reported in literature for BDT-based polymers blended with PC71BM (including 

PBDTTT-EFT: PC71BM) [40], [42], [181], [182], [220], [224], [250], [251]. However, 

there is minimal information as to why this blend ratio is chosen, and if it is the most 

optimised blend ratio. Therefore, this study is designed to find the most optimised D:A 

blend ratio for PBDTTT-EFT: PC71BM solar cells and provide an in-depth analysis of 

the optimisation of D:A ratio. Blend ratios [D:A] of 1:0.5, 1:1, 1:1.5, 1:2 and 1:3 are 

prepared for this investigation, and their preparation procedure is discussed in Chapter 

4, section 4.2.3. The obtained average J-V characteristic curves are illustrated in Figure 

5.32, and their extracted electrical parameters are presented in Table 5.12. 
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Figure 5.32: Averaged J-V characteristic curves for PBDTTT-EFT: PC71BM samples fabricated from 

different D:A blend ratios.  

 

Table 5.12: Electrical parameters extracted from the averaged J-V curves for different blend ratios of 

PBDTTT-EFT: PC71BM.  

D:A Ratio Jsc (mA cm-2) Voc (V) FF PCE (%) Rs (Ω cm2) Rsh (Ω cm2) 

1:0.5 6.68 0.78 0.31 1.60 46.75 158.62 

1:1 13.49 0.80 0.50 5.38 13.49 300.22 

1:1.5 19.21 0.79 0.54 8.10 9.75 336.18 

1:2 19.08 0.79 0.63 9.56 7.26 526.33 

1:3 10.13 0.77 0.41 3.25 21.38 323.25 

 

As it can be seen from the J-V characteristic curves and the extracted electrical 

parameters, as PC71BM is loaded into the blend, the performance of the fabricated 

devices improves up to D:A blend ratio of 1:2. Any further increase of PC71BM within 

the blend causes reduction of device performance and PCE. As can be seen, the Jsc is 

improving as the PC71BM content in the blend is increased, and it peaks at a blend 

ratio of 1:1.5. Although, there is a slight reduction of Jsc for 1:2 blend ratio, the 

improved FF compensates for this and devices fabricated from 1:2 blend ratio achieves 

the highest PCE of 9.56%. To gain insight to the trend of the electrical parameters 

presented in Table 5.12 and explain the trade-off between short circuit current density 

and FF for 1:1.5 and 1:2 blend ratios, PL measurements were performed on thin film 

samples fabricated with the same blend ratios. The optical absorption and PL spectra 

for each sample is illustrated in Figure 5.33. 



 

 

118 

 

  

 

Figure 5.33: (a) UV-Vis spectra profile and (b) PL spectra for PBDTTT-EFT: PC71BM at different 

blend ratios. 

 

As it can be seen from Figure 5.33a, the absorbance of PBDTTT-EFT region is 

decreasing, and PC71BM region is increasing upon the increase of PC71BM content 

within the blend. This observation can be associated to the simple fact that the content 

of PBDTTT-EFT is reducing since the concentration of the blend is constant. Figure 

5.33b illustrates the PL spectra profile for each active layer blend with different D:A 

ratio under 514nm excitation laser. An interesting observation from the PL spectra in 

Figure 5.33b is that above 1:1.5 blend ratio, the PL emission profile starts to look more 

like the line profile of pristine PC71BM, this was previously discussed in section 5.2.3, 

where it was suggested that more PC71BM are surfacing on the thin film active layer. 

In addition to the PL spectrum, the PL quenching percentage of each blend ratio with 

respect to PL of pristine PBDTTT-EFT is calculated and presented in Figure 5.34. 
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Figure 5.34: PL Quenching efficiency (Q.E.) as a function of D:A blend ratios with respect to pristine 

PBDTTT-EFT. 

 

As it's evident, in Figure 5.34, the PL intensity quenches upon introducing PC71BM, 

resulting from a fast charge transfer [67], [252]–[254]. Upon further increasing the 

PC71BM content, the quenching efficiency improves and peaks at 1:1.5 ratio, which 

corresponds to the highest short circuit current density observed. From the PL results, 

it can be said that 1:1.5 blend ratio provides suitable domains for efficient exciton 

dissociation resulting in enhanced short circuit current density.  

However, further increasing PC71BM content above 1:1.5 ratio leads to higher PL 

intensity yielding lower short circuit current density also reported in the literature 

[255]. It can be suggested that upon increasing PC71BM content above 1:1.5 ratio, 

could facilitate opposing processes, which may initiate lower exciton dissociations and 

at the same time as providing suitable networks for charge extractions, resulting in 

increased FF. It is important to note that the concentration of each sample (blend) is 

constant, therefore as the PC71BM amount is increased within the blend, the amount 

of PBDTTT-EFT present in the blend is reduced, and this could be another explanation 

for the reduction for Jsc parameter for samples with 1:2 blend ratio. Figure 5.33 

illustrates a correlation between the device fill factor (FF) and shunt resistance (Rsh) 

as a function of the blend ratio. 
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Figure 5.35: Correlation graph between FF and Rsh as a function D:A blend ratio. 

 

As is evident from Figure 5.33, FF and Rsh parameters peak at 1:2 ratio. It is believed 

that the improved value of the fill factor is due to better charge carriers transport 

network and lower device leakage current indicated by the value of shunt resistance. 

Previous work reported by Foster et al. [253], suggests that the improved value of fill 

factor is initiated from increased PC71BM content within the active layer blend, 

providing suitable network and consecutively leading to higher electron mobility. 

Further work on other polymers also suggests similar behaviour upon PC71BM loading 

[256]. To further investigate the impact of PC71BM loading on the device performance, 

the surface morphology of these samples is investigated. Atomic Force Microscopy 

(AFM) images could provide further insight  into the morphological properties of 

PBDTTT-EFT: PC71BM blend ratios, the topography, and phase images for pristine 

PBDTTT-EFT, PC71BM and their blend at different ratios were collected. Figure 5.36 

illustrates the AFM topography and phase images of PBDTTT-EFT: PC71BM blend at 

different ratios. 
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Figure 5.36: AFM morphology images for PBDTTT-EFT: PC71BM corresponding to 1:0.5 – 1:3 blend 

ratios; (i – v) represents Topography images, and (vi – x) represents Phase images. 
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Surface roughness (Sq) was calculated from the topography images collected and are 

presented in Table 5.13. |𝛥𝑆𝑞| was calculated to be the absolute difference between 

the surface roughness of each blended sample and pristine PC71BM. . Low values of 

|𝛥𝑆𝑞| are an indication of more PC71BM on the surface of the thin film. 

 
Table 5.13: Surface roughness (Sq), an absolute difference of surface roughness between Sq of blends 

and Sq of pristine PC71BM |𝛥𝑆𝑞| and series resistance Rs for PBDTTT-EFT: PC71BM blends at different 

D:A ratios. Note: (1:0 ratio is representing pristine PBDTTT-EFT and 0:1 represents pristine PC71BM). 

D:A Ratio Sq (nm) |𝛥𝑆𝑞| (nm) Rs (Ω cm2) 

1:0 2.234 - - 

1:0.5 1.650 0.862 46.75 

1:1 1.050 0.262 13.49 

1:1.5 0.871 0.083 9.50 

1:2 0.769 0.019 6.50 

1:3 0.887 0.099 21.38 

0:1 0.788 - - 

 

As is evident from the values in Table 5.13, it appears that there is a correlation 

between this |𝛥𝑆𝑞| and Rs. As can be observed, the lowest series resistance (Rs) 

corresponds to the lowest value of |𝛥𝑆𝑞|. Therefore, it is suggested that surfaces with 

more PC71BM are beneficial for surface contact to the cathode. Hence, better contact 

resistance / series resistance (Rs). Similar trends between the quantitive presence of 

acceptor material on the film surface and contact resistance have been reported for 

other polymers: fullerene blended devices [257], [258]. Furthermore, when surface 

roughness for pristine PBDTTT-EFT, PC71BM and all the blend ratios are 

investigated, it indicates that the surface roughness is influenced by the content of 

PC71BM within the blend, showing that upon loading the sample with PC71BM, more 

of this molecule appears at the top surface of the film. Similar observations have been 

previously reported on the formation of PC61BM clusters on the top surface of the 

active layer film as its percentage is loaded onto P3HT blends [82]. It is interesting to 

note that for a sample of 1:3, Sq value is higher than pristine PC71BM. This could be 

due to the amount of PC71BM in the thin film. Pristine PC71BM film was fabricated 

from a 10 mg mL-1 solution; however, 1:3 sample consisted of 16.7 mg of PC71BM. 



 

 

123 

 

  

Therefore, this could have impacted the cluster size of PC71BM present at the film/air 

boundary. Figure 5.37 illustrates a schematic diagram to visualise this phenomenon. 

 

 

Figure 5.37: Schematic diagram of PC71BM cluster formation on film/air boundary, representing three 

cases of 1:0.5, 1:3 blend ratio and pristine PC71BM. 

 

To understand the impact of PC71BM content in the blend on PBDTTT-EFT 

molecules, the analysis of the structural properties of these blends becomes 

fundamental. Figure 5.38 illustrates the OOP GIXRD diffractogram pattern for thin 

films of pristine PBDTTT-EFT, pristine PC71BM and blends of PBDTTT-EFT: 

PC71BM with different D:A ratios. 
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Figure 5.38: 3D representation of OOP GIXRD diffractograms for pristine PBDTTT-EFT, PC71BM and 

their blends at different ratios respectively. Note: the peak assignments are indicated on the graph for 

PBDTTT-EFT d100 and d010 plane, and PC71BM d200 plane.   

 

As PC71BM content in the blend is increased, a peak at 2θ = 4.15° associated with the 

alkyl side chain of PBDTTT-EFT molecule appears, and its intensity enhances with a 

further increase of PC71BM. As is evident in Figure 5.38, pristine PBDTTT-EFT only 

reveals a substantial peak at 2θ = 22.69° which is associated with the d010 plane, 

indicative that the molecule has a preferred orientation in the Face-on orientation 

[243]. However, the peak arising at the region of 2θ = 4.15° is associated with the d100 

plane of PBDTTT-EFT, indicative of Edge-on molecules [243]. To evaluate the impact 

of PC71BM on PBDTTT-EFT structural parameters, a computer model based on 

Gaussian & Lorentzian curve fit was used to analyse each diffractogram presented in 

Figure 5.36, the extracted parameters are presented in Table 5.14. 
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Table 5.14: OOP GIXRD parameters extracted from the curve fits for PBDTTT-EFT: (a) d100 plane, (b) 

d010 plane, and for PC71BM: (c) d200 plane. 

  
Blend ratio 2θ (o) FWHM (o) d (�̇�) Lc (�̇�) Intensity (a.u.) 

no. 

stacks 

(a) PBDTTT-EFT - - - - - - 

d
1
0
0

 

1:0.5 4.15 1.57 21.27 50.61 345 2.38 

1:1 4.24 1.49 20.82 53.37 367 2.56 

1:1.5 4.26 1.43 20.72 55.57 416 2.68 

1:2 4.28 1.40 20.62 56.76 450 2.75 

1:3 4.30 1.21 20.53 65.68 563 3.20 

                

(b) PBDTTT-EFT 22.69 5.65 3.91 14.34 1215 3.66 

d
0
1
0
 

1:0.5 21.69 5.77 4.09 14.01 685 3.42 

1:1 21.55 5.80 4.12 13.94 235 3.38 

1:1.5 21.10 5.95 4.21 13.58 195 3.23 

1:2 20.50 6.50 4.33 12.42 165 2.87 

1:3 - - - - - - 

                

(c) 1:0.5 18.64 3.95 4.75 20.37 117 4.29 

d
2
0
0
 

1:1 18.62 3.85 4.76 20.90 175 4.39 

1:1.5 18.58 3.79 4.78 21.23 194 4.44 

1:2 18.40 3.60 4.82 22.37 285 4.64 

1:3 18.19 3.59 4.87 22.40 565 4.60 

 

The parameters presented in Table 5.14 (a) corresponds to the d100 Edge-on orientation 

of PBDTTT-EFT, (b) corresponds to the d010 Face-on orientation of PBDTTT-EFT 

and (c) corresponds to the d200 vertical segregation direction of PC71BM. As it can be 

seen from Table 5.14a, upon increasing PC71BM content within the blend, the d100 

spacing is decreasing, and its intensity is increasing and indicating that more PBDTTT-

EFT molecules are crystallising into Edge-on orientation. The average crystal size of 

PBDTTT-EFT molecules in Edge-on direction is increasing as more PC71BM is loaded 

into the blend.  

Similarly, from the data presented in Table 5.14b, it is evident that as the percentage 

loading of PC71BM is increased, the peak intensity of d010 is reduced, and the peak 

position is shifted towards lower 2θ values resulting in an increase in the spacing 

between the backbone (π-π stacking). In simple term, there seems to be a seesaw action 

between Face-on and Edge-on molecular orientation of PBDTTT-EFT molecules, 

initiated by PC71BM loading. Although PBDTTT-EFT has preferred Face-on 
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orientation, randomly Edge-on orientated molecules may also be formed during the 

fabrication processes [243]. It appears that presence and increase of PC71BM content 

within the blend, initiate a change in preferred orientation of PBDTTT-EFT polymer, 

revealing the Edge-on orientation line profile which otherwise could not have been 

detected in OOP.  

The change in preferred orientation could facilitate vertical segregation of PC71BM 

molecules towards the film surface. Table 5.14c presents data for the d200 plane 

associated with PC71BM vertical segregation [49]. From the extracted data it is evident 

that the intensity and coherent length (Lc) of d200 are increased as PC71BM content is 

increased within the blend, initiating a system of bi-continuous network assisting 

electron transport, which would lead to higher electron mobility and better charge 

transport [254]. Furthermore, data presented in Table 5.14(a) reveals that the increase 

of PC71BM loading results in a reduction of d100 spacing. Suggesting that side chains 

are intercalating, leading to the dihedral angle change of thiophene rings attached to 

BDT units. S. Zhang et al. [127], reported that using Density Function Theory (DFT) 

modelling shows that narrow bandgap polymers (PBDTTT-) with three different side 

chains namely EFF, EFT, and EFS have different dihedral angles (ψ) between their 

side-chain and backbone (34°, 60° and 60°) respectively. The spacing between the π-

π backbone is shown to increase accordingly with the dihedral angle; this is presented 

in Table 5.15 [127]. 

 
Table 5.15: Dihedral angle ψ and d010 spacing for PBDTTT- based polymer. 

Side chain ψ (o) d010 (�̇�) 

Furan (EFF) 34 3.63 

Thiophene (EFT) 60 3.94 

Selenophene (EFS) 60 3.94 

 

The π-π stacking distance (d010 spacing) in Table 5.14b is increased upon increasing 

PC71BM content. Therefore, there must be a mechanism which causes the change in 

the dihedral angle of the thiophene rings attached as a side chain, which subsequently 

changes the π-π backbone spacing. From the reduction of d100 spacing in Table 5.14a 

as a function of PC71BM, it was clear that there is intercalation between the side chains 

of PBDTTT-EFT molecules. The intercalation of the alkyl side chains would cause 
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compression on the thiophene rings attached to the backbone as part of the side chains, 

causing the thiophene side-chain rings to rotate to have a larger dihedral angle and 

subsequently increase the π-π spacing. To support the above statement, Raman 

spectroscopy was performed on the thin film samples for different D:A blend ratios. 

The collected Raman spectrum under 785nm excitation laser is presented in Figure 

5.39, with the four main peaks of PBDTTT-EFT identified. 

 
Figure 5.39: Raman spectrum of pristine PBDTTT-EFT and its blend ratios with PC71BM with 

appropriately designated peaks under 785 nm excitation laser. Inset: molecular structure of PBDTTT-

EFT molecule with peak assignments. 

 

Detailed analysis of the individual peaks from the Raman spectrum profiles using 

Gaussian and Lorentzian curve fits indicates that there is no significant Raman shift of 

these peaks. Table 5.16 presents the extracted parameters from the curve fit analysis 

of P1 – P4 for each sample, where the Raman shift is noted as (f cm-1). 

 
Table 5.16: Raman spectrum profile peak analysis for samples with different D:A ratios. 

D:A Ratio 

P1 P2 P3 P4 

f 

(cm-1) 

FWHM 

(cm-1) 

f 

(cm-1) 

FWHM 

(cm-1) 

f 

(cm-1) 

FWHM 

(cm-1) 

f 

(cm-1) 

FWHM 

(cm-1) 

1:0 (EFT) 1439 8.0 1462 10.7 1491 15.6 1530 10.8 

1:0.5 1440 8.1 1462 10.6 1491 15.6 1530 12.0 

1:1 1441 9.4 1462 10.7 1491 15.7 1530 12.8 

1:1.5 1441 15.4 1461 10.8 1490 15.8 1530 14.0 

1:2 1441 17.8 1461 10.8 1490 15.8 1530 14.7 

1:3 1441 18.7 1462 10.7 1491 15.6 1530 15.5 
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From the extracted FWHM parameters in Table 5.16, it is evident that there is no 

significant change for peaks 2 and 3. However, there is an increase in FWHM for both 

peak 1 and 4. The FWHM of each peak as a function of PC71BM loading is illustrated 

in Figure 5.40. 

 
Figure 5.40: The FWHM for P1 – P4 assigned on the Raman spectrum as a function of the blend ratio. 

 

Since P2 and P3 are associated to the backbone vibration modes of the PBDTTT-EFT, 

no significant change in their FWHM correlates well with the FWHM parameters 

extracted from GIXRD diffractograms for the d010 plane (Table 5.14(b)) associated to 

the backbone of PBDTTT-EFT. Indicating that there are no significant changes in the 

backbone of PBDTTT-EFT molecule, further supporting that PC71BM does not 

compromise the integrity of the backbone structure. Similarly, the noticeable increase 

in FWHM in P1 and P4 as PC71BM content is increased within the blend confirms the 

hypothesis of PBDTTT-EFT side-chain intercalation and causing structural 

deformation of the side chain thiophene rings influencing the π-π spacing between the 

backbone of PBDTTT-EFT and as a result of an increase in dihedral angle and d010 

spacing. Evidentially this further supports the statement that an increase in the π-π 

spacing of the PBDTTT-EFT molecules is caused by side-chain intercalation of 

PBDTTT-EFT molecules. 

To summarise this section, it is concluded that upon increasing PC71BM content 

within the blend the overall device performance is enhanced and peaks at D:A blend 

ratio of 1:2, and any further loading of PC71BM into the blend would have an adverse 

effect. It is identified that PC71BM, as well as its well-known role for exciton 

dissociations, can facilitate electron transport networks.  
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The ΔSq values presented in Table 5.13 revealed a direct correlation between 

surface roughness and series resistance as a function of D:A blend ratio. The Sq values 

of pristine PC71BM, PBDTTT-EFT and blended films indicate that the film 

morphology is dependent on blend ratio, and at higher PC71BM contents; the Sq value 

is predominantly closer to that of PC71BM. This could, therefore, be used as an 

indicator for PC71BM presence at the film surface. The GIXRD line profile data, 

suggests that PC71BM loading influences the PBDTTT-EFT molecules. It is causing 

disruption of π-π stacking and side-chain intercalations; leading to a change in the 

preferred orientation (Face-on → Edge-on) as PC71BM content is increased.  

Subsequently, this could remove the obstruction of PC71BM vertical segregation 

and enhance its quantity at the surface. Furthermore, a longer coherent length 

associated with the d200 plane for PC71BM is generated from increased content within 

the blend, creating a system of bi-continuous network suitable for electron transport 

(see Figure 5.41). The Raman signal also supports the suggestions for PBDTTT-EFT 

intercalations leading to change of dihedral angle and the increase in π-π spacing. 

Finally, the correlation between fill factor and shunt resistance as a function of blend 

ratio provides sufficient information to suggest, that the charge carriers transport 

network can be influenced by the quantitative presence of PC71BM leading to lower 

leakage current. Most importantly that the best optimised D:A ratio for PBDTTT-EFT: 

PC71BM is 1:2 respectively. 

 

Figure 5.41: Schematic diagram of PBDTTT-EFT: PC71BM blend illustrating the bi-continuous 

network formation of PC71BM (red) and PBDTTT-EFT (blue) molecules. 
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5.3.10 Fullerene Derivative Acceptor Materials 

In this section, the influence of different fullerene derivative acceptor materials 

(PC71BM, PC61BM and IC61BA) on PBDTTT-EFT polymer in blended BHJ system is 

investigated. PBDTTT-EFT blended with different acceptor materials were fabricated 

for either optical and structural investigations or electrical characterisations. The 

sample preparation and fabrication techniques are described in section 4.1.3.  

The optical absorption spectrum and the impact of different acceptor materials in 

the blend are fundamentally important for this investigation. The averaged J-V 

characteristic curves, and optical absorption profile of the blended samples are 

presented in Figure 5.42. J-V characteristic curves under illumination illustrate (Figure 

5.42a) that the active layer containing PC71BM shows the highest Jsc and lowest Voc. 

Devices fabricated from EFT: IC61BA blends show the opposite; highest Voc and 

lowest Jsc. The electrical parameters extracted from the J-V characteristic curves are 

presented in Table 5.17. From Figure 5.42b, it is evident that PBDTTT-EFT: PC71BM 

thin film has higher absorption in 350 – 700 nm range compared to the other samples. 

This is due to the fact that PC71BM has greater absorption in that region compared to 

PC61BM and IC61BA (see Figure 5.2), This can also be seen from the figure’s inset 

which shows the darker film for samples blended with PC71BM. 

 
Table 5.17: Extracted electrical parameters from the averaged J-V characteristic curves for EFT: 

PC71BM, EFT: PC61BM, and EFT: IC61BA as well as the total absorption for each sample in the range 

of 350 – 850 nm wavelength. 

Samples 
Jsc Voc 

FF 
PCE Rs Rsh 

UV-Vis 
Area (nm) 

(mA cm-2) (V) (%) (Ω cm2) (Ω cm2) (350 – 800) 

PBDTTT-EFT: PC71BM 19.08 0.79 0.63 9.56 7.26 526.33 412.07 

PBDTTT-EFT: PC61BM 15.87 0.81 0.65 8.44 8.11 963.17 260.83 

PBDTTT-EFT: IC61BA 13.06 0.99 0.45 5.86 17.43 285.58 245.86 
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Figure 5.42: J-V characteristic curves of PBDTTT-EFT: PC71BM, PBDTTT-EFT: PC61BM and 

PBDTTT-EFT: IC61BA (a) Averaged J-V curves, (b) UV-Vis spectra profile, inset: images of the thin 

films. 

 

As it can be seen from Table 5.17, the highest PCE belongs to devices fabricated from 

active layer composed of EFT: PC71BM with average PCE of 9.56 %, followed by 

8.44% and 5.86% for EFT: PC61BM and EFT: IC61BA respectively. Although EFT: 

IC61BA sample has the highest Voc parameter, it also has the lowest Jsc and FF 

parameter. Such observations have been previously reported, and the reason for high 

Voc value is due to a more substantial difference between HOMO of the EFT and 

LUMO of IC61BA [218].  

Although, to a degree, the reduction in Jsc for PBDTTT-EFT blended with PC61BM 

and IC61BA can be related to their absorption profile, the massive decrease of Jsc and 

FF for PBDTTT-EFT: IC61BA cannot be entirely due to lack of absorption since the 

absorption profile of PBDTTT-EFT: IC61BA and PBDTTT-EFT: PC61BM are very 

close. As it can be seen from Table 5.17, the reduction in total absorption (integration 

of spectrum) in the rage of 350 – 800 nm doesn’t follow the trend of Jsc parameter. It 
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has been reported that blending IC61BA (instead of PC61BM) with P3HT enhances the 

device performance. However, using IC61BA with low bandgap BDT-based polymers 

results in poor device performances. Yan et al. investigated the device performance of 

PBDTTT-C-T blended with PC61BM and IC61BA, and they reported that using IC61BA 

instead of PC61BM as an acceptor material has reduced the PCE from 6.2% to 3.5%.  

Although they have reported high Voc for PBDTTT-C-T: IC61BA, the Jsc and FF 

were low compared to a device composed of PBDTTT-C-T: PC61BM [2]. They 

proposed that such reduction in PCE is due to poor structural network formation of the 

polymer and fullerene domains and their miscibility [2], [259]. To investigate this, 

Photoluminescence (PL) spectroscopy is employed to collect a spectrum of the three 

samples using 514 nm excitation laser. the collected spectra for blended and pristine 

films are presented in Figure 5.41. The PL quenching efficiency (Q.E.) of each blended 

spectrum (with respect to pristine PBDTTT-EFT) is also presented in Figure 5.43. 

 

Figure 5.43: (a) PL spectra profile of pristine EFT, PC71BM, PC61BM, IC61BA and blend of EFT: 

PC71BM, EFT: PC61BM, EFT: IC61BA. (b) PL Q.E. with respect to pristine EFT. 

 

As is evident from, Figure 5.43b, blended samples composed of PCBM (C61 or C71) 

have the highest Q.E., with PBDTTT-EFT: PC61BM having the higher Q.E. In order 

understand the impact of the D/A interface on the electrical performance of the device, 

Q.E. and FF parameters are plotted as a function of different acceptor blends in Figure 

5.44. 
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Figure 5.44: Correlation graph between Q.E. and FF as a function of blends with different acceptors. 

 

As can be seen, FF and Q.E. are strongly correlated to each other and follow the same 

trend. Therefore, the lack of D/A interface in PBDTTT-EFT: IC61BA sample explains 

the poor FF value obtained. These observations are in good agreement with Yan et al. 

[2], suggestions.  

However, relying only on optoelectronic analysis does not fully explain the lack of 

IC61BA performance with BDT-based polymers. Therefore, further investigations on 

the PBDTTT-EFT: IC61BA samples are needed to elucidate the reason for lack of 

device performance and  incompatibility of IC61BA with PBDTTT-EFT. The 

morphological properties of these samples are investigated using AFM technique and 

the collected topography, and phase images are presented in Figure 5.45. 

 

Figure 5.45: AFM images: (a-c) Topography images of pristine PC61BM, PC71BM, IC61BA; (d–f) 

Topography images of EFT: PC61BM, EFT: PC71BM, EFT: IC61BA; (g–i) Phase images of EFT: 

PC61BM, EFT: PC71BM, EFT: IC61BA. Redline distinguishes Topography images between pristine and 

blended films. 
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From the topography images, the surface roughness of each sample was determined 

and is presented in Table 5.18. |ΔSq| is the absolute difference between the Sq of the 

blended sample and its corresponding pristine acceptor. 

 
Table 5.18: Surface roughness of blended films and pristine acceptor materials (Sq), the absolute 

difference between pristine and blend surface roughness |𝛥𝑆𝑞|, and series resistance (Rs). 

Sample Sq (nm) |ΔSq| (nm) Rs (Ω cm2) 

EFT:PC71BM 0.795 0.017 7.26 

EFT:PC61BM 0.276 0.032 8.11 

EFT:IC61BA 0.915 0.450 17.43 

PC71BM 0.778 - - 

PC61BM 0.244 - - 

IC61BA 0.465 - - 

 

From the Δ|Sq| and Rs parameters, they follow the same trend. Indicating the active 

layer which has the lowest Rs value correlates to the sample which has the lowest Δ|Sq|. 

PBDTTT-EFT: IC61BA has the poorest Rs and highest |ΔSq|, indicating that in this 

blended sample, least amount of IC61BA is on the top surface of the film, which is 

beneficial for electron charge collection. From these results, it seems that IC61BA has 

the least migration to the top surface. To fully understand this, molecular structuring 

techniques such as GIXRD is required to investigate these samples. Therefore, OOP 

GIXRD diffractogram pattern of PBDTTT-EFT: PC71BM, PBDTTT-EFT: PC61BM 

and PBDTTT-EFT: IC61BA are collected and presented in Figure 5.46. 

 

Figure 5.46: OOP GIXRD diffractograms of PBDTTT-EFT: PC71BM, PBDTTT-EFT: PC61BM and 

PBDTTT-EFT: IC61BA. The intensity has been offset for clearer representation. 
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In sections 5.2.5 & 5.3.9, the peaks in OOP GIXRD were identified and associated 

with each material at various 2θ. To evaluate the impact of different acceptor materials 

on PBDTTT-EFT structural parameters as well as the vertical segregation of the 

acceptor molecules, computer curve fits based on Gaussian & Lorentzian curve fit 

were used to analyse each diffractogram profile. The extracted parameters are 

presented in Table 5.19. 

 

Table 5.19: Extracted parameters from GIXRD computer model curve fits (a) d100 plane of PBDTTT-

EFT, (b) d010 plane of PBDTTT-EFT, and (c) d200 plane of acceptor materials within the blend. 

  
Sample 2θ (o) d (�̇�) 

FWHM 

(o) 
Lc (�̇�) 

no. 

Stacks 

Intensity 

(a.u.) 

(a) PBDTTT-EFT - - - - - - 

d
1
0
0

 EFT:IC61BA 4.28 20.63 1.48 53.71 2.60 195 

EFT:PC61BM 4.30 20.52 1.42 55.99 2.73 380 

EFT:PC71BM 4.36 20.24 1.43 55.63 2.75 401 
               

(b) PBDTTT-EFT 22.69 3.91 5.65 14.34 3.67 1215 

d
0
1
0

 EFT:IC61BA 20.99 4.23 7.41 10.91 2.58 280 

EFT:PC61BM 20.50 4.33 6.05 13.34 2.55 116 

EFT:PC71BM 19.25 4.61 5.74 14.05 3.05 188 
               

(c) EFT:IC61BA 18.17 4.88 5.93 15.57 2.78 103 

d
2
0
0

 

EFT:PC61BM 19.83 4.47 5.03 16.03 3.59 314 

EFT:PC71BM 18.25 4.86 4.68 17.19 3.54 274 

 

As it can be seen from the extracted parameters in Table 5.19, the active layer 

composed of EFT: PC71BM has the highest quantity of EFT molecules in Edge-on 

orientation (d100 plane) followed by EFT: PC61BM and EFT: IC61BA. It can also be 

seen that EFT: PC71BM samples show the most EFT intercalated alkyl side chains with 

d100 spacing of 20.24 �̇�. It is evident that PC71BM presence in the blend has had the 

most influence on changing the preferred molecular orientation of EFT. 

However, it had the least distortion of EFT π-π stacking, which is beneficial for 

charge transport. In contrast, EFT: IC61BA sample shows the most distortion for the 

EFT molecule for both π-π stacking in Face-on and alkyl Edge-on orientation. This is 

evident from the peak’s FWHM, Lc and number of stacks in d100 and d010 plane. 

Although the total number of EFT Face-on molecules is the highest for EFT: IC61BA 

samples, but their stacking number is the lowest amongst the three samples. Similar 
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observation for distortion of EFT molecules upon introduction of IC61BA into the 

blend has also been reported by McNeil et al. [218]. In section 5.2.9, it was established 

that the introduction of PC71BM initiates a change in the preferred molecular 

orientation in EFT molecules. In this study, similar behaviour can be observed. 

However, the degree of change in preferred orientation of EFT molecule seems to be 

dependent on the acceptor material used in the blend.  

Table 5.19c presents the d200 plane parameters belonging to the acceptor materials 

within the blend. In the previous section, it was established that parameters of the d200 

plane could be used to measure the level of vertical segregation of the PC71BM 

molecules. From the intensity values in Table 5.19c, the highest value belongs to the 

blended sample containing PC61BM and the lowest value to IC61BA. The number of 

stacks in the d200 direction also follows the same trend. These results will indicate that 

in samples of EFT: IC61BA, the acceptor molecules (IC61BA) have the least vertical 

segregation, hence poor charge extraction at the cathode interface.  

In order to support the analysis comments made on the OOP GIXRD, Raman 

spectroscopy is employed to elucidate the possible changes in the molecular 

structuring of different active layer blends. The importance and application of Raman 

spectroscopy have been previously discussed. The data collection and analysis are 

similar to section 5.2.9. The collected spectra are illustrated in Figure 5.47. Using 

computer curve-fitting models, FWHM parameters were extracted for each identified 

peak. The obtained data are presented in Table 5.20. 

 

 

Figure 5.47: (a) Raman spectra profile for PBDTTT-EFT: acceptor blends under 785 nm excitation 

laser with peak identification (P1 – P4). 
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Table 5.20: FWHM parameters for identified Raman peaks (P1 – P4). 

  FWHM (cm-1) 

 P1 P2 P3 P4 

EFT:IC61BA 20.19 15.54 20.92 19.61 

EFT:PC61BM 15.46 15.60 20.82 15.80 

EFT:PC71BM 16.26 15.70 20.78 15.14 

 

As is evident from the FWHM parameters in Table 5.20, the FWHM for P2 and P3 

belonging to the backbone of PBDTTT-EFT molecule do not show significant change, 

indicative that the backbone structure of PBDTTT-EFT is not altered regardless of the 

acceptor material used in the blend. However, P1 and P4 show significant changes in 

FWHM, which are dependent on the acceptor material used in the blend. In order to 

identify the impact of acceptor material on the molecular structure of PBDTTT-EFT, 

correlation graphs between Raman FWHM and OOP GIXRD FWHM have been 

plotted in Figure 5.48. Figure 5.48a illustrates the correlation of FWHM between P1 

and d100 plane. Figure 5.48b the correlation of FWHM between P4 and d010 plane. 

 

Figure 5.48: Correlation graph between FWHM of Raman peaks and d-spacing for each blended thin 

film. (a) Raman P1 FWHM and d100 FWHM, (b) Raman P4 FWHM and d010 FWHM. 
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As can be seen from the plots in Figure 5.48, there is a strong correlation between 

Raman and GIXRD FWHM data. Supporting the suggestions made for the change in 

the molecular orientation of PBDTTT-EFT observed in GIXRD diffractograms. 

To understand the influence of different acceptor materials on the device 

performance, it is essential to investigate the charge carrier mobility for each sample 

composed of the different active layer. Therefore, single charge carrier devices, i.e., 

electron / hole – only devices were fabricated, similar device fabrication process (using 

charge blocking layers accordingly). Fabrication details of these devices are described 

in Chapter 4, section 4.10 and the device architecture is shown in Figure 4.29.  

The averaged dark J-V characteristics of the electron / hole – only devices for each 

sample are shown in Figure 5.49 and Figure 5.50, respectively. Upon applying a bias 

voltage across the single charge carrier devices, it was noted that at low voltages (0.1 

– 1.0 V), J-V property obeys Ohm’s law. At higher voltages (2 – 5 V), J-V behaviour 

deviates from Ohm’s law and follows the SCLC relationship. At even higher voltages 

(>5 V), it was noted that the J-V relationship indicates trap-filling states associated 

with exponents greater than 2 known as Power Law (Equation 6) [260].  

For all the active layer blend films, the dielectric constant of the active layer was 

assumed to be ~3.4, and the film thickness of the active layer was measured to be ~170 

nm. Using the equations stated in Chapter 2, section 2.2.2, charge mobility parameters 

are calculated from the plots in Figures 5.49 and 5.50. The extracted parameters are 

presented in Table 5.21. 
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Figure 5.49: Dark J-V plot of electron-only devices for PBDTTT-EFT blended with PC61BM, PC71BM 

and IC61BA; Inset: (a) Ohmic region, (b) SCLC region. 

 

 

 

 

Figure 5.50: Dark J-V plot of the hole only devices for pristine PBDTTT-EFT and its blended films 

with PC61BM, PC71BM and IC61BA; Inset: (a) Ohmic region, (b) SCLC region. 
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Table 5.21: Charge mobility measurement parameters extracted from each sample.  

  PBDTTT-EFT EFT:IC61BA EFT:PC71BM EFT:PC61BM 

µe (m2 V-1 s-1) - 7.16 × 10-9 8.53 × 10-8 9.49 × 10-8 

µh (m2 V-1 s-1) 9.59 × 10-8 6.50 × 10-8 4.67 × 10-8 3.13 × 10-8 

µe / µh  - 0.11 1.79 3.03 

n (m-3) - 5.12 × 1021 7.64 × 1021 1.06 × 1022 

p (m-3) 2.64 × 1022 2.26 × 1021 6.55 × 1020 5.70 × 1020 

NTe (m-3) - 6.57 × 1024 3.74 × 1024 2.70 × 1024 

NTh (m-3) - 4.20 × 1026 3.27 × 1026 3.31 × 1025 

     

Ohmic 

Region† (V) 
- 0.15 - 0.6 0.1 - 0.6 0.1 - 0.75 

SCLC Region† 

(V) 
- 2.0 - 4.2 2.0 - 4.0 2.0 - 3.5 

Trap-limited 

Region† (V) 
- 7.2 - 7.8 7.2 - 7.8 7.2 - 7.8 

Ohmic 

Region* (V) 
0.1 - 0.4 0.1 - 0.4 0.1 - 0.4 0.1 - 0.4 

SCLC 

Region* (V) 
1.8 - 3.2 1.8 - 3.2 1.8 - 3.2 1.8 - 3.2 

Trap-limited 

Region *(V) 
- 7.4 - 7.8 7.4 - 7.8 7.4 - 7.8 

Voltage range: † Electron only devices, * Hole only devices 

 

Table 5.21 shows that the hole-mobility of pristine PBDTTT-EFT is calculated to be 

9.59 × 10-8 m2 V-1 s-1. Reduction of this parameter is seen upon introducing acceptor 

material into the system. The highest hole-mobility amongst the three different 

samples belongs to EFT: IC61BA; followed by EFT: PC71BM and EFT: PC61BM.  

In contrast, the electron mobility of EFT: IC61BA blend is the lowest amongst the 

three samples. It has been previously reported that IC61BA has much lower electron 

mobility than PC61BM, or PC71BM [193], [261]. It is known that the charge transport 

mobility is dependent on the molecular structuring of the materials. From literature, it 

was reported that hole-mobility for BDT-based polymers takes place along the 

backbone of the polymer in π-π direction and having more Face-on configuration of 

the polymer would be beneficial for hole mobility [40].  

Therefore, the fact that EFT: IC61BA active layer has higher hole-mobility can be 

confirmed by the GIXRD results indicating that this blend has the highest amount of 
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EFT molecules in Face-on orientation. Similarly, EFT: PC61BM with the lowest hole-

mobility, has the least amount of Face-on EFT molecules within the blend.  

In addition, the electron-mobility parameters follow the same trend as the level of 

acceptor molecules stacked in a vertical direction. It has been reported that ‘electron’ 

transport undergoes a ‘hopping’ mechanism via the acceptor material in the vertical 

direction [25], [262]. Hence, the highest electron mobility belongs to EFT: PC61BM 

which has the highest amount of acceptor molecules arrayed in the vertical direction 

(d200 plane intensity) and the lowest electron mobility belongs to EFT: IC61BA which 

has the lowest amount of acceptor molecules arrayed in the vertical direction.  

In order to visualise such statements, a series of correlation graphs between mobility 

parameters and the GIXRD parameters are plotted in Figure 5.51. These plots illustrate 

the correlation between mobility and crystallography parameters as a function of 

different active layers. The calculated Pearson’s correlation coefficient r is also 

included as an inset for each corresponding graph. 

 

Figure 5.51: Correlation plots between (a) d100 / d010 intensity and µe / µh, (b) n / p and µe / µh, (c) µe and 

d200 intensity, (d) µh and d010 intensity as function of PBDTTT-EFT blended with different acceptors 

(IC61BA, PC71BM, and PC61BM). Inset: Pearson’s correlation coefficient (r). 
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Figure 5.51a shows the correlation between the ratio of Edge-on to Face-on EFT 

molecules and the ratio of electron / hole mobility. As is evident, there is a direct 

correlation between these parameters, which indicates that the ideal electron/hole ratio, 

which is beneficial for good charge transport depends on the orientation ratio of the 

EFT molecules. Figure 5.51b shows the correlation between the ratio of electron / hole 

density and the ratio of electron / hole mobility.  

It can be seen that these parameters are strongly dependent on each other, and this 

is expected since the charge density is directly proportional to the mobility. Figure 

5.51c illustrates the correlation between the intensity of the d200 plane (a quantitative 

indication of vertically segregated acceptor molecules) and electron mobility. As is 

evident, these parameters correlate with each other and follow the same trend. To 

simply explain this phenomenon, it can be said that the more acceptor materials stack 

in the vertical direction (within the bulk of the active layer) result in higher electron 

mobility.  

Similarly, Figure 5.51d illustrates the correlation between the intensity of d010 for 

PBDTTT-EFT molecules (a quantitative indication of Face-on molecules) and the 

hole mobility. A strong correlation between these parameters can be observed, which 

would mean that the hole mobility is strongly dependent on the level of Face-on 

PBDTTT-EFT molecules. 

To further investigate the impact of charge mobility and the molecular structure 

formation of donor and acceptor material on the device performance, the photocurrent 

generation and recombination mechanisms of each sample are investigated. The 

process of photocurrent generation has previously been discussed. It is known that the 

photocurrent generated for any OSC device is dependent on some factors such as; 

optical absorption of the active material(s), successful dissociation of excitons in 

charge transfer (CT) state and extraction of the free charges [32], [38].  

Photocurrent generation measurement is a very useful tool for studying the effects 

of varying the acceptor material blended with PBDTTT-EFT on device performance. 

To study this effect within the active layer on the photocurrent generation in the 

PBDTTT-EFT based BHJ device (composed of different acceptor material used to 

form the active layer), J-V properties were measured under 1 sun, 1.5 AMG solar 

simulator conditions. The architecture of fabricated devices is the same as those 

described in previous section (standard device). In this section, all device fabrication 
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and characterisations were done under the N2 glove box.  A log-log graph of 

photocurrent (Jph = Jlight – Jdark) against the effective applied voltage (Veffe = V0 – Vapp) 

is illustrated in Figure 5.52, where V0 is the bias voltage when Jlight = Jdark. 

 

Figure 5.52: Log-Log graph of photocurrent (Jph) against effective applied voltage (Veffe) for PBDTTT-

EFT based devices blended with PC71BM, PC61BM and IC61BA (active layer thickness ~ 170 nm). 

 

As is evident from the data presented in Figure 5.52, an effective voltage of above 1V, 

Jph begins to saturate for EFT: PC71BM and EFT: PC61BM samples. However, for EFT: 

IC61BA samples, Jph saturates at a higher effective voltage (V0 – Vapp > 1.6 V). This is 

denoted as the ‘Saturation region’ in Figure 5.50. Important to note that only a certain 

fraction of photo-generated excitons will dissociate into free charges with the 

probability P(E,T), at any given electric field and temperature [143]. Generation of 

free charge carriers G(E,T) is very much dependent on electric field and temperature 

and is mathematically expressed as [176]: 

𝐺(𝐸, 𝑇) = 𝐺𝑚𝑎𝑥𝑃(𝐸, 𝑇)……………(46) 

where Gmax is the maximum generation rate and is mathematically expressed as: 

𝐽𝑠𝑎𝑡 = 𝑞𝐺𝑚𝑎𝑥𝑙 ………………………(47) 

where Jsat is the saturation current density, q is the electron charge, and l is the device 

active layer film thickness (for this study the active layer of the devices were ~ 170 

nm thick). Since there is no temperature change for the samples, and they are all under 

identical temperature condition, the T factor is removed from the probability and 

generation representations. The probability of exciton dissociation can also be 

expressed as: 
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𝐽𝑝ℎ = 𝑞𝐺𝑚𝑎𝑥𝑃(𝐸)𝑙 ………………(48) 

Which can be further simplified to: 

𝑃(𝐸) =
𝐽𝑝ℎ

𝐽𝑠𝑎𝑡
………………………(49) 

Using the equations above, Gmax and P(E) were calculated using experimental data 

shown in Figure 5.50. Summary of the photovoltaic parameters for PBDTTT-EFT 

based devices blended with different acceptor materials (PC71BM, PC61BM and 

IC61BA) are presented in Table 5.22. Probability of exciton dissociation [P(E)] is 

calculated at different electric fields: Veffe = V0, Veffe = Vmax and Veffe = Voc. 

 
Table 5.22: Summary of PV parameters for PBDTTT-EFT based devices blended with acceptor 

materials (PC71BM, PC61BM and IC61BA) with an active layer film thickness of ~ 170 nm. 

  EFT:PC71BM EFT:PC61BM EFT:IC61BA 

Jsc (A m-2) 190.80 158.70 130.60 

Voc (V) 0.79 0.81 0.99 

FF  0.63 0.65 0.45 

PCE (%) 9.56 8.44 5.86 

Gmax (m-3 s-1) 5.59 × 1027 4.52 × 1027 3.67 × 1027 

P(E) @ V0 0.940 0.974 0.906 

P(E) @ Vmax 0.926 0.963 0.772 

P(E) @ Voc 0.995 0.992 0.990 

 

As can be seen from the calculated parameters in Table 5.22, the probability of exciton 

dissociation is very much dependent on the effective electric field across the device. 

In order to understand the relationship between the photocurrent generation, the 

probability of exciton dissociation and the device performance, correlation graphs 

between Jsc against Gmax and FF against P(E) are plotted and presented in Figure 5.53. 
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Figure 5.53: Correlation graphs for PBDTTT-EFT based devices blended with PC71BM, PC61BM and 

IC61BA (a) Gmax and Jsc, (b) FF and P(E) @ V0, (c) FF and P(E) @ Vmax, (d) FF and P(E) @ Voc. Inset: 

Pearson’s correlation coefficient. 

 

As it can be seen from Figure 5.53a, there is a direct correlation between maximum 

generation rate of free charges (Gmax) and the short circuit current density (Jsc) with its 

r value calculated to be 0.9996 indicative that there is a strong correlation between 

these parameters. However, in the case of FF parameter and the calculated probability 

of exciton dissociation [P(E)] at given electric field; it can be seen that the strongest 

correlation (determined by r coefficient) belongs to FF and P(E) at Vmax (Figure 5.53c). 

Therefore, it can be concluded that the fill factor is governed by the probability of 

exciton dissociation at Vmax. 

To understand the reason for lack of performance in PBDTTT-EFT: IC61BA based 

OSC devices fabricated in this work, the exciton dissociation and recombination 

mechanisms for the three samples are investigated. In an ideal solar cell, every incident 

photon would successfully dissociate into free electron and hole charges; which is then 

extracted at the corresponding electrodes. However, in fabricated OSCs, this does not 
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happen, and the performance of the cell is dependent on the dissociation and 

recombination mechanisms.  

Usually, the generated excitons have only a few nanoseconds to reach the 

heterojunction to entering CT state before returning to the ground state. If the phase 

domain size between the donor and acceptor material is greater than the diffusion 

length (~ 10 nm), the exciton will likely recombine before entering CT state [32], [75], 

[263]. Excitons that do reach the heterojunction interface and enter CT state will only 

dissociate with a probability factor, and some of them will recombine. The 

recombination mechanism taking place during the CT state is referred to as ‘Geminate 

recombination’ [32].  

This type of recombination occurs when the electron-hole pairs (excitons) 

generated from a single photon recombine at the D/A interface. Electron-hole pairs 

that do dissociate successfully at the D/A interface, still have a chance to recombine. 

This type of recombination is known as ‘Non-geminate recombination’. Non-geminate 

recombination is categorised into two mechanisms: ‘Bimolecular’ and ‘Trap assisted’ 

recombination [72], [73], [79]. Using the equations stated in Chapter 2, section 2.3.2 

& 2.3.3; recombination parameters for EFT: PC71BM, EFT: PC61BM and EFT: 

IC61BA devices are calculated and presented in Table 5.23. 

 
Table 5.23: Recombination parameters calculated for EFT: PC71BM, EFT: PC61BM and EFT: IC61BA 

devices. 

  EFT:PC71BM EFT:PC61BM EFT:IC61BA 

µe (m2 V-1 s-1) 8.53×10-8 9.49×10-8 7.16×10-9 

µh (m2 V-1 s-1) 4.67×10-8 3.13×10-8 6.50×10-8 

n (m-3) 7.64×1021 1.06×1022 5.12×1021 

p (m-3) 6.55×1020 5.70×1020 2.26×1021 

NTe (m-3) 3.74×1024 2.70×1024 6.57×1024 

NTh (m-3) 3.27×1026 3.31×1025 4.20×1026 

BL (m3 s-1) 3.51×10-16 3.36×10-16 3.81×10-17 

RB (m-3 s-1) 1.76×1027 2.03×1027 4.41×1026 

Cn (m3 s-1) 4.54×10-16 5.05×10-16 3.81×10-17 

Cp (m3 s-1) 2.49×10-16 1.67×10-16 3.46×10-16 

BSRH (m3 s-1) 1.16×10-13 4.17×10-14 1.65×10-13 

RSRH (m-3 s-1) 5.82×1029 2.52×1029 1.91×1030 
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As is evident from the parameters presented in Table 5.23, the µe and µh are within the 

same magnitude of order for EFT: PC71BM and EFT: PC61BM.  

Therefore, when it comes to calculating the bimolecular recombination constant, 

the spatial average of the charge carrier mobility method is used. However, for devices 

composed of EFT: IC61BA blend, the µe << µh, therefore the bimolecular 

recombination constant is calculated using ‘min(µe, µh)’ method. From the data 

presented in Table 5.23, EFT: IC61BA has the lowest bimolecular recombination rate 

per unit volume (BL = 4.41×1026
 m-3s-1) and the highest trap-assisted SRH 

recombination rate per unit volume (RSHR = 1.91×1030 m-3s-1).  

This is indicative that most of the recombination process within EFT: IC61BA 

samples is due to the trapped assisted mechanism. In contrast, EFT: PC61BM has a 

different recombination mechanism. In Braun’s model, the probability of a bounded 

electron-hole pair to dissociate into free charge carriers at a given electric field is 

mathematically expressed as [30]: 

𝑃(𝐸) =
𝑘𝐷(𝐸)

𝑘𝐷(𝐸) + 𝑘𝐹
……………(20) 

where, P(E) is the probability of bound electron-hole pair to dissociate into free charge 

carriers at a given electric field E, kD(E) is electric field dependent decay rate constant 

of separated free charge carriers (decay rate constant of bimolecular recombination), 

kF is geminate decay rate constant of electron-hole pairs back to ground state [263]. 

Therefore, kD can be calculated from the following equation: 

𝑘𝐷(𝐸) = [𝑚𝑎𝑥(𝑛, 𝑝) or 〈𝑛 + 𝑝〉] × 𝐵𝐿 ……………(50) 

where, max(n,p) is the higher parameter of electron density n (m-3) or hole density h 

(m-3), <n+p> is a spatial average of electron and hole density, and BL is the bimolecular 

recombination constant (m3 s-1). By knowing P(E) and kD, the geminate decay rate 

constant can also be calculated using the following equation: 

𝑘𝐹 = (
𝑘𝐷(𝐸)

𝑃(𝐸)
) −  𝑘𝐷(𝐸)…………(51) 

P(E) is taken at Vmax since it has the highest correlation to the FF. Using the equations 

above, kD and kF parameters were calculated and tabulated in Table 5.24. It should be 

noted that kD values calculated for EFT: PC71BM and EFT: PC61BM samples are based 

on the following equation since (n >> p): 

𝑘𝐷(𝐸) = 𝑚𝑎𝑥(𝑛, 𝑝) × 𝐵𝐿 …………(52) 
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kD value calculated for EFT: IC61BA is based on the following equation since n ~ p: 

𝑘𝐷(𝐸) = 〈𝑛 + 𝑝〉 × 𝐵𝐿 ……………(53) 

 
Table 5.24: Recombination decay constant rate parameters calculated for PBDTTT-EFT blended with 

PC71BM, PC61BM and IC61BA.  

  EFT:PC71BM EFT:PC61BM EFT:IC61BA 

P(E) @ Vmax  0.926 0.963 0.772 

kD (s-1) 2.68×106 3.56×106 1.41×105 

1 / kD (µs) 0.37 0.28 7.11 

kF (s-1) 2.14×105 1.37×105 4.15×104 

1 / kF (µs) 4.66 7.31 24.08 

 

As is evident from the data in Table 5.24, devices fabricated from EFT: PC61BM blend 

indicates that bimolecular recombination phenomenon occurs faster than the other 

samples, with 1/kD of 0.28 µs, followed by 0.37 µs and 7.11 µs for EFT: PC71BM and 

EFT: IC61BA respectively. This is in good agreement with the RB results calculated in 

Table 5.23. Based on the data in Table 5.24, it is interesting to note that the highest 

geminate recombination rate (kF) belongs to EFT: PC71BM, and it is reduced for EFT: 

PC61BM and EFT: IC61BA. Therefore, to understand the implication of these 

recombination mechanisms on the device performance, a series of correlation graphs 

has been plotted in Figure 5.54, which elucidate the relationship between molecular 

structuring and recombination rate. 
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Figure 5.54: Correlation graphs for PBDTTT-EFT based OSC devices blended with PC61BM, PC71BM 

and IC61BA: (a) PL Q.E. v.s. 1 / kD, (b) Number of acceptor molecules stacked in d200 plane v.s. 1 / kD, 

(c) Number of PBDTTT-EFT molecules stacked in d100 plane v.s. 1 / kF, (d) Series resistance v.s. 1 / kF, 

(e) Coherence length (crystal size) of PBDTTT-EFT molecules in d100 plane v.s. the sum of 

recombination rate per unit volume (ΣR = RSRH + RB) and (f) Acceptor molecules intensity in d200 plane 

(indicative of vertically segregated acceptor) v.s. the sum of recombination rate per unit volume (ΣR = 

RSRH + RB). 

 

Figure 5.54a illustrates the relationship between quenching efficiency (Q.E.) and 1/kD 

as a function of different active layers. As can be seen, these parameters are inversely 

proportional and follow the opposite trend. This suggests that the sample with the 

highest Q.E. has the highest bimolecular recombination rate. This would indicate that 

the PL quenching is governed by a bimolecular recombination mechanism. Figure 
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5.54b illustrates the relationship between the number of acceptor molecules stacked in 

the vertical direction (d200 plane) and the reciprocal of bimolecular recombination 

decay constant (1/kD).  

An inverse trend between these parameters can be seen, which would suggest that 

the higher the number of vertically stacked acceptor molecules, the higher bimolecular 

recombination rate of decay (kD). An interesting observation to be made is that PL Q.E. 

and the number of acceptor materials vertically stacked are correlated. This indicates 

that in a blended system which has ‘good’ bi-continuous network of acceptor would 

have a higher chance of the bimolecular recombination mechanism in the CT state.   

Interestingly, Figure 5.54c shows similar but opposite trend between the number of 

PBDTTT-EFT molecules stacked in Edge-on orientation and the reciprocal of 

geminate recombination decay constant 1/kF. This would suggest that the higher the 

quantity of PBDTTT-EFT molecules stacked in Edge-on orientation, the higher the 

rate of geminate recombination decay. Another interesting observation to be made is 

that by looking at the correlation graph (Figure 5.54d) between series resistance (Rs) 

and reciprocal of geminate recombination decay rate a similar pattern exists between 

these parameters when plotted as a function of PBDTTT-EFT blends with different 

acceptors.  

From this graph, it can be concluded that devices with the lowest series resistance 

would have the higher geminate recombination decay rate. Figure 5.54e illustrates the 

correlation plot between the coherence length of PBDTTT-EFT molecules in an Edge-

on orientation and the total sum of the recombination rate per unit volume of each 

active layer blend. As is evident, there is an opposing correlation between these two 

parameters. This would suggest that the longer the coherence length of PBDTTT-EFT 

molecules in d100 plane, the lower the overall recombination mechanisms and hence, 

better FF parameter of the device.  

Figure 5.54f also shows the similar opposite trend between the quantitative 

presence of acceptor molecules vertically segregated (indicative via the intensity of 

the d200 plane) and the total sum of recombination rate per unit volume. Which would 

suggest that if more acceptor materials exist in the vertical direction, there will be less 

recombination for that device. From the comments made on Figures 5.54e and 5.54f, 

it can be suggested that there must be a direct relationship between the coherence 
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length of PBDTTT-EFT molecules (Lc) in d100 plane and the quantitative presence of 

the acceptor molecules in the vertical direction.  

From Table 5.23, RSRH values are more significant than RB, which is a suggestion 

that the trap-assisted recombination is dominant in comparison to bimolecular 

recombination. The highest PCEs measured in the present work correspond PBDTTT-

EFT: PC71BM at 1:2 blend ratio. Therefore, it is expected that a lower recombination 

rate should be observed. However, this is not the case as the parameters in Tables 5.23, 

and 5.24 indicate. Devices with the highest PCE also have highest geminate 

recombination rate (kf). In addition, it can be noticed that the trap concentrations (NTh 

or NTe) are for these devices EFT: PC71BM is not the lowest.  

Therefore, it can be concluded that devices with the lowest total sum of 

recombination rate per unit volume possess the best FF but not the best PCE. The fact 

that FET: PC71BM  has the best μe / μh ratio plays a vital role in charge transport to the 

respective electrodes, and therefore better PCE. What is interesting is that PBDTTT-

EFT: IC61BA, has the poorest PCE and μe / μh ratio as well as the highest sum of 

recombination rate per unit volume.  

In order to provide further evidence for the domination of the recombination 

mechanism, the relationship between light intensity and open circuit voltage (Voc) is 

explored (see section 2.3.4 for details). It has been reported in the literature that 

studying the relationship between the variation of light intensity and Voc would 

elucidate this matter [59], [264].  

Therefore, the Voc of these samples as a function of change in the illuminated light 

intensity are investigated. The variation of light intensity was achieved by using optical 

density filters. The following equation was presented to illustrate the relationship 

between Voc and light intensity: 

𝑉oc =
𝐸𝑔

𝑞
−

𝑘B𝑇

𝑞
ln (

[1 − 𝑃(𝐸)]𝐵𝑇𝑁CV
2

𝑃(𝐸)𝐺(𝐸)
)………………(29) 

In a case that the bulk of the active layer in the OSC is free of traps, the equation above 

will have a slope of S = kBT/q (eV), when Voc is plotted as a function of the logarithm 

of light intensity. It has been reported that S values higher than kBT/q are indicative of 

a trap-assisted recombination mechanism [79]. The plot of Voc against the logarithm 

of light intensity is illustrated in Figure 5.55. 
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Figure 5.55: Voc as a function of light intensity for PBDTTT-EFT blended with different acceptor 

materials (IC61BA PC61BM and PC71BM). Dotted lines are linear fits used to determine the slope S. 

 

As is evident from Figure 5.55, EFT: IC61BA has a slope S = 2.55 (kBT/q) indicates 

the highest trap-assisted recombination followed by EFT: PC71BM, S = 1.86 (kBT/q) 

and EFT: PC61BM, S = 1.82 (kBT/q). To further understand the impact of these trap-

assisted recombination mechanisms on the device performance and charge transport, 

AC measurement (Impedance Spectroscopy, IS) study is employed.  

As it was previously described in Chapter 4, section 4.3; Impedance Spectroscopy 

is known to be a useful tool for characterising the electrical properties of electronic 

devices and is primarily based on the measurement of the current response to an AC 

voltage applied to the OSC device as a function of frequency. Unlike DC methods, IS 

measurements, would evaluate the role of D:A interfaces within the bulk of the 

photoactive layer [265]. The IS measurements for PBDTTT-EFT blended with 

PC71BM, PC61BM and IC61BA have been done under 1 sun illumination and no DC 

bias voltage. The obtained results are converted from polar to a rectangular format 

and are presented as a Cole-Cole plot in Figure 5.56. 
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Figure 5.56: (a) Impedance spectra of PBDTTT-EFT blended with PC61BM, PC71BM and IC61BA under 

1 SUN illumination and no DC bias voltage (Simulated Dotted line are computer model fit based on 

simulation), (b) equivalent circuit model used to simulate the IS data. 

 

It has been reported in the literature that parameters such as charge carrier lifetime, 

chemical capacitance and recombination resistance can be extracted from the IS 

measurements by developing an equivalent circuit model incorporating both resistive 

and capacitive elements [43]. Components used in the equivalent circuit model 

presented in Figure 5.56b are as follow; Rs is series resistance, Rbulk is bulk resistance, 

Cgeo is geometrical capacitance, Rrec is the recombination resistance, and Cchem is the 

chemical capacitance of the active layer. Using EIS Spectrum analyser 1.0 software 

the IS obtained data for each sample were uploaded and by using the equivalent circuit 

model shown in Figure 5.56b, simulated data was generated (shown as dotted lines). 

From the computer model, the equivalent circuit model parameters were obtained and 

are presented in Table 5.25. 
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Table 5.25: Extracted parameters from the equivalent circuit models used to simulate the IS data 

  EFT:PC71BM EFT:PC61BM EFT:IC61BA 

Rs  (Ω) 21.38 25.87 44.95 

Rbulk (kΩ) 3.23 4.80 1.06 

Rrec  (kΩ) 2.56 3.12 0.66 

Cgeo  (nF) 3.22 2.80 3.25 

Cchem (nF) 3.59 2.54 9.57 

τavg (µs) 9.19 7.94 4.96 

 

The average charge carrier lifetime was determined using the following equations 

[266]: 

𝜏𝑎𝑣𝑔 = 𝑅𝑟𝑒𝑐𝐶𝑐ℎ𝑒𝑚 ………………(54) 

As is evident in Table 5.25, the most extended average charge carrier lifetime (τavg) 

belongs to EFT: PC71BM devices, which possess the highest PCE and Jsc. Similarly, 

the poor performance of   EFT: IC61BA based OSC devices can be attributed to the 

fact that the charge carrier lifetime, which is the shortest amongst these samples. 

 

This study can be summarised into the following achievements: 

• Correlation between absorption levels of different active layers and the Jsc was 

demonstrated. Also, from the PL measurements, it was evident that the PL Q.E. 

correlates well with the FF parameter.  

• From the AFM analysis, it was established that Δ|Sq| correlates well with Rs. 

Indicating that devices with the lowest Δ|Sq| have the lowest Rs.  

• From GIXRD results, it was established that pristine IC61BA has a less 

molecular ordering in comparison to the other fullerene derivative acceptor 

materials (PC61BM & PC71BM). This was also observed when the blend of 

EFT: IC61BA was investigated. It was established that IC61BA has the least 

impact on the preferred molecular orientation of PBDTTT-EFT, meaning in 

blends containing IC61BA, more PBDTTT-EFT molecules remained in Face-

on orientation in comparison to blends containing PC61BM or PC71BM. In fact, 

active layer blends containing PC61BM showed the greatest change in preferred 

orientation of PBDTTT-EFT molecules. Based on the computer-generated 
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models, it was evident that PC61BM molecules are more vertically segregated 

in comparison to PC71BM and IC61BA. Also, the side chain intercalation of the 

PBDTTT-EFT molecules and the increase in the π-π spacing were backed up 

with the results obtained from the Raman spectroscopy.  

• From the mobility measurements, it was established that EFT: IC61BA devices 

showed the highest hole mobility and the lowest electron mobility. in contrast 

EFT: PC61BM devices had the highest electron mobility and the lowest hole 

mobility. This was expected since the transport of holes takes place on the 

backbone of BDT-based polymers (donors) which need PBDTTT-EFT 

molecules in Face-on orientation, and electron transport is directly related to 

the vertical segregation of the acceptor molecules. An important observation 

from the mobility measurements was the correlation between the µe/µh and 

d100/d010 ratios.  

• From the photocurrent generation and recombination analysis, it was 

established that the maximum generation rate and the Jsc are in good correlation 

as expected. The relationship between FF parameter and the probability of 

exciton dissociation was also agreed to be for P(E) @ Vmax. Recombination 

analysis showed that the highest bimolecular recombination rate per unit 

volume belongs to EFT: PC61BM, EFT: PC71BM and EFT: IC61BA, 

respectively. However, when trap-assisted recombination rate per unit volume 

is considered, EFT: IC61BA has the highest rate, followed by EFT: PC71BM 

and EFT: PC61BM, respectively. When the total sum of the recombination was 

considered, it was established that EFT: PC61BM has the lowest recombination 

rate per unit volume. The highest recombination rate per unit volume belonged 

to EFT: IC61BA devices. Also, it was identified that the highest geminate 

recombination rate belongs to EFT: PC71BM.  

• From the study on the relationship between light intensity and Voc, the 

recombination mechanism dominance in each sample was identified as trap-

assisted, with EFT: IC61BA having the highest trap-assisted recombination 

mechanism when compared to the other two samples.  

• From the Impedance spectroscopy analysis, it was concluded that EFT: IC61BA 

devices have the shortest charge carrier lifetime and EFT: PC71BM have the 

highest lifetime, which correlates well with the obtained PCE values. 
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5.4 Summary 

In this chapter, materials used for the active layer were characterised, and a series of 

studies were designed to optimise device performance for conventional architecture 

OSC with PBDTTT-EFT as the donor material and PC71BM as the primary acceptor 

material, as well as other fullerene derivative acceptor materials. A systematic 

approach for enhancing the device performance was followed in this project, which 

was introduced in the introduction of this chapter, Figure 5.57 illustrates the summary 

of all the studies completed in this chapter. 

 

Figure 5.57: Workflow diagram for pilot study experiments in chapter 5, illustrating the success of each 

experiment and the highest PCE obtained from that process. [✓] marks represent the highest achieved 

PCE and [✗] marks represent low-performance OSC devices. 
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Chapter 6 - Conclusion & Future Work 

C H A P T E R   6 

Conclusion & Future Work 

 

 

 

 

 

 

 

 

 

In this chapter, conclusions are drawn from the experimental results and discussions 

which summarise the key points of this work. These summaries are bullet-pointed into 

relevant categories. Following the conclusion, a brief outlook of the future work in 

several significant areas for further improving the performance of OSCs are provided.  

 

 

Conclusion: 

 

• Solution Ageing: From section 5.3.3, it was concluded that as the active 

solution used to fabricate the active layer should be dissolved well prior to 

being spin cast. However, the time taken for the solution to dissolve is 

important; a fine-tuned time / ageing is required to achieve the desired blend 

mixture between donor and acceptor materials in the vial. If the ageing process 

is longer than the optimised timing, the D:A blend would be deteriorated and 

have a negative impact on device performance. Therefore, dissolving the D:A 

blend correctly is of importance. This was achieved by allowing the D:A blend 

solution to age in the vial prior to being used for active layer fabrication. 
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• Thin Film Drying time, impacting the D:A phase domains: From section 

5.3.5, it was concluded that depending on how the fabricated active layer was 

dried, the D:A phase domain will be impacted. Fast-drying technique such as 

vacuum drying, straight after casting would result in the best separated D:A 

phase domains and formation of PC71BM clusters which are beneficial for 

charge separation and transport.    

• GIXRD, change in molecular orientation of PBDTTT-EFT and acceptor 

migration to the thin film surface: From the GIXRD results analysed in 

sections 5.3.9 and 5.3.10, for the first time, the existence of PBDTTT-EFT 

molecules in the Edge-on orientation was identified in the OOP mode upon 

blending with fullerene acceptor materials. This was achieved by correct 

background removal from the collected diffractograms. Based on this 

observation, as the percentage loading of PC71BM in the blend was increased, 

the more PBDTTT-EFT molecules appeared in the Edge-on orientation as 

compared to their preferred Face-on molecular orientation. It was also noticed 

that as more PBDTTT-EFT molecules are becoming Edge-on oriented, the 

level of PC71BM molecules stacking in the vertical direction increases. This is 

beneficial for electron charge transport and extraction. PBDTTT-EFT 

molecular orientation change from Face-on to Edge-on was very much 

dependent on the quantitative presence of  and the type of the acceptor material 

in the blend. It was noticed that IC61BA has the least impact on the molecular 

structure and orientation of PBDTTT-EFT compared to PC71BM and PC61BM 

when formed a blend. IC61BA, in its pristine form, has the lowest vertical 

stacking, also when blended with PBDTTT-EFT, this acceptor material has the 

poorest vertical stacking. Since fewer acceptor materials are stacking vertically 

within the active layer blend of PBDTTT-EFT: IC61BA, there will be fewer 

electrons being transported and extracted at the top surface. This can be clearly 

seen from the mobility data collected, indicating the lowest electron mobility 

belongs to samples fabricated from blends that contain IC61BA as their 

acceptor material. From the mobility measurements it was established that 

PBDTTT-EFT: IC61BA devices showed the highest hole mobility and the 

poorest electron mobility, in contrast PBDTTT-EFT: PC61BM devices had 

shown the highest electron mobility and the poorest hole mobility. This was 



 

159 

 

  

expected since the transport of holes takes place on the backbone of BDT-based 

polymers (donors) and electron transport is directly related to the vertical 

segregation and stacking of the acceptor molecules. The recombination 

analysis showed that the highest bimolecular recombination rate per unit 

volume belongs to PBDTTT-EFT: PC61BM followed by PBDTTT-EFT: 

PC71BM and PBDTTT-EFT: IC61BA, respectively. However, when trap-

assisted recombination rate per unit volume is considered, PBDTTT-EFT: 

IC61BA  samples have the highest rate, followed by PBDTTT-EFT: PC71BM 

and PBDTTT-EFT: PC61BM, respectively, indicating that PBDTTT-EFT: 

IC61BA samples have the poorest D:A network formation which is due to their 

molecular structure and orientation. Hence, most of the charges generated are 

trapped within the active layer and can’t be extracted. When the total sum of 

the recombination was calculated, it was established that PBDTTT-EFT: 

PC61BM has the lowest recombination rate per unit volume, which is why these 

samples have the highest FF and PL Q.E. parameters. Despite the Voc 

enhancement for PBDTTT-EFT: IC61BA devices, the overall performance is 

poor compared to using PC61BM or PC71BM as the acceptor material in the 

blend. Although it has been reported that IC61BA enhances the device 

performance of some organic solar cells, it is not true for BDT based polymers. 

It seems that IC61BA is incompatible with some polymers and to understand 

why the molecular structure of polymers which has shown signs of 

improvement must be investigated. OSCs that showed improved device 

performance upon using IC61BA as their acceptor material was blended with 

polymers which all have a preferred Edge-on orientation. However, almost all 

of the BDT-based polymers have a Face-on orientation. Therefore, it can be 

concluded that one of the main reasons for the incompatibility of IC61BA with 

BDT-based polymers for OSC application is due to lack of vertical stacking of 

IC61BA and preferred molecular orientation of the polymers.  
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Future work 

 

• The solubility of materials for the active layer: solubility of donor and 

acceptor materials is one of the critical factors for solution processed organic 

solar cell fabrication. Therefore, further investigating the role of solvent and 

how the donor / acceptor materials are dissolved is of importance. In order to 

commercialise OSC devices, environmentally friendly chemical / materials 

need to be used. Amongst which, solvents are one of them. Using green 

solvents such as toluene and o-Xylene as a replacement for CB and o-DCB 

could be the step forward in the future works.  

• Monitoring migration of acceptor material to film surface: As it was 

mentioned in the conclusion section, vertical stacking and presence of acceptor 

material on the top surface of the active layer are crucial for charge transport 

and collection. Therefore, new techniques should be developed for faster 

monitoring of this phenomenon. Apart from GIXRD technique, Raman 

mapping is another useful technique which can be used to obtain visual 

pixelated images distinguishing the difference between materials on the film 

surface by colour coding. Developing such technique by writing image 

processing algorithms and data processing of scanned Raman mapped regions 

would also be the next step in the future works. 
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