
Mobility Support for MIMO-NOMAUser
Clustering in Next-Generation Wireless Networks

Muhammad Kamran Naeem ,Member, IEEE, Raouf Abozariba ,Member, IEEE,

Md Asaduzzaman , Senior Member, IEEE, and Mohammad Patwary, Senior Member, IEEE

Abstract—Non-Orthogonal Multiple Access (NOMA) is a promising technology for future-generation wireless systems, with potential

to contribute to the improvement of spectral efficiency. NOMA groups users into clusters, based on channel gain-difference. However,

user mobility continuously changes the channel gain, which often requires re-clustering. In this article, we study a set of re-clustering

methods: arbitrary, one-by-one and Kuhn-Munkres assignment algorithm (KMAA), that expedite link re-establishment and keep the

clusters interference-free, taking into account the mobility of users. The methods are applied to automatically dissociate identified users

within clusters, when the gain-difference is lower than a given threshold, followed by re-association procedure, which integrates users

into different clusters, maintaining an appropriate gain-difference. Experimental results show that the KMAA method improves

efficiency and capacity through minimizing the number of re-clustering events, improving resource utilization, and lowering signaling

overhead. Other sets of results highlight the throughput and outage probability gains of the KMAA method across a wide range of

mobility scenarios. We also provide an analysis of the KMAA algorithm when applied to MIMO-NOMA, encompassing link resiliency

and maintenance of average gain-difference, among users in clusters.

Index Terms—NOMA, switched beamforming, MIMO-NOMA, NGN, massive MIMO, 6G

Ç

1 INTRODUCTION

MULTIPLE access techniques enable multiple users to
share the same bandwidth resource and they are core

to cellular communication systems. Previous generations of
cellular networks have adopted a range of access methods
including Time Division Multiple Access (TDMA) and
Orthogonal Frequency Division Multiple Access (OFDMA).
These methods are underpinned by the orthogonality in the
frequency and time domain in the physical layer, where
resource blocks occupied by a user cannot be concurrently
shared. Although these techniques facilitated significant
advances in terms of data rate and spectrum efficiency in the
fourth generation (4G) and 4G Long Term Evolution (LTE)
standards of cellular communication, they pose non-trivial
challenges to Next Generation Wireless Networks (NGN).
The frequency bands currently used in cellular communica-
tions are becoming ever more saturated due to high traffic
generated by the overwhelming number of smartphones,

Internet of Things (IoT) nodes and similar devices [1], [2].
The availability and usage of millimeter-wave frequencies
and techniques such as Filter BankMulti-CarrierModulation
(FBMC) will alleviate the problem, but these are not the only
solutions being explored by researchers in industry and aca-
demia. On the other hand, Non-Orthogonal Multiple Access
(NOMA), a promising technology, aims at improving the
spectral efficiency by combining superposition coding at the
transmitter with Successive Interference Cancellation (SIC)
at the receivers [3], [4], [5]. SIC is a well-known physical layer
technique, supports decoding of multiple transmissions at a
single receiver. It achieves that by first decoding the stron-
gest signal and treating the rest as interference. It cancels the
decoded signal from the ensemble and continues to succes-
sively decode the remaining signals (see Fig. 1).

Due to additional system overhead for instantaneous chan-
nel feedback requirements and random error propagation, it
is not feasible to apply NOMA on all users in a cell as one
group. Therefore, user pairing technique has emerged, where
NOMA arranges several users into clusters with sufficient
gain-difference between channels and assign the same fre-
quency band and time slot [6]. The authors in [7] concluded
that the performance gain of Fixed Power NOMA (F-NOMA)
over conventional multiple access can only be enlarged by
selecting users whose channel conditions are more distinct. It
is also mentioned in [8] and [9] that NOMA’s performance is
determined by how different the users’ channel conditions
are, allowing userswith strong channel to perform SIC.

Wireless channels are characterized by rapid variations
of channel quality due to several factors including mobility
and location of the communicating devices as well as the
movement of objects in space [10], [11]. Even if the initial
NOMA user pairing/clustering is performed optimally, the
inherent high mobility characteristics of users in cellular
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networks can rapidly influence the channel gain-difference,
raising the possibility of users being paired incorrectly and
the sum throughput may drop significantly. In this paper,
we perform continuous per-cluster analysis to determine
the validity and effectiveness of each cluster by monitoring
the instantaneous channel gain-difference between users.
For cases where a cluster is found to be ineffective, we
developed a dissociation mechanism, where one or more
users are removed from the cluster to ensure SIC is success-
fully achieved for the remaining users in the cluster.

Removing users from a cluster means they will be unable
to use the bandwidth configurations associated with the
original cluster. To continue the operation of NOMA, the
dissociated users should swiftly merge with a new suitable
host cluster and obtain new network configurations. How-
ever, in congested urban networks, the number of clusters
could be large and there could be numerous choices for
each user, but only a few are optimal. In this paper we com-
pare three different clustering methods and analyze their
effectiveness from multiple new parameters.

In multiple-input multiple-output (MIMO) NOMA where
users in a cluster also share the same beam, the issue of main-
taining the gain difference undermobility is evenmore compli-
cated compared to a 360o omnidirectional mode [12].While the
narrowest beamwidth sectors offer maximum directivity gain
[13], in the presence of mobility, it is difficult to maintain users
under acceptable gain difference. To solve this problem, we
deploy our highest performance clusteringmethod tomaintain
cluster order.

Our contributions are summarized as follows:

� A mobility management scheme for NOMA, which
explicitly guarantees the gain-difference in all clus-
ters at a desired level, achieved through dissociation
and re-association mechanisms. In particular, our
solution takes into account high user mobility in
dense urban environments.

� Three different re-association methods: arbitrary,
one-by-one and Kuhn-Munkres assignment algo-
rithm (KMAA), performed in real-time to address
the shortcomings of power allocation techniques.
The KMAA algorithm is powered by the dynamic
Hungarian assignment algorithm, which is proposed
to improve the re-association accuracy while main-
taining the run-time efficiency.

� Detailed theoretical analysis and simulation results
examine the performance of our proposedmethods and
provide extensive comparisons, highlighting the advan-
tageous of the KMAA algorithm, minimizing outages
andmaximizing throughput in a robustmanner.

� Analysis of link resiliency and average gain difference
for MIMO-NOMA beamforming with varied beam-
widths, under highmobility. Beam and cluster re-selec-
tions are achieved by deploying theKMAAalgorithm.

The proposed solutions are useful when the physical layer
properties are rapidly changing, requiring frequent instanta-
neous re-clustering processes. This paper is a continuation of
our previous work in [14] and here, an attempt is made to
derive the outage probability, taking into account the pro-
posed dissociation and re-association mechanisms. We also
added clustering comparison using Jaccard Coefficient, a
method which was not used previously in the this context.
Furthermore, we derivedmore results on the impact of mobil-
ity intensity on the proposed dissociation and reassociation
and thoroughly investigated the KMAA algorithm with
beam-switching under MIMO-NOMA set up. The complete
MATLAB source code used for implementing the mobility
simulation and the proposed algorithms are available at
https://github.com/mknaeem/mobility-support-for-noma

The rest of the paper is organized as follows. Section 2 con-
tains the relevant background information. Section 3 presents
the systemmodel. In Section 4 the problem is describedmath-
ematically followed by the resource allocation procedures in
Section 5. We extend our system model from SISO to MIMO-
NOMA and we discuss the associated challenges in Section 6.
The simulation results are presented in Section 7 and we con-
cludewith a few remarks in Section 8. Table 1 is a summary of
key symbols used throughout this paper.

2 RELATED WORK

In this section we briefly review a number of studies which
address clustering problems in NOMA. In [15], the gain dif-
ference is artificially created using precoding and detection
strategies. Particularly, the precoding matrix is designed to
degrade user’s (nearer to the base station) effective channel
gains while improving the signal strength for the user farther
from the base station. Complex power allocation strategies
such as cognitive radio power allocationwas also proposed in

Fig. 1. A downlink NOMA system with multiple clusters.

TABLE 1
Key Symbols and Definitions

Symbols & Definitions

V set of users in the network
V0 set of users under coverage
kmax maximum number of users in a cluster
C set of clusters in the network
C� set of clusters updated after mobility
R available resource blocks
M set of dissociated users
N set of under-utilized clusters
hi channel gain of ith user
B size of the resource block
Pi transmit power for ith user
R total capacity of the cell
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[7]. However, in practice, power allocation techniques fail to
create a gain-difference when users of one NOMA cluster
mutually move closer to the edge of the cell, where the signal
severely diminishes, and the residual noise accumulates. In
this case, power domain multiplexing is ineffective in
enabling SIC, since lowering the transmit power for users at
the edge will result in the received power being near the noise
floor, making signal decoding impossible. This will not only
result in low cluster throughput but also unnecessary waste
ofwireless resources, including power and spectrum. In addi-
tion, the majority of power-based user pairing algorithms in
the literature are designed based on exhaustive search meth-
ods, which are computationally complex [16], hence limiting
the number of users per cluster. Other solutions used learning
approaches to facilitate the association between users and BS
in an iterative and distributed manner [17]. In contrast, our
proposed system is centralized in nature following the cellu-
lar communication design principles.

The authors in [18] and [19] proposed maximumweighted
bi-partite matching and sequential maximum weighted
multi-partite matching algorithms to perform clustering,
respectively. However, these studies use drop-based scenar-
ios with limited mobility consideration and do not address
the re-clustering problems caused by usermovement or chan-
nel variation over time. [20] developed a dynamic K-means
online based machine learning algorithm to account for con-
tinuous arrival of users. This study, however, failed to take
account of the intra-cell mobility and its impact on clusters’
validity. In large-scale NOMA systems, it is hard to find an
optimal solution to the user clustering problem. Moreover, to
the best of our knowledge, the publishedworks have not thor-
oughly considered the impact of mobility in respect to the
validity of NOMA clusters, in dense mobile environment.
Therefore, it remains unclear whether the available solutions
are effective for highlymobile scenarios.

In addition, the effectiveness of these clustering techniques
is not analyzed under MIMO beamforming. Notable studies
that combined NOMA with beamforming are [12] and [21]
where heuristic clustering methods are developed. Greedy
clustering algorithm were proposed in [22] to combat inter-
cluster and intra-cluster interference. An enhanced K-means
scheme is proposed in [23] to reduce the interference inter-
beams. However, the study addressed the maximization of
energy efficiency problem in THz band. While these cluster-
ingmethods provide high throughput, they do not comewith
mobility support, nor discuss the effect of different antenna
beamwidths. In this paper, we integrate our most advanced
solution with beam switching in large-scale MIMO-MOMA
system to study the link resiliency and the impact on the aver-
age channel gain-difference, under various beamwidths.

Furthermore, the majority of previous work on NOMA
focused on the sum rate and outage probabilities optimiza-
tion by using different power allocation strategies. In this
paper, we argue that mobility should be taken into account
when analyzing solutions targeted for NOMA technology.

3 SYSTEM MODEL

Consider a Base Station (BS) supporting jVj User Equipment
(UEs), randomly placed across the cell. The UEs are consid-
ered to bemobile or stationary and their locationsmay change

with respect to the BS over time. The magnitude and angle of
mobility is determined by RandomWaypointmobilitymodel,
widely used in the simulation studies of cellular networks
[24]. We assume that there is a set of users who are mobile,
and they move between different cells, capturing the real-
world dynamics in cellular networks.

In this model, we assume that the BS has access to the
complete set of data on UEs, including two dimensional
positions and the channel coefficients of each UE. Consider
V0 is a set of all users under coverage and mathematically
this can be defined by V0 ¼ fv1; v2; . . . ; vi; . . . ; vjV0jg. To group
UEs into clusters, we use the distance-based criteria (euclid-
ean distance), for which a distance measure is specified
between each pair of UEs, in respect to the BS. The BS forms
the clusters ci based on criteria relevant to the UEs distances
D ¼ fd1; d2; . . . ; di; . . . ; djV0jg from each other.

In the initial clustering, UEs are first arranged in ascend-
ing order based onD (described in more details in Section 5).
The set of available resources at each BS is R, with jRj ¼
NRB, where each resource block (RB) represents the mini-
mum spatio-temporal scheduling unit. The number of RBs
available bounds the number of clusters in the network. Let
l be the number of UEs in each group, where

l ¼ jV0j=kmaxd e; (1)

and kmax is the maximum number of users allowed in each
cluster. The groups of UEs can be arranged in C, which is
defined as

C ¼

v1 v2 . . . vl

vlþ1 vlþ2 . . . v2�l

..

. ..
. ..

. ..
.

vlðk�1Þþ1 vlðk�1Þþ2 . . . vk�l

2
66664

3
77775; (2)

where each column of C represents the UEs in a cluster.
Consider C is the initial set of clusters of size ð1 � j ci j �
kmaxÞ in the network which is defined as

C ¼ fc1; c2; . . . ; ci; . . . ; ckg; (3)

where k represents the total number of clusters. Moreover,
the sum of all users within the BS is denoted as

c1
[

c2
[
� � �

[
ck � f1; 2; . . . ; V 0g

where

cp
\

cq � ;; p 6¼ q:

The size of the clusters kmax are defined by the range of the
BS coverage and throughput requirements. The number of
available resource blocks jRj is also taken into consideration
when deciding the cluster size. For example the following
relation can be used

kmax ¼ jV
0j
jRj : (4)

Note that in this paper, we assumed that the base station
owns a sufficient amount of bandwidth resources, as our
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focus is more on the clustering, and not so much on resource
blocks management. Our ultimate goal is to minimize the
number of clusters, which will have an indirect impact on
the required number of resource blocks. However, the treat-
ment of resource blocks would not add any complications
to the system. Resource block management is performed
through Radio Resource Control, which is an independent
entity within the cellular networking stack. Upon detection
of low channel gain-difference, the UE, which is likely to
cause the highest disruption to the overall cluster, is dissoci-
ated from their clusters. The process of UE dissociation and
re-association is presented in the following section.

4 PROBLEM SETUP

NOMA arranges the users into clusters, and to keep the
clusters with high gain-difference and to enable users per-
form SIC successfully, our method discards UEs which
reduces channel gain difference in the cluster below a speci-
fied threshold. This process is defined as dissociation. The
method also provides the identity of vacant positions,
which allow new and dissociated UEs to join new clusters.
This joining process is defined as re-association. The dissoci-
ation and re-association processes are simplified in Fig. 2.

4.1 Dissociation

In real world environments, wireless transmission suffers
from various channel impairments, including path-loss,
shadowing, and fading. The channel of a wireless signal tra-
versing a multiple N path is usually represented as linear
combinations of complex exponential, given by [25]

h ¼ a exp �j � 2p d

�
þ jf

� �
; (5)

where � is the wavelength, a is the path attenuation, d is the
distance the path traverses, and f is a frequency-indepen-
dent phase that captures whether the path is direct or
reflected. As the signal travels through N paths, the channel
at the receiver can be expressed as:

h ¼
XN
n¼1

anexp �j � 2p dn
�
þ jfn

� �
: (6)

The N paths represent multi-path fading, which are uni-
formly distributed and mutually independent random vari-
ables. The distribution ensures all frequency components
are affected almost equally. Multi-path fading is a type of
small-scale fading that is dominant in mobility [26].

Now, consider any two channel gain measurements hc
x,

hc
y, for the channel between the BS and any two UEs x and y

in the cluster c 2 C, respectively. The UEs in cluster c share
the same channel on NOMA basis. As mentioned in Sec-
tion 1, the performance gain of NOMA increases in channel
gain, i.e., when difference in path-loss between any set of
UEs in one cluster is large. We define the dissociation proce-
dure employed by the BS as

Dðhc
x; h

c
yÞ ¼

1; if hc
x and hc

y satisfy a certain condition,
0; otherwise.

�

Decisions to disassociate UEs from clusters is based on
binary decision rule Dðhc

x; h
c
yÞ, which is founded on a chosen

distance between hc
x and hc

y and determined by the follow-
ing model:

D hc
x; h

c
y

� �
¼ 1 khc

x � hc
yk < �c

0

n o
; (7)

for each x; y 2 c and x 6¼ y, where 1 denotes the indicator
function that takes the value 1 if its argument is true and 0
otherwise. To maintain the cluster optimality in the system,
we choose one of the UEs in the cluster to be dissociated
using the rule

ðP1Þmax
X

c1;c2;...;ck

X
xi;yi2 ci

Dðhc
xi
; hc

yi
ÞZxi;yi

s.t. Dðhc
xi
; hc

yi
Þ � �c

0; 8 c 2 C;
Zxi;yi 2 f0; 1g; (8)

where

Dðhc
xi
; hc

yi
Þ ¼ khc

x � hc
yk; (9)

and �c
0 is the chosen threshold such that 0 < �c

0 < �0, where
f�c

0gc2C are the thresholds relative to the cluster size and �0 rel-
ative to the cell size, describing the desired degree of channel
gain-difference where large �c

0 gives less channel gain-differ-
ence. The optimal threshold can be based on several factors
including application requirements, channel bandwidth avail-
ability, slow/fast fading, number of users in a cluster,mobility
intensity and noise in the channel. One can find the optimal
threshold value either by solving a multi-objective optimiza-
tion problem or by conducting empirical analysis. This paper
does not attempt to solve this general problem.

It is important to note that the BS needs to observe the
values of hc

x and hc
y to make an informed decision.

� If Dðhc
x; h

c
yÞ ¼ 1, this implies that observations of

channel gain difference from users x and y, in the
same cluster are too close, therefore one of the UEs
(x or y) is dissociated.

� IfDðhc
x; h

c
yÞ ¼ 0, thenwe do not consider the difference

in gain to be close enough to impact the SIC process.
Dissociating UEs can simply be achieved by issuing a

disassociate request to the UE.

4.2 Re-Association

Dissociated UEs can switch to operate under OMA scheme,
requiring additional resources. This is attainable if there are
additional channels reserved for such circumstances and
may provide low latency. However, this is undesirable
practice, when channels are a scarce commodity, and we
only consider this option when a suitable cluster cannot be

Fig. 2. An example of dissociation and re-association in shared clusters.
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found. The proposed dissociation/re-association method
balances achieving high throughput with fairness as it
ensures all users remain linked to the best possible cluster
at any given time. To reduce computational overhead,
instead of computing throughput for every possible combi-
nation of clusters, we just perform dissociation and re-asso-
ciation for a subset of users. Due to the dynamic nature of
cellular networks, dissociated UEs may join one of the clus-
ters with empty positions which are given by

XjCj
i¼1

Xjcj
j¼1
Dij hc

x; h
c
y

� �
¼ m; (10)

where Dijð�Þ is the decision value f0; 1g for jth user in the ith
cluster, m represents the total number of vacant positions in
the network. In NOMA, it is desired to maximize the dis-
tance between UEs in a cluster, for example, in a cluster of
two UEs the optimal clustering is in

argmax
xi;xj2c i6¼j

Dðhc
xi
; hc

xj
Þ

subject to khxi � hxjk > �c
1 8 i; j 2 c: (11)

Now we shall discuss the criteria of joining users into a clus-
ter. Let X ¼ fxi1; xi2; . . . ; xinig be a set of ni UEs dissociated
from the ith cluster ci, ci 2 C ¼ fc1; c2; . . . ; ckg. The set of
remaining UEs in C forms a new cluster C� with n ¼Pk

i¼1 ni

vacant positions such that C� ¼ fC n Xg. Let Zxi;xj be a binary
indicator variable, which takes value 1 if the ith element of
jth cluster Zxi;xj 2 ci is assigned to the new cluster c�i i.e.,
Zxi;xj 2 C is assigned to C�. Therefore, the new set of cluster
can be represented by C� ¼ fc�1; c�2; . . . ; c�kg. The optimization
problem of UE association with the appropriate constraints
can now be written as follows:

ðP2Þmax
X

c1;c2;...;c
�
k

X
xi;xj2ci;c�i

Dðhc
xi
; hc

xj
ÞZxi;xj

s.t. Dðhc
xi
; hc

xj
Þ > �c

1 8 c 2 C;
c�i
\

c�j ¼ f 8 i; j 2 C�;
Zxi;xj 2 f0; 1g; (12)

where

Dðhc
xi
; hc

yi
Þ ¼ khc

x � hc
yk; (13)

hxi is the channel gain between the BS and the dissociated user
xi and hyj is the channel gain between the BS and an element
of the c�. The re-association problem ðP2Þ is a binary optimiza-
tion problemand can be viewed as a clustering technique. The
optimization problem can be solved using three different
approaches: (i) associating users arbitrarily, which does not
guarantee the optimality (ii) associating users one-by-one,
which would give near optimal solution but does not guaran-
tee the global optimal and (iii) associating users simulta-
neously, which guarantees the global optimal solution.

The arbitrary solution solves the problem through assign-
ing each dissociated user to a suitable cluster under a certain
gain-difference threshold. The one-by-one solution assigns
dissociated users to the best cluster available from among all
possible cases, to reduce the interference, under a certain gain-

difference threshold. In the KMAA solution we deploy the
Hungarian algorithm [27], [28] (also known as the Kuhn-
Munkres algorithm) maximizing Dðhc

x; h
c
yÞ. These solutions

are described next.

5 NOMA RESOURCE ALLOCATION THROUGH

USER DISSOCIATION/RE-ASSOCIATION

PROCEDURE

We present here the solution for the re-clustering problem
(P1 & P2), where Algorithm 1, phase 1 is an initial cluster-
ing, based on euclidean distance, that is being called at the
start of running phase 2.

Algorithm 1. Initial Clustering and Dissociation Procedure

1: Phase 1: Choosing initial clusters
2: Input: Number of UEs jV0j, cluster size kmax ⊳ e.g., (1 �
jKj � kmax), �0 and �1 gain-difference threshold values, N
is a set of available positions andM is a set of dissociated
and new UEs

3: Output: C;
4: for i 2 f1; 2; . . . ; jV0jg do
5: calculate the distance between UE vi and BS and save it in

set D
6: sort fDg
7: sort fV0g according to fDg
8: for j 2 f1; 2; . . . ; kmaxg do
9: l ¼ j� k
10: if l � jV0j then
11: cj ¼ fðk� ðj� 1ÞÞ þ 1; ðk� ðj� 1ÞÞ þ 2; . . . ; ðk� ðj�

1ÞÞ þ kmaxg assigning UEs to the clusters f1; 2; . . . ; kg.
12: else
13: cj ¼ fðk� ðj� 1ÞÞ þ 1; ðk� ðj� 1ÞÞ þ 2; . . . ; jV0jg assign-

ingUEs to the clusters f1; 2; . . . ; jV0j � ðk� ðj� 1ÞÞg.
14: Phase 2: Managing clusters
15: for k ¼ 1! jCj do
16: s semp ⊳ an empty array.
17: W ðð1 : ðjckj � 1ÞÞ � ð1 : jckjÞÞ ⊳ is a matrix of zeros,

where each y represents the status of UE interference.
18: for i ¼ 1! ðjckj � 1Þ do
19: for j ¼ iþ 1! jckj do
20: dij ¼ jðhxi � hyjÞj ⊳ dij is a function to find the gain-

difference between all the UEs in a cluster.
21: if �0 � dij � �1 (where �0 < �1) then
22: ck  ck
23: increase the rate of channel feedback

measurements.
24: else if dij � �0 then
25: s ½s; yði;jÞ	 ⊳ save index of interfering UEs in s.
26: Wði; jÞ  1 ⊳ interference status of UEs becomes 1

when their gain-difference is less than �0.
27: for l ¼ 1! ð1 : jckjÞ do
28: c Wð:; lÞ ⊳ identify the UEs which are causing inter-

ference by analyzing each column ofW.
29: ck  ðck n cÞ ⊳ disassociate UE with desired criteria
30: check s if all the interfering UEs are dissociated from kth

cluster otherwise go to 27.
31: M c ⊳ set of all the dissociated UEs
32: N  save cluster number k
33: if jckj < kmax then
34: N  save cluster number k
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Overview of Algorithm 1 — Phase 1. The algorithm com-
putes an approximate solution based on distance from the
base station in order to initialize the maximization of the
objective function of P2. Phase 1 performs the initial cluster-
ing and is composed of the following steps: Step 1: Con-
struct the set D, which consists of the distances between
each UE and the BS and sort all the UEs, based on their dis-
tance from BS (Line 4–7). Step 2: Construct k groups contain-
ing UE from V0, where each group consists of l number of
UEs. We assign the first l UEs to form group 1, then the next
set of l UEs to form group 2 and so on. The first (second)
user in each group will form the first (second) cluster and so
on (Line 8–13).

Algorithm 2. Re-Association Algorithm Using Arbitrary
Mechanism

1: Input: Let �0 gain-difference threshold value, N is a set of
available positions andM is a set of dissociated and new
UEs.

2: M�  ;
3: for i ¼ 1; 2; . . . ; jMj do
4: r 0
5: for j ¼ 1; 2; . . . ; jN j, j 6¼ i do
6: ⊳ So we will go through all the clusters except ci from

which ith user is dissociated
7: c ð1� jKjjÞ is a vector of zeros
8: for l ¼ 1; 2; . . . ; jKjj, do
9: d jðhxi � hxl Þj
10: if d 
 �0 then
11: cl = 1
12: if

P
c ¼ jKjj then

13: cj  cj
S

mi

14: if jcjj = kmax then
15: N  N n cj
16: r 1
17: continue
18: if r ¼ 0 then
19: M�  M� S mi

20: Add new clusters for UEs inM� using Algorithm 1 from
Line (4–13)

NOMA will benefit from the location and positioning
enhancements which are new features for wireless stand-
ards [29]. Future studies will also define more accurate sets
of positioning techniques for both indoor and outdoor envi-
ronments. The form of clustering in Algorithm 1 (Phase 1) is
the de facto method in NOMA allocation and used by sev-
eral researchers [30]. However, this user clustering tech-
nique would inevitably be invalid in networks where users
are mobile. Our next algorithms deal with this problem. The
detailed pseudo-code is presented in Algorithm 1.

Phase 2. In phase 2 of Algorithm 1, we applied a back-
tracking procedure to continuously monitor and update the
clusters. The pseudo-code consists of the following steps:
Step 1: Monitor the gain-difference between each pair of
UEs within a cluster in real-time (Line 15–20). Step 2: If the
gain-difference between any two UEs within a cluster falls
below �1 but remain greater than �0, then the UEs in that
cluster are prompted to increase the frequency of obtaining
and reporting channel gain measurements. This minimizes
channel feedback and communications overhead, when

user mobility in the network is low (Line 21–23). Step 3: If
the gain-difference between UEs within a cluster is less than
the given threshold �0, the UE which is introducing interfer-
ence to other UEs within the cluster is dissociated (Line 24–
30). Step 4: Assign the dissociated users to setM and save
the cluster indexes from which the users are dissociated in
N . Find all the clusters which are under-utilized and save
their indexes inN (Line 31–34).

The dissociated UEs from the setM are then assigned to
clusters in set N , using arbitrary, one-by-one or the KMAA
algorithms, following the corresponding techniques therein.
The dissociated users are assigned to new suitable positions
in other clusters, within multiple position candidates. It is
reasonable for the UEs to be placed to the position where
the gain-difference between the users in the new cluster is
higher than �1. The logic behind this algorithm is to keep
track of the gain-difference changes between users which
occur as a consequence of mobility and to maintain the clus-
ters in working order, minimizing outages. The detailed
pseudo-code is presented in phase 2 of Algorithm 1.

Algorithm 3. Re-Association Algorithm Using One-by-
One Mechanism

1: Input: Let �0 gain-difference threshold value, N is a set of
available positions andM is a set of dissociated and new
UEs.

2: M�  ;
3: for i ¼ 1; 2; . . . ; jMj do
4: r 0, d0  ðjN j � 1Þ is an array of zeros,
5: for j ¼ 1; 2; . . . ; jN j, j 6¼ i do
6: ⊳ So we will go through all the clusters except ci from

which ith user is dissociated
7: c ð1� jKjjÞ is a vector of zeros
8: d ð1� jKjjÞ is a vector of zeros
9: for l ¼ 1; 2; . . . ; jKjj, do
10: d jðhxi � hxlÞj
11: if d 
 �0 then
12: cl  1
13: dl  d
14: if

P
c ¼ jKjj then

15: d0j  
P

dl

16: m maxðd0Þ and save its position to y

17: re-associate the UEmi with cluster cy
18: cy  cy

S
mi

19: r 1
20: if jcyj = kmax then
21: N  N n cy
22: if r ¼ 0 then
23: M�  M� S mi

24: Add new clusters for UEs inM� using Algorithm 1 from
Line (4–13)

Overview of Algorithms 2, 3 and 4— Following the scanning
procedure to identify vacant positions, Algorithm 2 performs
assigning UE to clusters randomly (Line 5-13) and update all
the clusters accordingly. Algorithm 3 performs a search to
find the maximum gain difference between users in clusters
containing valid positions (Line 5-16) and update all the clus-
ters accordingly.

To optimize the assignment problem and to maintain the
global maximum-gain difference, Algorithm 4 performs the
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best possible solution, which is achieved using the Hungarian
algorithm in two steps: (1) Line 4-17, we construct matrix, G,
which contains channel gain-difference values between the
dissociated UE inM and UE inN . (2) The assignment of UE
to clusters is determined by Line 18-31 and saved in G�, fol-
lowed by updating the setsM andN (Line 32-37).

Algorithm 4. Re-Association Algorithm Using Simulta-
neous Mechanism

1: Input: Let �0 gain-difference threshold value, N is a set of
available positions andM is a set of dissociated and new
UEs.

2: M�  ;
3: G ðjMj � jN jÞ is an array of zeros,
4: for i ¼ 1; 2; . . . ; jMj do
5: r 0, d0  ðjN j � 1Þ is an array of zeros,
6: for j ¼ 1; 2; . . . ; jN j, j 6¼ i do
7: ⊳ So we will go through all the clusters except ci from

which ith user is dissociated
8: c ð1� jKjjÞ is a vector of zeros
9: d ð1� jKjjÞ is a vector of zeros
10: for l ¼ 1; 2; . . . ; jKjj do
11: d jðhxi � hxl Þj
12: if d 
 �0 then
13: cl  1
14: dl  d
15: if

P
c ¼ jKjj then

16: gj  
P

dl

17: G g
18: n number of rows inG
19: rowMin½i	  i
20: colMin½j	  j
21: assignMat G�

22: whileNum < n do
23: for i ¼ 1; 2; . . . ; n do
24: for j ¼ 1; 2; . . . ; n do
25: Gij  Gij � rowMin½i	
26: for i ¼ 1; 2; . . . ; n do
27: for j ¼ 1; 2; . . . ; n do
28: Gij  Gij � colMin½i	
29: Cover all 0 with the minimum number of horizontal and

vertical lines
30: Num Minimum number of lines to cover the 0s
31: Obtain the re-association G� and assign the status to users

r 1
32: for i ¼ 1; 2; . . . ; jN j do
33: if jcij = kmax then
34: N  N n ci
35: for j ¼ 1; 2; . . . ; jMj do
36: if r ¼ 0 then
37: M�  M� S mj

38: Add new clusters for UEs inM� using Algorithm 1 from
Line (4–13)

Fig. 3 describes, in three mobility instances, how the algo-
rithms are handling user dissociation and re-association. In
our simulation the mobility of UE is based on random Way-
point model. This movement model applies to non-motor-
ized movements such as walking, running, and cycling. The
movement pattern is random both in terms of speed and
direction [31]. We initially model a square area in which the
BS is at its center. The coverage of the BS is only a fraction

of the initial square area forming a circle. As such, the inter
cell mobility properties are captured through BS being able
to identify the UEs once they enter the coverage area.

5.1 Computational Complexity

In this section, we discuss the computational complexity of
the proposed algorithms. Let gjiðnÞ be the computational com-
plexity of the ith algorithm in the jth step. The complexity of
Phase 1 of Algorithm 1 can be split as g11ðnÞ ¼ Oð1Þ, g21ðnÞ ¼
OðnÞ, g31ðnÞ ¼ OðnlognÞ, g41ðnÞ ¼ OðnlognÞ and g51ðnÞ ¼
OðlognÞ. The complexity in Phase 1 is OðnlognÞ. In Phase 2,
we get g11ðnÞ ¼ Oðnðn2lognÞÞ ¼ Oðn3lognÞ, g21ðnÞ ¼ OðnÞ,
g31ðnÞ ¼ Oð1Þ and g41ðnÞ ¼ OðlognÞ. Therefore, the total time
complexity for Algorithm 1 is g1ðnÞ ¼ Oðn3lognÞ. In lines 5-
17, Algorithm 2 solves a dynamic constraint satisfaction prob-
lem (CSP) through the game theory-based recursive back-
tracking solution, which solves the problem in polynomial
time. ForAlgorithm 2, the computational complexity is

g2ðnÞ ¼ O n n nlognþ 1ð Þ þ 1ð Þð Þ
¼ Oðn3lognÞ:

In lines 3-23 in Algorithm 3 we use an enhanced brute-
force algorithm using heuristics to significantly reduce the
search space in each iteration. While we minimize the num-
ber of iterations and the search space, the solution is not
global. We perform the re-association of users taking each
user separately and the computational complexity is

g3ðnÞ ¼ O nðnðnlognþ 1Þ þ 1þ 1ð Þ
¼ O n3logn

� �
:

Fig. 3. Various clusters are shown from our simulation. We label each
cluster by a distinct color representing its identity. The lines connecting
the UEs indicate their movements after three different observations. The
change of the color indicates that the node has changed its cluster
through dissociation/re-association procedure. The consistent color of
moving UEs indicate that the user maintained their original clusters. In
this graph, we also show how the users coming in and out of the cover-
age zone are handled.
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In lines 18-30 of Algorithm 4, the BS solves the Hungarian
Algorithm to calculate the clustering order. Algorithm 4
performs the re-association of users using simultaneous
mechanism which has the computational complexity:

g4ðnÞ ¼ O 1þ nðn2lognþ nlognÞ�
þnðn2 þ n2 þ 1Þ þ nlognþ nlogn

�
¼ O n3logn

� �
:

5.2 Signalling and Latency

While signaling and processing delay was not the core focus
of our study, we believe our methods are efficient and do
not add significant latency to the system. 5G is the first gen-
eration of mobile networking to use the inactive state and it
is expected to feature in subsequent generations too. In
radio resource control (RRC) connected state, the BS saves
the scheduling request procedure assuming UE is already
synchronized. In RRC inactive state, data can be transmitted
even without random access channel (RACH) procedure or
with 2-step RACH. Therefore, the re-clustering can be
implemented in the edge and with limited interaction with
the core since the users only change the operating frequency
and cluster membership, which can be achieved at the base
band unit, closer to the user. The remaining information
such as security certificates stay unchanged for the duration
of the transmission session. Reducing signalling contributes
to power saving and latency reduction.

5.3 Outage Probability

We describe the outage probability of the proposed schemes
based on the difference between the dissociation and re-
association probability as

PðOutageÞ ¼ PðDissociationÞ � PðRe-associationÞ:
The user dissociation probability can be defined as the prob-
ability that a user will be dissociated from the cluster due to
discrepancies on gain-difference. Suppose that we have ni

users in cluster ci and the dissociation probability of the ith
user is pi. Then all users in cluster ci will be dissociated
with probability given by

Pðjhxi � hxj j < �c
0Þ ¼ p

ni
2ð Þ

i 8i; j 2 ci; i 6¼ j

¼ p
niðni�1Þ

2

	 

i

¼ exp
niðni � 1Þ

2
ln ðpiÞ

� �
: (14)

For a set of clusters fc1; c2; . . . ; ckg 2 C, the dissociation
probability is the maximum number of users to be dissoci-
ated given by

Pðall dissociations in CÞ

¼
Yk
i¼1

exp
niðni � 1Þ

2
ln ðpiÞ

� �

¼ exp
Xk
i¼1

niðni � 1Þ
2

ln ðpiÞ
" #

: (15)

The distance between userxi and xj i; j 2 ci; i 6¼ j is jhxi � hxj j
is a random variable. The probability pi is then a function of
distance between users, and is defined by

pi ¼ 1� exp � 1

a
jhxi � hxj j

� �
; (16)

where a is the mean of distances between users. Then the
dissociation probability in Equation (17) becomes

Pðall dissociations in CÞ

¼ exp
Xk
i¼1

niðni � 1Þ
2

ln 1� exp � 1

a
jhxi � hxj j

� �� �" #
: (17)

Now we define the user re-association probability as the
probability that a user will be re-associated to a new cluster
under the criterion shown in Equation (11). Let ni be the num-
ber of users dissociated from cluster ci 2 C; i ¼ 1; 2; . . . ; k.
Then the total number of users dissociated is

n1 þ n2 þ � � � þ nk ¼
Xk
i¼1

ni ¼ n

from clusters c1; c2; . . . ; ck, respectively. Through the re-
association scheme, the system re-associates all dissociated
n users based on the criteria jhxi � hxj j > �c

1. Let p
�
i be the

probability that the ith dissociated user will be re-associated
in any of the cj; j ¼ 1; 2; . . . ; k; 8 jcjj < kmax, clusters other
than ci. Let n

� be the number of users satisfying the condi-
tion jhxi � hxj j > �c

1 and n� � n. Then, the probability dis-
tribution of n� ¼ 0; 1; 2; . . . dissociated users re-associated in
all the clusters ci; i ¼ 1; 2; . . . ; k satisfying the condition fol-
low a binomial distribution and is given by

PðX ¼ xÞ ¼ n

x

� �
ðp�i Þxð1� p�i Þn�x; x ¼ 0; 1; 2; . . . ; n�: (18)

The re-association probability p�i is a random variable
and a function of distance between users. The formula of p�i
can be given by

p�i ¼ exp � 1

b
jhxi � hxj j

� �
; (19)

where b is the mean of distances between users. Therefore,
the re-association probability of n� users can be written as

PðX ¼ xÞ ¼ n

x

� �
exp � 1

b
jhxi � hxj j

� �� �x

� 1� exp � 1

b
jhxi � hxj j

� �� �n�x
;

x ¼ 0; 1; 2; . . . ; n�: (20)

However, there is an additional issue to consider, which
is the impact of user movement. Let r be the number of
users move (leaves or joins) in the cell coverage. The re-
association probability for all n dissociated users over the
set of clusters fc1; c2; . . . ; ckg 2 C is then given by

6018 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 10, OCTOBER 2023



Pðall re-associations in C with jhxi � hxj j > �c
1Þ

¼

n

x

� �
ðp�i Þxð1� p�i Þn�x; x ¼ 0; 1; 2; . . . ; ðn� � rÞ

if r users leave
n

x

� �
ðp�i Þxð1� p�i Þn�x; if users remain the same

n

x

� �
ðp�i Þxð1� p�i Þn�x; x ¼ 0; 1; 2; . . . ; ðn� þ rÞ

if r users join

8>>>>>>>>>><
>>>>>>>>>>:

where p�i ¼ expð�b jhxi � hxj jÞ, n� is the number of users
satisfying the condition jhxi � hxj j > �c

1 and n� � n.

6 MIMO-NOMA

Directional antennas using MIMO can mitigate path loss by
focusing the power towards the targeted user. A base station
may transmit one or more beam reference signals using
Multi-antenna systems. Multi-antenna systems not only pro-
vide diversity to individual users but also enables SDMA
(space division multiple access), where multiple users can
communicate in different beams. MIMO-NOMA overloads
SDMA by allocating a cluster of users to each beam and using
superposition coding SIC (SC-SIC) within each group [32].
This adds complexity to the clustering problem where users
in a cluster not only must conform to the gain-difference but
also to the beamwidth and beamdirection coverage.

In general, the optimal decoding order for NOMA is the
increasing order of the users’ channel gains as discussed
throughout the paper. However, in the context of NOMA
with MIMO beam-forming, the effective channel gains of
the users are determined by a combination of the channel
gains and the beam-forming directivity gains. We assume
that the order of the effective channel gains in a cluster cc is

jhhH1 wwccj2 > jhhH2 wwccj2 > � � � > jhhHjccjwwccj2; (21)

where hhH1 is the transfer function matrix of the MIMO radio

channel, ð�ÞH is the conjugate transpose and wwcc 2 CN is the

precoding vector for cluster cc, which ismapped as a scalar sig-

nal to BS N antenna elements. Given the effective MIMO

channel gain, the achievable spectral efficiency for cluster c is

Rc ¼ B
Xmk

i¼1
log 2 1þ Pi jhhH1 wwccj2

jhhH1 wwccj2
Pi�1

j¼1 Pj þ
P

i6¼c
Pjcj

i¼1 jhhH1 wwccj2 þ s2

0
@

1
A

(22)

It is also important to clarify that hh is derived from the
propagation channel by combining the antenna far-field
patterns as [33]

hij ¼
XL
l¼1

hh0Hj0 ðGG0lÞaalhhjðGGlÞexp �j2pftlð Þ (23)

where aa 2 C2�2 is a polarimetric complex amplitude, GG ¼
½f u	 and GG0 ¼ ½f0 u0	 are vectors composed of azimuth and
polar angles of the plane wave radiation and reception at
the transmitter and receiver, respectively, and t is the prop-
agation delay time. hhðGGÞ 2 C2 is polarimetric complex gain
of the antenna element to the direction GG. The phase of the
antenna elements are defined with respect to an origin of

the coordinate system of the radio channel. The polar angle
u is related to the elevation angle c as u ¼ p=2� c. A sym-
bol with subscript ð�Þl means a parameter value for the lth
plane wave, while the quantity represents the transmitter
side if a symbol is with a prime ð�Þ0.

While serving users through MIMO beamforming offers
high link strength through compensating for path loss and
suppressing co-channel interference, it is less resilient to
highly mobile users, such that, a slight misalignment with the
serving antenna array may completely break the link, causing
severe outages. Misalignment results from radial mobility of
the users around the transmitter. The problem is exacerbated
inMIMO-NOMA,where users in a cluster are served by a sin-
gle narrow beam. In addition, although the signal strength is
maximum at perfect alignment – at the center of the beam – it
decreases steeply as the receiver moves along the circumfer-
ence of the BS, even when still within the azimuth of the
antenna beam, relative to the beamwidth of the array ele-
ments. To address these problems effectively, we consider
NOMA system with adaptive discrete beam-switching,
assisted with the KMAA algorithm.We adopt switched beam
technique due to its low complexity and high performance
[34]. Beam-steering and beam-adaptation are among the pos-
sible ways to improve resilience in MIMO-NOMA, however,
they are beyond the scope of this paper. For simplicity, in this
work we assume that there is no overlap between beams and
we consider a beam model where the gain within the beam-
width is non-uniform and zero outside. To integrate MIMO-
NOMA beamforming into our KMAA algorithm, we make
several changeswhichwe summarize below:

1) deploy dissociation/re-association mechanism, while
clusters are formed to maximize the gain-difference
between users in a cluster using the KMAAalgorithm.

2) dissociate users that move outside the serving beam
borders.

3) dissociate users who move within the beam borders
but fall below the gain-difference threshold with one
or more users.

4) consider all dissociated users and newly identified
users in the cell coverage. Users which are dissociated
but fall outside the omni-directional discovery range
of a BS are no longer considered in the optimization.

5) the best sector for each user is searched against its
quasi-omni patterns.

6) deploy the KMAA algorithm to find the global opti-
mal solution within each beam for each sector.

7) assign a new cluster with different beam and chan-
nel to each dissociated user, if one is available and
has spare capacity.

8) if there are no active beams available and/or existing
beams have no spare capacity, then a new beam is
formed, assuming there are enough antennas.

7 SIMULATION RESULTS

The cluster size has impact on the number of dissociation and
re-association. The density of users in the network increases or
decreases the number of dissociations and re-associations,
which in turn, impact the latency perceived by the users. This
latency is made up largely of the transition duration between

NAEEM ETAL.: MOBILITY SUPPORT FOR MIMO-NOMAUSER CLUSTERING IN NEXT-GENERATION WIRELESS NETWORKS 6019



dissociation and re-association of a user. The increase in search
time for a new cluster will certainly impact the outages. In addi-
tion, the percentage of mobile users in the network will also
influence the dissociation and re-association rate in the system.
Our goals in this section is to explore the effectiveness of thepro-
posed clustering algorithms in minimizing the number of clus-
ters and the number of re-association by implementing the
algorithms and the optimizations in our simulation. We also
analyze various othermetrics including throughput and outage
probability.

Experiment Setup. In the simulation, we consider an area
of 500 � 500 meters squared with a total of 800 users, ran-
domly dropped with uniform distribution. The area is cov-
ered by one BS, located at the center, with coverage radius
of 200 meters. For these experiments we consider a fraction
of the users to be mobile, using Random Waypoint mobility
model. The mobile users can randomly move in or out of
the BS coverage, but remain inside the defined area. This is
to test our solutions in handling inter and intra-cell mobil-
ity. Further simulation parameters are given in Table 2.

Channel Gain. There are many path-loss models available
in the literature obtained through real-world measurements
in urban, suburban and rural areas, based on probabilistic
approaches, designed for different frequencies and environ-
ments [35], [36], [37]. To predict the channel gain between
the BS and users, we used the ABG model for Urban Micro
(UMi) under Non-Line-of-Sight (NLOS) that describes large-
scale propagation path loss at sub-6GHz and millimeter-
wave frequencies [38], [39]

PL½dB	 ¼ 10a log 10

di
1m

� �
þ b

þ 10 g log 10

f

1GHz

� �
þ xABG

s ; (24)

where a and g are coefficients showing the dependence of
path loss on distance and frequency, respectively, b is an
optimized offset value for path loss in dB, f is the carrier
frequency in GHz, and xABG

s is the shadow fading (SF) stan-
dard deviation, describing large-scale signal fluctuations
about the mean path loss over distance. The following
parameters are used in the simulation: a = 3.5, b = 24.4 dB, g
= 1.9, s = 8 dB and f = 3.5 GHz. The total transmission
power of the BS is 46 dBm. The antenna gain at the BS and
UE is 0 dBi. A one-antenna transmission and one-antenna
reception (1-by-1 SISO) system is assumed. We have built a
simulation flexible enough to evaluate our solutions against
network variations, enabling the configuration of cluster
size, number of users in the cell, percentage of the mobile
users and size of the cell.

7.1 Impact of Mobility on the Number of Clusters

Due to the fact that the proposed solutions manage clusters
differently, the number of clusters produced by each algo-
rithm varies. The number of clusters is directly proportional
to the number of required resource blocks. In Fig. 4 we pro-
vide analysis for each method based on 1000 mobility
instances, given two cluster sizes: 3 and 4. As can be seen in
the Fig., with this metric, and with 443 average number of
users under the coverage area, the number of clusters
formed by the KMAA algorithm is considerably lower. This
can be explained by the fact that the KMAA algorithm
maintains optimal gain-difference across all clusters simul-
taneously, while the other two algorithms are less optimal
in this respect.

TABLE 2
Simulation Parameters and Their Values

Parameter Value

Network area 500 � 500 meters squared
Cell radius 200 meters
Users in the network 600
Max Transmit Power 46 dBm
User receive antenna gain 0 dBi
BS transmit antenna gain 0 dBi
AWGN -90 dBm
Bandwidth (B) 1 Hz
Mobility intensity [20-80]%

Fig. 4. Number of clusters with maximum cluster size of 3 and 4.

Fig. 5. Percentage of number of users in clusters using arbitrary, one-by-one and the KMAA algorithm for (left) Maximum users per cluster = 3 and
(right) Maximum users per cluster = 4.
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7.2 Impact of the Proposed Algorithms on
Clustering Efficiency

Fig. 5-left compares the ratio of number of users per cluster
of the three proposed algorithms, given a maximum cluster
size of 3. The arbitrary algorithms is the simplest of the three
algorithms, but results in a degraded performance, where
more than 20% of the clusters are underutilized, compared
to under 10% for the KMAA. When the maximum number
of users per cluster is set to 4, the performance of the arbi-
trary is even worse with more than half the clusters not
reaching full capacity, as shown in Fig. 5-right. On the other
hand, the one-by-one and the KMAA are comparable, with
a slight advantage in favor of the latter. The KMAA cluster-
ing algorithm represent the most efficient solution in han-
dling mobility, achieving an improved clustering efficiency,
over the heuristic-based algorithms which can not provide
approximation guarantee. The clustering efficiency trans-
lates to increased number of served users, given a fixed set
number of frequency blocks.

Clustering efficiency has an impact on CPU cost too. We
have computed the processing time of each method under dif-
ferent mobility intensities (40% and 80%) and maximum clus-
ter sizes of 3 and 4. The measurements were performed using
MATLAB 2020b running on a MacBook Pro with 2.2 GHz 6-
Core Intel Core i7 processor and 16GBofmemory (see Table 3).
The processing time includes collating measurements from
UEs, running algorithms and reclustering. We show that
decreasing mobility from 80% to 40% consistently reduces
CPU cost when the KMAA algorithm is used, while it is not
always the case when using Arbitrary and One-by-one algo-
rithms, highlighting another advantage of our proposed algo-
rithm. The lack of a global optimal solution in the Arbitrary

and One-by-one algorithms reduces clustering accuracy and
leads to increased CPU cost. We also note that the transition
time of moving one user from one cluster to another is only
the cost of transmitting and processing a few bits, which does
not incur anymeaningful overhead or delay to the network.

In our proposed methods, the BS only leverages the chan-
nel quality indicator (CQI), which the UEs transmit periodi-
cally or aperiodically through control channels to feedback
channel state information (CSI) every fewmilliseconds. Based
on these statistics the BS continuously determines the clusters
order and performs dissociations/association procedures. As
such, our method does not add significant overhead in terms
of signallingwith the BS or core network.

7.3 Impact of the Proposed Algorithms on the
Number of Re-Associations

In large and crowded scenarios with mobility, the number
of decisions the BS is required to make to find alternative
position is time consuming and leads to higher latency
which deteriorates the overall system performance. It can
trigger multiple re-transmission timeouts and a slow
growth of the congestion window. In this section, we ana-
lyze the efficiency of our methods in respect to the number
of required re-association. In Fig. 6, we analyze the number
of re-associations, given two maximum cluster sizes: 3 and
4, by plotting the cumulative probability against the number
of re-associations. The re-association rate affects different
system performance metrics such as signaling load and user
perceived quality of experience (QoE). When the cluster
size is 3 (Fig. 6-left) the KMAA and the one-by-one algo-
rithms are competitive and both methods yield better
results than the arbitrary. KMAA can reduce disscociation/

TABLE 3
Averaged CPU Cost per Mobility Instance With 400 Users in the Network

Arbitrary One-by-one KMAA Arbitrary One-by-one KMAA

Mobility intensity 80%
Maximum cluster size 3 4
CPU time per iteration in seconds 0.2862 0.2738 0.2964 0.364 0.4002 0.3968
Mobility intensity 40%
Maximum cluster size 3 4
CPU time per iteration in seconds 0.2766 0.3112 0.2448 0.39 0.431 0.351

Fig. 6. Simulation results for comparing the KMAA algorithm with arbitrary and one-by-one in terms of number of re-associations. (left) three UEs per
cluster and (right) four UEs per cluster. The KMAA algorithm reduces the number of re-associations when cluster size is higher than 3.
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association events by approximately 28.5% when compared
to the arbitrary method. By comparison, the KMAA algo-
rithm is confirmed as the best variant of the three algo-
rithms when we set the maximum cluster size to 4. The low
number of re-associations implies shorter transition dura-
tion time between dissociation and re-association of a user.

7.4 Clustering Comparison

Jaccard coefficient is a commonly applied statistical indica-
tor for measuring the pairwise similarity [40]. We leverage
the method to compare the differences in clustering of the
three solutions. For two cluster sets Ci and C�i , it can be
defined as the ratio of the number of elements in their inter-
section against the number of elements in their union, and
is given by

Q ¼ 1

jCj
XjCj
i¼1

JðCi; C�i Þ

¼ 1

jCj
XjCj
i¼1

jCi
T C�i j

jCi
S C�i j (25)

where JðCi; C�i Þ 2 ½0; 1	 is the Jaccard coefficient and j � j
denotes the cardinality of a set. The Jaccard index has a value
of 0 when the two clusters have no UEs in common, 1 when
they have exactly the same UEs, and strictly between 0 and 1
otherwise. The two sets are more similar (have more common
elements)when the value gets closer to 1. Fig. 7 shows the aver-
age Jaccards similarity per cluster between the three clustering
methods under 25 mobility instances. From each clustering
method we pull all the clusters and make cross-comparisons.
From the Fig. it become clear that the similarity between clus-
tering diminishes as users continue to move. It also shows that
the clustering differences between the KMAA and arbitrary is
the greatest. This clearly implies that the achievable capacity of
eachmethod is varied.We study the impact of different cluster-
ing techniques in the following section.

7.5 Impact on Throughput

In general, the clustering algorithms presented in this paper are
used to determine which users should be assigned to which

cluster, such that the SIC is always achievable. However, the
optimization in P2 is oblivious to the throughput of clusters. In
practice, different clusters may yield significantly different
data rate gains. The variations in clustering outcome of each
method has impact on the overall throughput of the network.
This is because the gain-difference between users can vary
from cluster to another andmore prominent in highly dynamic
networks. In this section we analyze our clustering methods in
respect to achievable capacity in bits/sec/hertz.We use the fol-
lowing formula to evaluate the rate per cluster [41]:

Rc ¼ B
Xmk

i¼1
log 2 1þ Pi jhij2Pi�1

j¼1 Pj jhij2 þ s2

 !
(26)

where jhij2 is the normalized channel gain of the ith user.
The additive white Gaussian noise (AWGN) is assumed to
be normalized with zero mean and variance s2 and B is the
size of the resource block.

Pi�1
j¼1 Pjjhij2 is the inter-user inter-

ference for ith user in downlink cluster. The total capacity of
the cell is given by

R ¼
XjCj
k¼1

B
Xmk

i¼1
log 2 1þ Pi jhij2Pi�1

j¼1 Pj jhij2 þ s2

 ! !
: (27)

Note that, if the NOMA user can not be assigned to a
suitable cluster, we assume the traditional time division
multiple access (TDMA) scheme where

X0
j¼1

Pj jhij2 ¼ 0: (28)

The corresponding receive rates in the TDMA system is
computed as

Ri ¼ B log 2 1þ Pi jhij2
s2

 !
: (29)

Fig. 8 compares the capacity of the arbitrary, one-by-one
and the KMAA. The network contains 600 users andwe simu-
lated 50mobility instances. The threshold for dissociation and

Fig. 7. Comparison of the Jaccard-based similarity of clusters for arbi-
trary, one-by-one and the KMAA algorithms.

Fig. 8. Comparative average cluster capacity performance with maxi-
mum 3, 4 and 5 users per cluster with (top row) �0 = 2dB and �1 = 3dB
and (bottom row) �0 = 4dB and �1 = 5dB.
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re-association is 2dB and 3dB for top row (4dB and 5dB (bot-
tom row)), respectively. Achievable throughput of arbitrary is
only a fraction less than the throughput of one-by-one algo-
rithm. We observe that the total capacity of the KMAA algo-
rithm is much higher than the total capacity of the other two
algorithms when the maximum cluster size is set to 4 and 5.
Table 4 summarizes the gain of the KMAA over the arbitrary
and one-by-one, showing that the latter is the preferred clus-
teringmethod choice for NOMA systemdesign.

7.6 Varying the Degree of Mobility

If a continuous channel feedback is available at the base station,
UEs are clustered according to their instantaneous channel con-
ditions. Under average channel condition information with
inefficient clustering, which may result in cases where the
channel gain information is not instantly available in line with
the scheduled periodic reporting mechanism, typically every
2ms, the outage probability increaseswith themobility of users
[42]. In this section,we investigate the average number of disso-
ciations and re-associations incurred by using each of the pro-
posedmethods. To evaluate our methods more rigorously and
to understand how our proposed algorithms work in a wide
range of mobility scenarios we vary the degree of mobility in
our simulation from 20% to 80%. In this experiment, a fraction
of users are set to be mobile for a consecutive series of 150
movements in various directions. The speeds are set between
1m and 10mpermovement. It can be easily observed that in all
cases considered, ourmethodsworkwell under different wire-
less environments and different levels of mobilities as shown
in Fig. 9. At the low end,we notice the dissociation and re-asso-
ciation rate is lowest under all solutions. This is due to the fact

that the gain-difference between users remain adequately large
to permit SIC. As the intensity of mobility increase, we see
higher dissociation and re-association rate, but noticeably, the
KMAA algorithm shows the lowest rate, indicating superior
clustering efficiency and more resilience to delay in feedback
compared to othermethods.

We have also analyzed the impact of different numbers
of users within the network with 80% mobility intensity and
a maximum of 3 users per cluster for the KMAA algorithm.
It is observed that the number of dissociations and associa-
tions are directly proportional to the number of users in the
network, as seen in Fig. 10.

7.7 Impact of Mobility Intensity on Outage
Probability

In this section, the outage probability, which corresponds to
the three methods is evaluated through extensive simula-
tions over 150 mobility instances. Table 5 presents the out-
age probabilities for various mobility intensities between
20% to 80%, considering maximum 3 UE per cluster. Our
results illustrate that the outage performance for the KMAA
algorithms outperforms the other two solutions by at least
89% when the mobility intensity is set to 80%. We also note
that the outage probability is significantly lower (ranging
between 0.28% and 0.38% for the KMAA method) com-
pared to outage probability resulting from other factors
such as decoding, transmission, and collision, highlighting
suitability for practical implementation [43], [44], [45].

Implications. From our analysis we can conclude that the
number of clusters can be lowered by using the KMAA algo-
rithm, especially in the case where the cluster sizes is greater

TABLE 4
Capacity Gain of the KMAA Over Arbitrary and One-by-One

Method

Threshold (dissociation, re-association)

(2dB, 3dB) (4dB, 5dB)

3UE 4UE 5UE 3UE 4UE 5UE

KMAA vs Arbitrary 1.06x 1.21x 1.29x 1.41x 1.61x 1.68x
KMAA vs One-by-one 1.09x 1.24x 1.33x 1.45x 1.63x 1.66x

Fig. 9. Comparative number of dissociations (top row) and re-associa-
tions (bottom row) performance between arbitrary, one-by-one and the
KMAA under various mobility intensity with 600 users and maximum 3
users per cluster.

Fig. 10. Number of dissociations and re-associations using the KMAA
under various number of users with 80% mobility intensity and maximum
three users per cluster.

TABLE 5
Outage Probabilities Under Various Mobility Scenarios

Method Mobility Intensity

20% 40% 60% 80%

Arbitrary 0.0351 0.0353 0.0322 0.0357
One-by-one 0.0307 0.0291 0.0272 0.0307
KMAA 0.0028 0.0031 0.0036 0.0038
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than 3. Nevertheless, our analysis can also provide indications
on selecting the appropriate maximum cluster size, given the
size of the network and other parameters. Through these
results, we have shown that these techniques can be used in
NOMA clusters to manage mobility instead of complex power
allocation techniques, such as cognitive radio power allocation,
with high computational costs, which has frequently been cited
as amajor shortcoming of SIC [46], [47].

The clusters arrangement vary according to the frequency
band used for transmissions, since the channel to and from the
user change with the frequency. In cellular networks, the
uplink and the downlink operate on different frequencies (over
20 MHz apart). One point that is not particularly addressed in
this paper is uplink NOMA. However, the clustering techni-
ques presented in this paper is not restricted to downlink
NOMAonly, the samemethods could also be applied to uplink
NOMA transmissions, withminor changes to the algorithms.

7.8 Link Resilience of the KMAA Algorithm Under
NOMA-MIMO Beam-Switching

We compare the link resilience of the KMAA algorithm under
beam-switching considering 3 different beamwidths: 45�, 22:5�

and 11:25� as in [48]. Fig. 11 shows the cumulative probability
of switching rate for (left) 40% mobility and (right) 80% mobil-
ity. In both figures (left and right), we can see that narrower
beams exhibit more beam switching, under constant speed.

The level of mobility also has an impact on the switching rate,
where nearly 70% of theUEs perform beam switching after 150
mobility instances when 80% of UE are mobile compared to
just under 35%with the level of mobility set to 40%. The analy-
sis shows that there is a fundamental trade-off in the design of
beamwidth in NOMA-MIMO in mobility scenarios: wider
beams may suffer from inefficient spectrum utilization and
lower throughput but narrower beams are less resilient to
mobility, andmay add latency and overhead to the system.

7.9 Average Gain-Difference Between Users in
Clusters

The KMAA algorithm with mobility support aims to maxi-
mize channel gain-difference while minimizing NOMA
interference. We analyzed the Average Gain Difference
(AGD) under 80% mobility with 2, 3 and 4 users per cluster.
We first looked at the cumulative probability under 150
mobility instances. From Fig. 12 (left) we observe that the
average gain difference is maximum when the maximum
number of users per cluster is set to 2. However the differ-
ence is not significant when the maximum cluster size is set
to 3 and 4. This is further reinforced when we evaluate the
AGD per beam as shown in Fig. 12 (right).

7.10 Discussion

Power Allocation. Our proposed clustering solutions are per-
formed solely using dissociation/association procedure, as

Fig. 11. Simulation results for comparing the KMAA algorithm with. (left) 40% mobility rate and (right) 80% mobility rate.

Fig. 12. Simulation results for comparing the KMAA algorithm with Average Gain Difference (AGD) 80% mobility.
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described in the algorithms. The BS allocates a fixed amount
of transmit power to each user (aka fixed power NOMA) [7].
Based on our results, the proposed techniques achieve good
performance without the need for power allocation optimiza-
tion. However, power allocation could also be incorporated to
our management system to further improve the performance
which in turn can reduce the number of dissociation events as
well as the number of beam-switching and handovers.

Cluster Size. It is to be noted that larger cluster size (>3)
requires more computational power and has impact on bit
error rate to cater for longer decoding delay as the SIC
latency linearly increases with the cluster size. However,
recent studies have shown promising results for larger clus-
ter sizes (up to 6 users per cluster) [18]. While we indicate to
3 and 4 cluster size in the results, this is only when optimi-
zation conditions are satisfied (as per Algorithm 2, 3 and 4).
And as shown in Fig. 5 (right), only around 50 percent of
the total clusters are reaching the maximum allowed cluster
size, 4. This can be further controlled by setting larger gain-
difference threshold. Additionally, an emerging topic in the
literature where broadcast scenario involving IoT devices is
proving to be a strong proposition for having several users
in a cluster where IoT devices do not perform SIC in the
enhance layer [49]. We believe such new emerging applica-
tions and promising results are indicators to be considered.

8 CONCLUSION

In this work we highlighted the problem of mobility associated
with NOMA clustering, where the gain-difference between
usersmay decrease to a level, where the successive interference
cancellation (SIC) fails. This in turn diminishes the NOMAper-
formance gain over OMA. In this context we presented a new
approach, fully-automatic, to manage and update clusters in a
robust manner, through user dissociation and re-association
procedure, which links dissociated users to new clusters. We
have analyzed three solutions: (i) arbitrarily (ii) one-by-one and
(iii) KMAA.We conducted extensive experiments through sim-
ulations to compare the performances of each solution. We
showed that the solutions efficiently maintain the clusters with
the desired gain-difference among users to facilitate SIC decod-
ing. We note here that the proposed KMAA algorithm remark-
ably improves outage probability and global throughput when
deployed in dense urban and highly mobile environments,
without increasing time complexity. We further showed that
theHungarian-powered solution can provide an enhanced link
resiliency in the face of mobility under various beam widths.
We believe that this clustering solution is the first in this field. It
is also generic and can be extended to cover several other kinds
of networks underpinned byNOMA technology, wheremobil-
ity handling is essential, e.g., connectivity of autonomous and
semi-autonomous vehicles. In the future, we aim to investigate
the impact of the proposed clustering techniques considering
inter-cell user mobility. Another interesting direction is to find
the optimal threshold value for dissociation and association.
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