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Abstract — Objective: In this paper, we present a robust version of the well-known exact low-resolution electromagnetic tomography (eLORETA) technique, named ReLORETA, to localize brain sources in the presence of different forward model uncertainties. Methods: We first assume that the true lead field matrix is a transformation of the existing lead field matrix distorted by uncertainties and propose an iterative approach to estimate this transformation accurately. Major sources of the forward model uncertainties, including differences in geometry, conductivity, and source space resolution between the real and simulated head models, and misaligned electrode positions, are then simulated to test the proposed method. Results: ReLORETA and eLORETA are applied to simulated focal sources in different regions of the brain and the presence of various noise levels as well as real data from a patient with focal epilepsy. The results show that ReLORETA is considerably more robust and accurate than eLORETA in all cases. Conclusion: Having successfully dealt with the forward model uncertainties, ReLORETA proved to be a promising method for real-world clinical applications. Significance: eLORETA is one of the localization techniques that could be used to study brain activity for medical applications such as determining the epileptogenic zone in patients with medically refractory epilepsy. However, the major limitation of eLORETA is sensitivity to the uncertainties in the forward model. Since this problem can substantially undermine its performance in real-world applications where the exact lead field matrix is unknown, developing a more robust method capable of dealing with these uncertainties is of significant interest.
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I. INTRODUCTION

Exact low-resolution electromagnetic tomography (eLORETA) is a brain source localization (BSL) technique that is widely used to localize the source of electrical activity in the brain using electroencephalography (EEG) signals measured from a set of electrodes placed on the scalp [1], [2]. The localized brain source resulting from this so-called EEG inverse problem then can be used for a better diagnosis and treatment of mental or neurological disorders such as epilepsy [3], depression [4], and schizophrenia [5]. eLORETA is one of the most accurate methods in localizing a single focal source [6] in comparison with other distributed source estimation techniques such as minimum norm estimation (MNE) [7], weighted MNE (WMNE) [7], low-resolution electromagnetic tomography (LORETA) [8], and standardized LORETA (sLORETA) [9]. Furthermore, eLORETA shows a better performance in suppressing less significant sources and produces less blurred results in comparison with its predecessor the sLORETA technique [9], [10].

It is well-established that brain activity can be modeled by the source current distribution, which is discretized into a set of current dipoles distributed over the entire cortex. Accordingly, solving the EEG inverse problem entails computing the potentials on the scalp produced by unit current dipoles in the brain using an appropriate head model, which is referred to as the forward problem [11]. The accuracy of the inverse solution depends on the employed head model [11]–[13], which in turn requires expensive magnetic resonance imaging (MRI) or computerized tomography (CT) systems, necessitating high computational complexity to incorporate the realistic geometry of the head. This can be especially problematic for studies involving a large number of participants, where taking MRIs of all participants is expensive or not possible. Typical examples include experiments carried out for gathering an EEG dataset for different applications such as emotion recognition [14], diagnosis of mental disorders [5], etc. An alternative approach is using the head models developed based on the pre-determined realistic head properties such as colin27 [15], ICBM152 [16], and New York head [17]. These head models take into account the electrical properties of the head that are included in the lead field matrix which comprises vectors of potential amplitudes received by electrodes for each active dipole source in the brain.

Previous studies have demonstrated that the performance of BSL techniques may be extremely degraded by even a slight mismatch between the true and the predetermined (simulated) lead field matrices [13], [18], [19]. On the other hand, the precise knowledge of the true lead field matrix is rarely
available in practice. This is mainly because, in practical settings, many of the assumptions made about the predetermined head model, dipole sources, and the electrode array may no longer hold. In practice, when the MRI of the subject is not available, there is usually a considerable difference between the geometries of the real head and the predetermined model used for the inverse solution. This problem is referred to as geometry uncertainty in this paper. Furthermore, there is often a certain amount of error in co-registering the electrode positions as well as a considerable uncertainty in the conductivities of tissues. The difference in the location and number of dipoles between the forward and inverse models, which is referred to as discretization uncertainty in this paper, can affect the results as well [20]. In this paper, by “forward” and “inverse” models, we mean the head models used for generating EEG signals and solving the EEG inverse problem, respectively. There may also be other unknown factors that impact the calculations. As a result, a mismatch between the lead field matrix generated by the simulated forward model, and the real unknown lead field matrix is very likely. Since this mismatch can substantially degrade the performance of source localization, developing a more robust method, which is able to deal with these uncertainties adaptively, is of vital importance.

Different studies have investigated the sensitivity of the EEG source localization to forward model uncertainties including conductivity of tissues [12], [21], [22], geometry uncertainty (when MRIs are not available) [13], [23], and electrode positions [23], [24]. Analyzing a single-dipole source scenario using a five compartment (grey matter, white matter, skull, skin, and cerebrospinal fluid (CSF)) head model constructed based on T1-weighted and T2-weighted MRIs, investigators [12] reported that uncertainties in the conductivities of skin and skull have a significant effect on the accuracy of the source localization, where the simulated sources in their study were located in the somatosensory cortex. However, the inverse model’s source space was not constrained to the gray matter. It was created in the intracranial space containing both gray and white matters whose conductivity uncertainties were also found to have negligible influence on the source localization but a strong effect on the strength and orientation of the reconstructed source, respectively. Similarly, the CSF conductivity uncertainty also had a trivial influence on the source reconstruction [12]. On the other hand, the distributed source estimation techniques that use cortical constraint are considerably less sensitive to skull conductivity [22]. This result was obtained using a three-layer (brain, skull, and scalp) head model constructed based on T1-weighted anatomical MRIs of 14 subjects. In one study [13], the effect of different forward model uncertainties was assessed, and it was observed that the geometry and conductivity uncertainties could cause localization errors of up to 37 mm and 22 mm, respectively. The forward model in their study was a three-layer (brain, skull, and scalp) head model derived from an MRI dataset, and the brain segmentation was used to position a large number of sources uniformly distributed across the grey matter. However, they employed a simulated three-layer isotropic spherical head model to solve the inverse problem, and the source space was created in the whole intracranial space instead of the cortex. Similarly, one study [23] reported localization errors of up to 31 mm due to the conductivity uncertainty and observed a considerable relationship between the geometry uncertainty and the error of the source localization. In their study, six head models, including 3 four-layer and 3 three-layer models, were constructed based on T1-weighted MR images of four subjects, and the simulated sources were distributed in the inner skull boundary containing CSF, and the intracranial space for the three-layer and four-layer head models, respectively, without being constrained to the cortical area. Their simulations did not include noise and they concluded that increasing the geometry uncertainty and adding noise could lead to higher errors. They also examined the effect of electrode co-registration errors by tilting the simulated EEG montage 5 degrees to the left. In the end, they observed localization errors of up to 12 mm due to this shift in electrode positions. However, random electrode displacements have been shown not to have a significant effect on EEG source localization [24]. This result was reported using a three-layer head model derived from the MRI scan of one patient, and the simulated sources were positioned in the intracranial space with no cortical constraints.

To address the above-mentioned problems, several methods have been proposed in the literature, including beamformer-based techniques [25]–[28], Bayesian approaches [29], [30], and conductivity fitting [31], [32]. In [25] a so-called diagonal loading (DL) technique is applied to the MEG source localization problem. In the DL method, the covariance matrix of the measurements is replaced with a regularized version in which a constant factor of the unity matrix is added to the initial covariance matrix. Although DL is capable of reducing the sensitivity to some extent, it leads to a trade-off between the spatial resolution of linearly constrained minimum variance (LCMV) [33] beamformer and the signal-to-noise ratio (SNR) of the output [26]. On the other hand, it is not clear how the optimal value of the DL factor can be determined given known levels of uncertainty in the lead field matrix [27]. Eigenspace-based beamformers [26], [28] are also other methods that are effective in reducing the sensitivity to modeling errors as well as measurement noise. However, these methods are susceptible to the so-called “subspace swaps” which occur at low SNR when the eigenvalues of the signal subspace cannot be distinguished from the eigenvalues of the noise subspace adequately [27]. The robust minimum variance beamformer (RMVB) [20], which inherits its structure from a technique in the signal processing field with the same name [27], [34], incorporates the uncertainty of the lead field matrix into the estimation of beamforming spatial-filter weights, which are then used to reconstruct the brain source activity. In this method, several hyper ellipsoids, i.e., ellipsoids in higher dimensions, are used to define regions of uncertainty for a given nominal lead field vector. Despite the novelty of RMVB in dealing with uncertainties in the forward model, only the conductivity and discretization uncertainties are considered for
the estimation of uncertainty regions in this method [20]. Moreover, the orientation of dipoles in the inverse solution is assumed to be fixed in this technique, which is also an inaccurate assumption that is very likely to be violated in practice. To overcome this problem, the authors in [35] reformulated the RMVB method by considering free orientations for dipole sources along different axes. However, the proposed method still fails to provide an efficient and accurate technique for estimating the uncertainty regions.

Bayesian approximation error (BAE) approaches have also proved to be effective in dealing with different forward model uncertainties. The BAE method is capable of alleviating the source localization error caused by unknown head geometries [29]. However, the other sources of uncertainties are not considered in that proposed method. The BAE approach can factor in the conductivity uncertainty [30]. For this purpose, the real forward model can be formulated using a standard model accompanied by an additive approximation error term to encompass the effect of the skull conductivity uncertainty. However, this approach only was tested using high SNR values of 20 dB and 30 dB, concluding that the employed BAE method becomes uncertain when the SNR drops to 20 dB. Similarly, conductivity fitting techniques also aim to improve the accuracy of the source localization by factoring in the conductivity uncertainty. In these methods, the conductivity values are fitted while estimating the location of the source simultaneously [31]. However, both Bayesian and conductivity fitting approaches still fail to address a realistic situation for which multiple uncertainties could be present simultaneously.

In this paper, we propose a novel robust version of the well-known eLORETA (ReLORETA) which does not employ any specific presumptions and can adaptively deal with different uncertainties, regardless of their nature. For this purpose, unlike the existing methods mentioned above that entail fixing some parameters such as the size of uncertainty regions or the DL factor before solving the EEG inverse problem, we consider a worst-case scenario where no individual information in setting up the model is available and let the lead field vectors be updated freely using a transformation matrix that is automatically estimated while solving the inverse problem. The proposed algorithm can be applied to any source localization problem. However, in this paper, we assess its application to simulated focal sources including one-dipole sources and focal sources with an extended activity called “extended sources”, as well as real EEG data in an epilepsy case example. The results show that ReLORETA achieves a considerably better performance than eLORETA and remains robust in the presence of different uncertainties even when they exist simultaneously.

The rest of the paper is organized as follows. Section II presents a brief description of the eLORETA method, then the proposed ReLORETA algorithm is introduced in this section as well. Section III provides the results of the proposed method for different simulated data, including single-dipole and extended sources, in the presence of lead field uncertainties as well as the results when the method is applied to the real data of a patient with epilepsy. Discussion and conclusions are given in sections IV and V, respectively.

II. METHODS

A. eLORETA

Assume the vector \( \mathbf{x}(n) \in \mathbb{R}^{M \times 1} \) contains electric potentials measured by \( M \) electrodes placed on the scalp at the \( n^{th} \) instant. Then, the relation between \( \mathbf{x}(n) \) and the neural activity inside the brain can be described using the EEG forward equation as follows:

\[
\mathbf{x}(n) = \mathbf{H}\mathbf{y}(n) + \eta(n) \tag{1}
\]

where \( \mathbf{H} \in \mathbb{R}^{M \times (3\times K)} \) is the lead field matrix corresponding to \( K \) voxels that is subject to uncertainty and can be written as

\[
\mathbf{H} = [\mathbf{H}_1, \mathbf{H}_2, \mathbf{H}_3, ..., \mathbf{H}_K] \tag{2}
\]

where \( \mathbf{H}_i \in \mathbb{R}^{M \times 3}, i \in \{1, 2, ..., K\} \), and \( \eta(n) \) represents the background neural activity or noise. The vector \( \mathbf{y}(n) \in \mathbb{R}^{3\times K \times 1} \) contains the brain source amplitudes and is an estimator of the current densities at \( K \) voxels and the \( n^{th} \) time instant. Given the scalp potential measurements \( \mathbf{x}(n) \), the EEG inverse problem can then be translated into finding the corresponding \( \mathbf{y}(n) \) that satisfies (1).

The regularized weighted minimum norm method tries to find \( \mathbf{y}(n) \) by solving the following optimization problem:

\[
\min_{\mathbf{y}(n)} (S_{el}(n) + \alpha \eta(n)^T \mathbf{W} \eta(n)) \tag{3a}
\]

\[
S_{el}(n) = \|\mathbf{x}(n) - \mathbf{x}_{el}(n)\|^2 \tag{3b}
\]

\[
\mathbf{x}_{el}(n) = \mathbf{H}\mathbf{y}(n) \tag{3c}
\]

where \( \mathbf{W} \in \mathbb{R}^{(3\times K) \times (3\times K)} \) denotes a symmetric weight matrix, \( \alpha \geq 0 \) is the regularization parameter, and \( \mathbf{x}_{el}(n) \) represents the reconstructed EEG signals by eLORETA [1], [9]. \( S_{el}(n) \) is a measure indicating how well the EEG signals are reconstructed by eLORETA at the \( n^{th} \) time point. The total reconstruction error of eLORETA for \( N \) time points can then be defined as

\[
E_{e loreta} = \sum_{n=1}^{N} S_{el}(n) \tag{4}
\]

It can be shown that the solution to this problem is linear as follows

\[
\mathbf{y}(n) = \mathbf{T}\mathbf{x}(n) \tag{5}
\]

where the matrix \( \mathbf{T} \) is given by

\[
\mathbf{T} = \mathbf{W}^{-1}\mathbf{H}^T(\mathbf{H}\mathbf{W}^{-1}\mathbf{H}^T + \alpha \mathbf{L})^+ \tag{6}
\]

in which the superscript “+” denotes the Moore-Penrose pseudoinverse and \( \mathbf{L} \) is the average reference operator also known as the centering matrix [9].

In the eLORETA method, the weight matrix \( \mathbf{W} \) is block-diagonal where all elements are zero except for the diagonal sub-blocks denoted by \( \mathbf{W}_i \in \mathbb{R}^{3 \times 3}, i \in \{1, 2, ..., K\} \). The current density at the \( i^{th} \) voxel can then be computed as

\[
\mathbf{y}_i(n) = \mathbf{W}_i^{-1}\mathbf{H}_i^T(\mathbf{H}\mathbf{W}_i^{-1}\mathbf{H}_i^T + \alpha \mathbf{L})^+ \mathbf{x}(n) \tag{7}
\]

where \( \mathbf{H}_i \) is the lead field matrix related to the \( i^{th} \) voxel.
according to (2), and the optimum $W_i$ matrices can be calculated using the following set of equations

$$W_i = [(H_i^T(HW^{-1}H_i^T + \alpha R_i)^{-1})]^{1/2}.$$ \hspace{1cm} (8)

A simple iterative algorithm can then be used to compute the block-diagonal weight matrix $W$ as follows [1]

**Step 1:** Given the averaged reference lead field $H$ and a regularization parameter $\alpha \geq 0$, initialize the block-diagonal weight matrix $W$ to the identity matrix.

**Step 2:** Calculate $W_i$ using the symmetric square root matrix in (8).

**Step 3:** Continue until $W$ converges to a final value, i.e., the change in the calculated value of $W$ in two consecutive iterations become negligible.

The solution for the EEG inverse problem given by (7) and the weights satisfying the system of equations in (8) define the eLORETA method.

### B. ReLORETA

eLORETA is a genuine solution for the EEG inverse problem with zero localization error for single-dipole sources when the given lead field matrix is accurate. In practice, the true lead field matrix is usually unknown, and obtaining an accurate result may not be simple or even possible. If the given lead field matrix is not accurate, the objective function in (3) will not converge properly, and consequently, the result of the source localization will not be reliable.

To overcome this problem, in ReLORETA technique we assume that the real lead field matrix $\tilde{H}$ is a transformation of the current inaccurate lead field matrix $H$ such that

$$\tilde{H} = RH \hspace{1cm} (9)$$

where $R \in \mathbb{R}^{M \times M}$ is the transformation matrix. The goal is to find the optimum $R$, such that the resultant lead field matrix $\tilde{H}$ given by (9) can make the objective function in (3) converge properly. By substituting (9) into (3), in ReLORETA the transformation matrix and the source amplitude are simultaneously calculated by solving the following optimization problem

$$\min \left( \min_{\tilde{R}} \left( S_{rel}(n) + \alpha y(n)^T W y(n) \right) \right) \hspace{1cm} (10a)$$

$$S_{rel}(n) = \|x(n) - \tilde{x}_{rel}(n)\|^2 \hspace{1cm} (10b)$$

$$\tilde{x}_{rel}(n) = \tilde{H}y(n) \hspace{1cm} (10c)$$

where $\tilde{x}_{rel}(n)$ represents reconstructed EEG signals by ReLORETA. The inner optimization problem in (10a) can be solved using (3) by eLORETA. However, finding a closed form solution for the outer optimization problem is not straightforward. For this reason, we propose an iterative algorithm to simultaneously find the optimum $R$ and $y(n)$ as follows: in the first iteration, we assume that the existing lead field matrix is the true lead field matrix that minimizes (10a) (i.e. $\tilde{H} = H$), and the inner optimization problem is solved by eLORETA according to (3). In the next step, $H$ is replaced with $\tilde{H}$ from (9), and the computed $y(n)$ and $W$ are then fed into (10) to find the optimum $R$ using the outer optimization problem as follows

$$\min _{\tilde{R}} \left( \min _{y(n)} \left( S_{rel}(n) + \alpha y(n)^T W y(n) \right) \right) \hspace{1cm} (11)$$

Since $y(n)$ and $W$ are given by the inner optimization, the second term in (11) is constant. Given EEG measurements at $N$ time points, the optimization problem in (11) can then be reformulated as

$$\min _{\tilde{R}} E_{rel} = \sum _{n=1}^{N} S_{rel}(n) \hspace{1cm} (12a)$$

$$E_{rel} = \sum _{n=1}^{N} S_{rel}(n) \hspace{1cm} (12b)$$

where $E_{rel}$ is the reconstruction error of ReLORETA. After optimizing (12), if our initial assumption is true (i.e. $\tilde{H} = H$), then the objective function in (10a) will converge to the same value for both inner and outer optimization problems, i.e. (3) and (11) (please see section D in the supplementary materials for the proof). Otherwise, the lead field matrix is updated according to (9) and all steps are repeated using the updated lead field matrix. This iterative process continues until the algorithm converges. To prevent ambiguity, we use eLORETA to show the eLORETA method used for solving (3) in the $i^{th}$ iteration. We also use similar notations for ReLORETA, $E_{rel}$, and $E_{rel}$ in the $j^{th}$ iteration and show them by ReLORETA, $E_{rel}$, and $E_{rel}$, respectively.

The convergence of ReLORETA requires that (3) and (11) converge to the same value. As the second term in both objective functions is equal, then this entails that their first terms, i.e. $S_{rel}(n)$ and $S_{rel}(n)$ converge to an equal value. Given EEG measurements at $N$ time points and according to (12b) and (4), the convergence of the algorithm is then achieved when the difference between $E_{rel}$ and $E_{rel}$ converges to zero. We employ the Levenberg-Marquardt (LM) algorithm described in the next section to solve (12).

#### 1) LM Optimization

LM is a well-known algorithm that is widely used to solve nonlinear least-squares problems [36]-[38]. This algorithm is able to find a solution even if it starts at a point very far from the desired minimum [36].

The LM algorithm for finding the optimum transformation matrix $R$ can be described in the matrix form as follows

$$R^{n+1} = R^{n} - (C + \lambda I)^{-1}D \hspace{1cm} (13)$$

where $C$, $D$, and $I$ represent the Hessian matrix, the derivative of $E_{rel}$ with respect to $R$, and the identity matrix respectively. $j$ stands for the number of iterations, and $\lambda$ is the learning factor.

For calculating the derivative matrix $D$, we first rewrite (10c) and (12b) in the matrix form as

$$\tilde{X}_{rel} = \tilde{H}Y = RHY \hspace{1cm} (14a)$$

$$E_{rel} = \|X_{diff}\|_F^2 \hspace{1cm} (14b)$$

$$X_{diff} = X - \tilde{X}_{rel} \hspace{1cm} (14c)$$

where $\|\cdot\|_F$ denotes the Frobenius norm. $X$, $\tilde{X}_{rel}$, and $Y$
matrices contain EEG measurements, reconstructed EEG signals by ReLORETA, and source amplitudes at $N$ time instants as follows

\[
X = [x(1), x(2), x(3), \ldots, x(N)]
\]

\[
\tilde{X}_{\text{rel}} = [\tilde{x}_{\text{rel}}(1), \tilde{x}_{\text{rel}}(2), \tilde{x}_{\text{rel}}(3), \ldots, \tilde{x}_{\text{rel}}(N)]
\]

\[
Y = [y(1), y(2), y(3), \ldots, y(N)]
\]

Computing $D$ then entails taking the derivative of a scalar function (i.e., $E_{\text{reloreta}}$) with respect to a matrix (i.e., $R$) that obeys the chain rule and can be computed as follows

\[
D = \frac{\partial E_{\text{reloreta}}}{\partial R} \left( \frac{\partial x_{\text{diff}}}{\partial R} \right)
\]  

(16)

Using the matrix algebra, we have

\[
\frac{\partial E_{\text{reloreta}}}{\partial x_{\text{diff}}} = 2X_{\text{diff}}
\]  

(17a)

\[
\frac{\partial X_{\text{diff}}}{\partial R} = -(HY)^T
\]  

(17b)

If we substitute (17a) and (17b) into (16) and use (14a), then the derivative matrix $D$ is given by

\[
D = 2(RHY - X)(HY)^T
\]  

(18)

In order to calculate the Hessian matrix, we can first rewrite (10c) in the form of the output equation of a single layer neural network as follows

\[
\tilde{x}_{\text{rel}}(n) = f(Rz(n))
\]  

(19)

where $z(n)$ is given by

\[
z(n) = Hy(n)
\]  

(20)

and $f$ is a linear activation function such that

\[
f(Rz(n)) = Rz(n).
\]  

(21)

The Hessian matrix can then be calculated using the method proposed in [39] as follows

\[
C = f''(\tilde{x}_{\text{rel}}(n)) \frac{\partial S_{\text{rel}}(n)}{\partial \tilde{x}_{\text{rel}}(n)} + (f'(\tilde{x}_{\text{rel}}(n)))^2 \frac{\partial^2 S_{\text{rel}}(n)}{\partial \tilde{x}_{\text{rel}}(n)^2}
\]  

(22)

where $f'$ and $f''$ denote the first and second derivatives of $f$. In the proposed method $f$ is linear, so we have $f' = 1$ and $f'' = 0$. By substituting these values in (22), the Hessian matrix will then be computed as

\[
C = I
\]  

(23)

2) **Proposed Algorithm**

Using (13), (18), and (23), we can update the transformation matrix $R$ in each iteration, and then, it can be fed into the eLORETA $^j$ to find the source amplitudes, i.e., the $Y$ matrix. The algorithm will continue iteratively until it converges. If we define the differential reconstruction error (DRE) for iteration $j$ as

\[
DRE^j = \|E_{\text{reloreta}}^j - E_{\text{eloreta}}^j\|
\]  

(24)

then the convergence of the algorithm entails that $DRE^j$ or the difference between two values of $DRE$ in two consecutive iterations drops below a certain threshold value $\varepsilon$. However, to make the threshold value independent of the unit of measurements, the $DRE$ value in each iteration can be normalized as follows

\[
NDRE^j = \frac{\|DRE^j - DRE^{j-1}\|}{\max(DRE) - \min(DRE)}, \quad j \geq 2
\]  

(25)

where

\[
DRE = [DRE^1, DRE^2, \ldots, DRE^j]
\]  

(26)

and $NDRE^j$ denotes normalized $DRE^j$. Finally, the convergence of the algorithm is achieved when $NDRE^j \leq \varepsilon$. The proposed ReLORETA algorithm is summarized in the flowchart shown in Fig. 1 and can be described as follows:

**Step 1:** Initialize the matrices $R$, $H$, and set the threshold $\varepsilon$.

**Step 2:** Given the measurement matrix $X$ and the lead field matrix, find the source amplitude matrix $Y$ using eLORETA $^j$.

**Step 3:** Update the transformation matrix $R$ using (13), (18), and (23).

**Step 4:** Calculate $NDRE$ using (24) and (25). If $NDRE^j \leq \varepsilon$ then terminate the algorithm, else go to the next step.

**Step 5:** Update the lead field matrix using (9), replace $H$ with $\hat{H}$, and go to step 2.

After the algorithm reaches the desired threshold and stops, $Y$
can then be used as the estimated source amplitudes.

III. RESULTS

A. Simulation Settings

In order to assess the performance of the proposed algorithm in a realistic situation, we considered two scenarios. In the first scenario, called the worst-case scenario, we employed ReLORETA to localize simulated focal sources in different regions of the brain while taking into account different sources of uncertainties, including the geometry of the head model, misalignment of electrodes, discretization and conductivity uncertainties simultaneously. For this purpose, we used two different head models of different shapes for generating the EEG signals and solving the EEG inverse problem as shown in Fig. 2(a) and Fig. 2(b), respectively. As shown in this figure, the New York head was employed to generate the simulated EEG data, while a head model based on the well-known Colin27 MRI was used to solve the inverse problem. For constructing the forward model, the segmentation data provided in [17] were used to create a hexahedral mesh for six tissues, including gray and white matter, CSF, skull, skin, and air using the MATLAB FieldTrip toolbox [40]. The FieldTrip-SimBio pipeline [41] was then used to construct the forward head model using the different tissues and their respective conductivities. After creating the head model, the electrode positions were aligned with the surface of the head, and then dipoles were uniformly spread within the gray matter with an orientation orthogonal to the surface of the cortex. The smallest distance between the source space dipoles and the inner skull boundary also was 3 mm. In the end, the finite element method (FEM) was employed to compute the lead field matrix using the FieldTrip toolbox. For the inverse head model, the Colin27 MRI was first segmented into three different tissues: scalp, skull, and brain, and then three meshes were created at the borders of these tissues represented by points (vertices) connected in a triangular way. The number of vertices for the scalp, skull, and brain was 1000, 2000, and 3000, respectively. These meshes, together with their respective conductivities, were then fed into FieldTrip to construct the inverse head model. In the next step, the electrode positions were aligned with the surface of the head, and dipoles were created in the intracranial space without being constrained to the cortex. The symmetric boundary element method (BEM) presented in the OpenMEEG software [42] was finally used to compute the lead field matrix. The forward and inverse head models were co-registered using a 3D transformation including rotation, translation, and scaling according to the method described in [43]. In this method, the transformation is calculated between 3 or more noncoplanar landmark points in the inverse model and their corresponding points in the forward model.

The simulated EEG data were generated for 20 electrodes placed on the scalp according to the 10-20 placement system [44] using the Simulating Event-Related EEG Activity (SEREEGA) package [45]. In this package, the event-related brain potentials (ERPs) are first generated for each active dipole by centering a normal probability density function around the indicated latency with the given width. This is then scaled to the indicated amplitude. To simulate noise, in the first step, Brown noise [46] is added to the simulated ERP signals, and the noisy ERP signals are projected to the scalp using the forward lead field matrix and orientations of dipoles. At this stage, a final layer of noise is added to the generated scalp data to simulate sensor noise. This is uniform, temporally, and spatially uncorrelated white noise. To improve the effective peak to background EEG signal ratio, multiple trials from repeated stimuli were averaged to extract the final EEG waveforms. Specifically, for each EEG data, we employed 10 trials with a sampling frequency of 500 Hz, where each trial had a length of 200 samples, corresponding to a time sequence which may be denoted using MATLAB notation as [0: 2: 399] ms.

To simulate the error in the misalignment of electrodes, we slightly changed the locations of electrodes in comparison with the standard 10-20 system by tilting the EEG set up to the left by 5 degrees in the forward model. As for source discretization, we used a 2 mm grid for the forward model, while a coarser grid of 10 mm was used for the inverse model. Furthermore, for the forward model, we set the conductivities of the gray and white matter, CSF, skull, skin, and air to 0.8 S/m, 0.4 S/m, 2.2 S/m, 0.0290 S/m, 0.25 S/m, and 2.5e-14 S/m, respectively. However, the conductivities of the scalp, the skull, and the brain in the inverse model were set to 0.33 S/m, 0.0041 S/m, and 0.33 S/m respectively. All of the conductivity values were chosen according to the conductivity values and ratios of the real human head tissues reported in [47].

In all cases, the EEG data were generated in the presence of

![Fig. 3. Simulated EEG signals and their respective topographic distributions for two different single-dipole sources located at (a) the MNI coordinates of [50, -20, -12] mm and (b) the MNI coordinates of [-24, -14, -20] mm, corresponding to right Brodmann area 21 (middle temporal gyrus) and the left hippocampus, respectively.](image)
high and low levels of noise associated with SNR values of 5 dB and 20 dB, respectively. The SNR was calculated in dB according to [35] as follows:

\[
SNR = 10\log_{10}\left(\frac{\text{tr}(CR_s)}{\text{tr}(CR_n)}\right)
\]

(27)

where “tr” denotes the trace of a matrix, \(CR_s \in \mathbb{R}^{M \times M}\) is the scalp ERP signal covariance matrix, and \(CR_n \in \mathbb{R}^{M \times M}\) is the background EEG noise covariance matrix. In this paper, the \(CR_n\) matrix is calculated using EEG data when the related source was not active.

In all simulations, the regularization parameter \(\alpha\) was set to 0.05 which is FieldTrip’s default value (see the supplementary data for further details of tuning \(\alpha\)). To set the threshold value \(\varepsilon\), a three-step process was implemented as follows: in the first step, 20 EEG data from 20 different sources, uniformly distributed within the gray matter, were generated. In the second step, we set \(\alpha = 0.05\) and ran ReLORETA 60 iterations for all 20 sources and calculated the \(NDR\) values for each iteration according to (25). In the last step, we observed that in all cases when \(NDR_j\) falls below a certain value named \(NDR_{cut\_off}\), the localization error of ReLORETA converges to its final value. So, we finally set \(\varepsilon = NDR_{cut\_off}\). Using this process, the values of \(\varepsilon\) for both single-dipole and extended sources were set to 0.005. To better understand the relationship between EEG signals reconstruction error and localization accuracy, we additionally calculate the normalized reconstruction error (NRE) for each simulation as follows

\[
NRE = \frac{\|\hat{X} - X\|}{\|X\|}
\]

(28)

where \(\hat{X}\) contains the reconstructed EEG signals by eLORETA or ReLORETA, and \(X\) is the EEG measurement matrix.

The transformation matrix \(R\) was initialized to the identity matrix, and the initial lead field matrix was computed using the inverse head model according to the 10-20 electrode placement system. Finally, localization error for single-dipole sources was simply calculated as the Euclidean distance between the estimated and the true source positions. For extended sources, the distance between the center of the predicted source, which is the dipole with the greatest moment, and the center of the true source structure was considered as the source localization error. In all simulations in this paper, unconstrained source orientations were used for solving the inverse problem.

B. Single-Dipole Source Results

In order to evaluate the performance of ReLORETA in dealing with the underlying source activity being modeled as a single dominant dipole, we simulated 60 single-dipole sources in different lobes and depths of the gray matter where the depth of each source was measured according to its distance from the nearest electrode on the scalp. The distances between the most superficial source and the nearest electrode on the scalp and the most superficial source and the inner surface of

---

**TABLE I**

<table>
<thead>
<tr>
<th>Source area</th>
<th>Source location (mm)</th>
<th>eLORETA estimated location (mm)</th>
<th>eLORETA estimation error (mm)</th>
<th>ReLORETA estimated location (mm)</th>
<th>ReLORETA estimation error (mm)</th>
<th>eLORETA NRE</th>
<th>ReLORETA NRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Brodmann area 21</td>
<td>[50 -20 -12]</td>
<td>[50 -20 20]</td>
<td>32</td>
<td>[50 -20 -10]</td>
<td>2</td>
<td>0.18</td>
<td>0.11</td>
</tr>
<tr>
<td>Left Hippocampus</td>
<td>[-40 10 -40]</td>
<td>[50 -20 20]</td>
<td>35.09</td>
<td>[-20 -10 -20]</td>
<td>5.65</td>
<td>0.21</td>
<td>0.05</td>
</tr>
</tbody>
</table>
the skull were approximately 14 mm and 5 mm, respectively. Fig. 3(a) and Fig. 3(b) show two generated EEG signals with an SNR of 5 dB and their respective interpolated topographic distributions for a superficial source (i.e., near the surface of the cortex) and a deep source located at MNI coordinates of [50, -20, -12] mm and [-24, -14, -20] mm. These coordinates reside in the temporal lobe and correspond to the right middle temporal gyrus (Brodmann area 21; superficial source) and the left hippocampus (deep source), respectively. The temporal lobe is specifically of important relevance to neurological disorders and is commonly involved in medically refractory epilepsy [48]. Moreover, many epileptic seizures begin in the hippocampus, as 50-75% of patients with epilepsy who have autopsies had damage to the hippocampus [49]. The localization results of eLORETA and ReLORETA related to these EEG signals are also illustrated in Figs. 4 and 5, respectively. The estimated source locations, their corresponding localization errors, and NRE values are shown in Table I, with ReLORETA showing substantially better performance than eLORETA for both source locations. Accordingly, the NRE value of ReLORETA is less than eLORETA, which is due to the minimization of the reconstruction error for each simulation as described by (12).

To further evaluate the accuracy of eLORETA and ReLORETA, the box plots of the overall source localization errors and corresponding NRE values for all 60 simulated sources in the presence of two levels of noise are shown in Fig. 6. For each box, the central horizontal line indicates the median, and the top and bottom edges indicate the 75th and 25th percentiles, respectively. The upper and lower whiskers extend to the most extreme data points not considered outliers. The symbol “o” depicts the average value of each box. The results demonstrate that the proposed ReLORETA algorithm improves the overall accuracy of the source localization considerably. Also, the overall NRE of ReLORETA is less than eLORETA.

Fig. 6. Box plots of (a) overall source localization errors and (b) overall NRE for simulated single-dipole sources.

Fig. 7. Simulated EEG signals and their respective topographic distributions for two extended sources located at (a) the MNI coordinates of [50, -20, -12] mm and (b) the MNI coordinates of [-24, -14, -20] mm, corresponding to right Brodmann area 21 (middle temporal gyrus) and the left hippocampus, respectively.

Fig. 8. (a) true source location (simulated) and localization results of (b) eLORETA and (c) ReLORETA for the EEG data shown in Fig. 7(a).

Fig. 9. (a) true source location (simulated) and localization results of (b) eLORETA and (c) ReLORETA, for the EEG data shown in Fig. 7(b).
than eLORETA. In terms of noise levels, both methods performed similarly and their accuracy slightly decreased when a high level of noise was applied. However, the error of ReLORETA still remains below 13 mm in the worst case. It is worth mentioning that we deliberately put the simulated sources in the voxels of the forward model which their equivalent voxels did not exist in the inverse model, such that the distance between the nearest dipole to the source center and the true location of the source in the inverse model was at least 2 mm. This is the reason for the minimum error of 2 mm in the outputs due to discretization.

C. Extended Source Results

For evaluating extended sources, we simulated 60 different sources at the same locations as the single-dipole sources while each source contained 33 active dipoles such that the total moment of dipoles was set to be the same as single-dipole sources. For this purpose, we placed a dipole in the center of the source and then spread the rest of the dipoles within a 10 mm radius. Figs. 7(a) and (b) show the simulated EEG signals for two extended sources with centers located at the same locations as two single-dipole sources: right middle temporal gyrus (Brodmann area 21) and left hippocampus, respectively. The source localization results and the corresponding NRE values can be found in Figs. 8 and 9 and Table II. Similar to performance for the single-dipole sources, the ReLORETA outputs are still considerably more accurate than the eLORETA outputs for both areas. The box plots of the overall source localization errors and NRE for all 60 extended sources are also shown in Fig. 10. While the performance of both methods slightly decreased in comparison with their estimations for single-dipole sources, the accuracy of ReLORETA still remained stable with average errors of 6 mm and 8 mm for low and high levels of noise, respectively. Accordingly, the average NRE of ReLORETA is lower than eLORETA as expected. It should be noted that the nearest dipole to the true location of the source center in the inverse model is displaced by 2 mm because of discretization. By deducting this 2 mm error from the overall error, we can conclude that on average only less than 5 mm of the total error is due to the ReLORETA output. This is while, as mentioned before, the radii of the simulated sources in the forward model are also 10 mm. This means that, even when ReLORETA estimates a source with the mentioned 5 mm bias, the estimated source value still remains inside the boundary of the source with respect to its central dipole. However, as mentioned before, the central dipole of the source in the inverse model is always at a 2 mm distance from the true location of the source center.

In the worst-case scenario discussed above, we assumed no individual information, including no available MRI of the subject. However, for a number of source localization problems, including epilepsy source localization, MRIs of patients are available. For this reason, in the second scenario, we assumed that the MRI of the subject is available and the geometry of the inverse and forward models are the same. For this purpose, we used a six-shell New York head as the forward model, and a simplified three-shell and a six-shell New York head model were employed for the source localization. Four simulations were then carried out in this scenario as follows: in the first simulation, we distorted the forward model by the three remaining uncertainties including geometry and conductivity uncertainties as well as errors in electrode positions. In the rest of the simulations, the forward model was distorted only by one source of uncertainty individually in each simulation while other sources of uncertainties were removed from the forward model.

After carrying out the simulations, the following results were obtained: in all cases, we observed that ReLORETA results were considerably more accurate than eLORETA. The accuracy of both methods decreased only negligibly when using the three-shell model. However, eLORETA accuracy was affected more than ReLORETA. In the first simulation, when simulating the three remaining uncertainties simultaneously, we observed that the overall error of both methods decreased compared with the worst-case scenario. In the rest of the simulations, misalignment of electrodes, conductivity uncertainties, and discretization uncertainties had the greatest impacts on eLORETA accuracy for single-dipole source localizations by causing average errors of 12 mm, 11 mm, and 8 mm, respectively. The maximum errors of eLORETA for these uncertainties were also 32 mm, 24 mm, and 18 mm respectively. The same uncertainties applied to extended sources caused average errors of 15 mm, 13 mm, and 9 mm, and maximum errors of 40 mm, 30 mm, and 26 mm, respectively for eLORETA. On the other hand, for ReLORETA, the discretization uncertainty, misalignment of electrodes, and conductivity uncertainty had the greatest impacts on the results with average errors of 7 mm, 6 mm, and

![Box plots of (a) overall source localization errors and (b) overall NRE for simulated extended sources.](image)

**Table II**

<table>
<thead>
<tr>
<th>Source area</th>
<th>Source location (mm)</th>
<th>eLORETA estimated location (mm)</th>
<th>eLORETA estimation error (mm)</th>
<th>ReLORETA estimated location (mm)</th>
<th>ReLORETA estimation error (mm)</th>
<th>NRE</th>
<th>NRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Brodmann area 21</td>
<td>[50 -20 -12]</td>
<td>[60 -20 20]</td>
<td>33.52</td>
<td>[50 -20 -10]</td>
<td>2</td>
<td>0.130</td>
<td>0.042</td>
</tr>
<tr>
<td>Left Hippocampus</td>
<td>[-24 -14 -20]</td>
<td>[-40 10 -40]</td>
<td>35.09</td>
<td>[-30 -20 0]</td>
<td>5.65</td>
<td>0.105</td>
<td>0.017</td>
</tr>
</tbody>
</table>
2 mm respectively for single-dipole sources. The maximum errors of ReLORETA for these uncertainties were also 9 mm, 14 mm, and 10 mm, respectively. For extended sources, the same uncertainties caused average errors of 7 mm, 6 mm, and 5 mm, and maximum errors of 11 mm, 14 mm, and 14 mm, respectively. To evaluate sensitivity to electrode placement errors, we displaced electrode positions randomly and observed that the resulting error was considerably lower than when the EEG setup was tilted. All of the mentioned results are related to simulations with a 5 dB noise. The complete results of this scenario including the localization error, the noise sensitivity and NRE of eLORETA and ReLORETA, and the effect of the number of samples on the results are reported in the supplementary materials.

D. Real Data Results

In this section, we present the result of the proposed ReLORETA algorithm for localization of the underlying brain source (i.e., epileptiform discharge) in a patient with epilepsy where the related data contained EEG signals of 20 channels corresponding to the same 20 electrodes used for the simulations in sections II and III. On scalp EEG, the discharge was located on the left, centered at electrode F7, which classically represents activity predominantly from the left anterior temporal region. We employed the same inverse model we used in the simulations where the conductivities of the scalp, the skull, and the brain were set to 0.33 S/m, 0.0041 S/m, and 0.33 S/m, respectively. The regularization parameter $\alpha$ and the threshold $\varepsilon$ were set to 0.05 and 0.005, respectively similar to the simulations. The true location of the source was near the amygdala and hippocampus boundary, with a center located at the MNI coordinates of [-20 -5 -20] mm approximately. These coordinates are based on the location of seizures captured using intracranial recordings with depth electrodes. More specifically, the patient had depth electrodes implanted in the left and right amygdala and hippocampus. However, the true location of the source can never be known with a zero error as an infinite or even a large number of electrodes cannot be implanted.

Fig. 11 shows the EEG measurements as well as their interpolated topographic distribution where each trace is averaged over 13 measured spikes. The localization results and corresponding NRE values of eLORETA and ReLORETA can also be found in Fig. 12 and Table III. The first noteworthy point is that NRE and errors of both methods nearly fall into the range that had previously been predicted in our simulations for extended sources, i.e., Fig. 10, with localization errors of 41.53 mm and 20.61 mm, and NRE values of 0.360 and 0.077 for eLORETA and ReLORETA, respectively. This shows that the most important sources of uncertainties were successfully included in the forward model used for simulations such that NRE values and accuracies of both methods correspond to the simulation results. Moreover, ReLORETA shows a higher accuracy and lower NRE than eLORETA, further underscoring the robustness of the proposed algorithm with real-life data. Please refer to section D of the supplementary materials to see the convergence of ReLORETA based on the NRE measure for the real EEG data shown in Fig. 11.

E. Regularization effect

To investigate the effect of the regularization parameter $\alpha$ on the results, we carried out a simulation in which we first increased the value of alpha with a constant step from 0.1 to 0.9, and then, in each step, we computed the localization errors and NRE values of eLORETA and ReLORETA for the source localization problem shown in Fig. 9. The results are illustrated in Fig. 13. The value of alpha has no effect on the localization, and for each alpha, ReLORETA gives a considerably better localization accuracy. However, as shown

<table>
<thead>
<tr>
<th>Approximate source location (mm)</th>
<th>eLORETA estimated location (mm)</th>
<th>eLORETA estimation error (mm)</th>
<th>ReLORETA estimated location (mm)</th>
<th>ReLORETA estimation error (mm)</th>
<th>NRE eLORETA</th>
<th>NRE ReLORETA</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-20 -5 -20] Amygdala-Hippocampal Junction</td>
<td>Left Temporal Pole (Brodmann area 38)</td>
<td>41.53</td>
<td>[30 10 -10] Anterior Insula</td>
<td>20.61</td>
<td>0.360</td>
<td>0.077</td>
</tr>
</tbody>
</table>
by the dotted line, using $\alpha = 0.05$, eLORETA achieves a reconstruction error as small as what ReLORETA achieves using $\alpha = 0.58$, but its localization error is still substantially higher than ReLORETA. This is mainly because eLORETA is using the wrong lead field matrix for localization. It can be proven as long as the lead field matrix is distorted, decreasing the EEG reconstruction error by any method, including tuning $\alpha$, cannot improve the localization results (please see section B in the supplementary materials for the proof). Moreover, the results further suggest that for each alpha, the lead field matrix properly converges toward its true value using ReLORETA, thereby improving the localization accuracy.

IV. DISCUSSION

In this paper, we propose a robust version of the eLORETA method, named ReLORETA, for the localization of brain sources while the forward model is distorted by uncertainties. To the best of our knowledge, this is the first study proposing a method capable of dealing with major sources of uncertainties simultaneously and without any individual information in setting up the model. To examine the performance of the proposed method, we first simulated a worst-case scenario where different sources of the forward model uncertainties including the conductivity uncertainty, error in co-registration of the electrodes, as well as differences in the geometry and source space resolution between the forward and inverse models, were present simultaneously. The simulation results in this scenario show that ReLORETA provides substantially more accurate results than eLORETA in all cases of single-dipole and extended sources. In the second scenario, we simulated different uncertainties both simultaneously and individually while the geometries of the forward and inverse models were the same, which is equivalent to a situation where the MRI of the subject is available. For this purpose, a six-shell New York head model was used to generate EEG signals, and a simplified three-shell and a six-shell New York head model were used for the source localization. The results of ReLORETA in this scenario were also substantially more accurate than eLORETA. Furthermore, ReLORETA demonstrated superior performance in dealing with different individual uncertainties in comparison with previous studies [20], [30], [31], [35]. The accuracy of both methods only negligibly decreased when using the three-shell model compared with the six-shell model, while eLORETA’s performance was affected more than ReLORETA’s performance. These results corroborate the previous findings [12] that gray matter, white matter, and CSF conductivities have a negligible effect on the source localization since their omission did not affect the localization results considerably. However, the accuracy of both methods in the second scenario increased compared with the worst-case scenario confirming the results of other studies [13], [23] that reported increased localization error due to the geometry uncertainty. This also suggests that using a head model based on the MRI of the subject can substantially improve the localization results and should be a priority. According to the results, error in co-registration of electrodes can seriously degrade the source localization results, and for both eLORETA and ReLORETA, it was one of the major sources of uncertainties, which confirms the previous findings [23]. The proposed method was also applied to real EEG data from a patient with epilepsy, and the localization accuracy of both methods in this case mirrored the results of the simulated data. ReLORETA remained robust in dealing with the real data and showed a better performance than eLORETA. The ability of ReLORETA to show reasonable localization accuracy with limited numbers of electrodes may be of great value in clinical settings where applying high numbers of electrodes is not practical.

All simulations and experiments in this paper were performed on a computer with 8 GB of RAM and an Intel Core i7-8566U 1.80 GHz processor using MATLAB R2020a. We observed that, in all cases, ReLORETA successfully converged in less than 60 iterations and usually closer to 25. Each iteration required an average time of 2 seconds to complete resulting in 50 seconds for the algorithm to converge. This time is reasonably short for an iterative algorithm, especially for the applications in which the source localization is performed offline.

V. CONCLUSION

In this paper, we presented a robust version of the eLORETA method called ReLORETA to deal with different uncertainties in the forward modeling that affects the source localization accuracy. For this purpose, we first assumed that the true lead field matrix is a transformation of the existing inaccurate lead field matrix, and then we proposed an iterative algorithm, in which we took advantage of the Levenberg-Marquardt optimization, for estimating this transformation accurately. In order to assess the accuracy of the proposed method, we first created a realistic forward model by taking into account different sources of uncertainties, including the conductivity and geometry of the head model, misalignment of electrodes, and discretization of source space. The ReLORETA algorithm was then applied to single-dipole and extended sources generated by the realistic head model as well as real data from a patient with epilepsy. The results showed that the proposed ReLORETA algorithm gives considerably better results for both simulated and real data than eLORETA, and can be a reliable method for practical applications.

![Fig. 13. (a) NRE values and (b) localization accuracies for the source localization problem shown in Fig. 9 using different values of $\alpha$. The horizontal dotted line shows the NRE values of eLORETA and ReLORETA using $\alpha = 0.05$ and $\alpha = 0.58$, respectively.](Image)
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