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Abstract 
The Blockchain of Things (BCoT) ecosystem effectively tackles technological and business 

challenges across various domains. By utilising BCoT applications, issues related to 

decentralisation, data privacy, data protection, and network security are managed 

efficiently, enhancing operational reliability and scalability. However, recent BCoT 

implementations face performance issues, particularly in achieving efficient scalability, 

high throughput, and low latency. This research seeks to address these challenges, improve 

system performance, and ensure the scalability of the BCoT ecosystem. 

The novel BCoT architecture showcases technological innovation by integrating a private 

Ethereum platform, IoT sensors, edge computing, and IPFS to create a secure, smart, and 

decentralised data storage system. Security within the architecture includes identity 

management, authentication, and access control for IoT devices, with each device assigned 

a unique identity. Secure communication is facilitated through MQTT and uTLS protocols, 

along with immutable access control rules. 

The architecture's efficiency in handling large IoT data volumes was initially tested using 

the Random Forest classifier, which processes and prioritises sensor data in real time, 

achieving 99.53% accuracy in predicting conditions, assessing risk, and providing early 

warnings. Performance testing with the Geth Metrics tool demonstrated significant 

improvements over existing solutions, including a 45% reduction in latency, a 65% increase 

in throughput, and a 46% enhancement in Disk I/O performance. Additionally, CPU 

utilisation decreased by 33%, and memory usage during mining remained under 200 MB. 

Practical deployment and evaluation under realistic conditions showed the architecture's 

adaptability in executing up to 5000 transactions smoothly. 

This research contributes to the field by introducing a scalable and secure BCoT 

architecture, adapting Blockchain mechanisms for IoT applications. The architecture's real-

time, low-latency responses enhance its operational profile, offering opportunities for 

further research on current and future adaptations. It provides improved performance 

metrics, efficiency, and decision-making capabilities, impacting various practical 

applications. This work uniquely delivers a scalable and secure BCoT architecture, 

overcoming previous limitations.  
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Introduction 
Integrating Blockchain technology with Internet of Things (BCoT) systems signifies a 

groundbreaking advancement that substantially improves performance, efficiency, and 

security. The decentralised architecture of Blockchain offers innovative solutions to 

prevalent challenges faced by IoT systems, particularly in areas such as scalability and 

reliability. This thesis investigates multiple facets of this integration, assessing its influence 

on system performance, exploring scalability solutions, and conducting a thorough 

performance analysis. Furthermore, it delves into the implications for individual IoT 

devices, illustrating how Blockchain can effectively tackle scalability issues to enhance the 

overall efficiency of IoT systems. 

The integration of BCoT markedly boosts system performance by ensuring data integrity 

and reinforcing security measures. The decentralised ledger inherent in Blockchain 

mitigates the risks associated with a single point of failure, which is a significant 

vulnerability in conventional centralised IoT architectures. This integration also promotes 

real-time processing and validation of transactions, thereby diminishing latency concerns 

and assuring the accuracy and timeliness of data. A critical challenge within distributed 

computing is the scalability of IoT systems, which traditionally rely on centralised 

architectures that need help managing the vast amounts of data generated by interconnected 

devices. However, Blockchain’s decentralised framework presents viable solutions to these 

scalability challenges by facilitating horizontal scaling—adding additional nodes to the 

network to accommodate increased data loads—thus enhancing system efficiency and 

responsiveness irrespective of the number of connected devices. By incorporating 

Blockchain into IoT architectures, systems can expand by evolving operational 

requirements, fostering a more extensive and resilient network. 

An in-depth analysis of BCoT systems and their architectures reveals numerous 

performance advantages, including improved data security that ensures recorded 

information remains unchanged and maintains a reliable and verifiable history of events. 

This characteristic cultivates trust and dependability within the system. Moreover, this 
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integration reduces operational costs and enhances data verification processes. Smart 

contracts can automate various operations, further optimising system efficiency. While the 

overarching system benefits from Blockchain integration, individual IoT devices undergo 

significant transformations. These devices gain greater independence, lessening their 

dependence on central servers for data validation and transaction processing. This shift 

enhances device autonomy while alleviating network congestion and potential bottlenecks. 

Blockchain technology elevates IoT system efficiency by establishing a secure and 

dependable data exchange and transaction processing framework. Smart contracts facilitate 

automatic and transparent operation execution, minimising the necessity for manual 

intervention and reducing errors. Consequently, this results in quicker processing times and 

heightened trust among stakeholders. 

Blockchain integration adeptly addresses scalability challenges within IoT systems. The 

system can manage increased data loads by distributing the ledger across multiple nodes 

without sacrificing performance. This decentralised methodology prevents bottlenecks 

while ensuring sustainable growth. Additionally, consensus mechanisms like Proof of 

Authority (PoA) can enhance scalability by lowering the computational resources required 

for transaction validation. This thesis elucidates how integrating Blockchain technology 

with IoT systems enhances overall performance and provides innovative solutions to 

longstanding challenges related to scalability and efficiency. The findings underscore the 

transformative potential of BCoT systems in various applications, paving the way for future 

advancements in this domain. 

1.1 Blockchain Technology 

Blockchain technology has emerged as a ground-breaking innovation in digital record-

keeping and data management, fundamentally operating as a distributed, decentralised 

ledger that securely records transactions across a network of computers without the need 

for a central authority. Initially introduced as the underlying technology for Bitcoin, 

Blockchain has transcended its origins in cryptocurrencies to find applications across 

various sectors such as supply chain management, healthcare, voting systems, and identity 

verification. The core concept of Blockchain involves a peer-to-peer network where each 

participant maintains a copy of the entire ledger, with transactions grouped into 
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cryptographically linked blocks to form an immutable information chain. This structure 

ensures data integrity, transparency, and immutability, making Blockchain particularly 

valuable for applications requiring high levels of security and trust (Attaran, 2020). One of 

the key features that sets Blockchain apart is its ability to eliminate the need for 

intermediaries in many processes, potentially reducing costs and increasing efficiency 

across different. Smart contracts, which are self-executing agreements with terms directly 

encoded into code, further enhance the capabilities of Blockchain technology by 

automating complex transactions and agreements. These smart contracts are primarily used 

for general-purpose computations within a Blockchain or distributed ledger. As Blockchain 

technology continues to evolve, it promises to reshape how transactions are conducted, 

data is managed, and trust is established in the digital age, potentially leading to more 

transparent, efficient, and secure systems across various domains of society and business 

(Huang, et al., 2018). 

The development of Blockchain technology is closely intertwined with the evolution of 

smart contracts, which have become a focal point of interest in academia and industry (Tian 

& Chen, 2022). Smart contracts leverage the inherent characteristics of Blockchain, such 

as immutability, transparency, and decentralisation, to offer a secure and reliable solution 

for data management (Kishor, 2023). These contracts are designed to automate and enforce 

contract execution, providing a platform for applications that run on a peer-to-peer network 

rather than a single server (Ozpinar & Kalinyazgan, 2024). Integrating Blockchain 

technology and smart contracts enhances data security and enables process automation 

throughout supply chains (Nishani & Barkhi., 2021). 

Blockchain's decentralised nature and secure data storage capabilities have led to its 

exploration in various sectors, including electric vehicles and charging pile management. 

The security model proposed for this application is based on the Blockchain ecosystem, 

highlighting the potential for Blockchain to enhance security in critical infrastructure 

systems (Zheng, et al., 2020). Furthermore, the use of Blockchain in spectrum-sharing 

transactions for multi-operator wireless communication networks demonstrates the 

technology's versatility in facilitating complex transactions across different industries 

(Raza, et al., 2023). The application of Blockchain in supply chain management, 

particularly in agricultural food supply chains, showcases its potential to address the 
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challenges of globalisation and intricate regulatory policies (Zhuang., et al., 2023). Despite 

Blockchain technology's numerous advantages, challenges such as scalability, energy 

consumption, and regulatory frameworks remain significant hurdles to its widespread 

adoption (Nissl, et al., 2020). Scalability, in particular, has become a pressing issue as 

Blockchain technology is increasingly integrated into various applications (Lee & Choi, 

2020). Efforts to address these challenges, such as optimising Blockchain for smart 

contracts and exploring cross-Blockchain smart contracts, reflect the ongoing research and 

development in the field. Additionally, identifying security vulnerabilities in smart 

contracts underscores the importance of ensuring the integrity and reliability of 

Blockchain-based systems. 

1.2 IoT 

The IoT has become integral to various sectors, including healthcare, smart cities, 

engineering, and more (Mohammed & Hasan, 2023). This interconnected network of 

physical devices, vehicles, appliances, and other items embedded with sensors, software, 

and connectivity enables the seamless exchange of data and information (Kim, 2024). In 

healthcare, IoT technology has revolutionised patient care by facilitating the connectivity 

of devices to the Internet, creating what is known as the Internet of Medical Things (IoMT) 

or the Healthcare Internet of Things (HIoT) (Jaleel, et al., 2023). By leveraging IoT, 

healthcare systems can track, monitor, and communicate health data in real time, leading 

to improved outcomes and personalised care (Anyanwu, 2024). Integrating IoT 

technologies in healthcare has shown immense promise, particularly in paediatric 

populations, by enhancing patient care and treatment outcomes (Olorunsogo, 2024). IoT-

based health monitoring systems have emerged as transformative tools, especially in 

tracking the health of elderly individuals, offering a paradigm shift in healthcare delivery 

(Kumar, 2024). Additionally, the network of medical devices and sensors in the healthcare 

field, known as the Internet of Healthcare Things (IoHT) or Internet of Medical Things 

(IoMT), has facilitated rapid data transmission and improved healthcare resource 

utilisation (Al-hajjar & Al-Qurabat, 2023). Security and privacy are critical considerations 

in IoT applications, especially in healthcare settings. Researchers have explored 

steganography, chaotic functions, and encryption methods to ensure privacy-preserving 
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innovative healthcare systems (Rostam., et al., 2023). Lightweight cryptographic systems 

have been studied for their impact on IoT-based applications, emphasising the need for 

secure communication and data exchange in IoT environments (Kim, 2024). Furthermore, 

Blockchain technology has shown promise in enhancing data security and efficient 

information sharing in wireless networks, addressing the growing cybersecurity concerns 

in IoT applications (Zhou, et al., 2024). Machine learning and AI have been increasingly 

integrated into IoT systems to enable predictive and preventive healthcare solutions. When 

combined with IoT, these technologies offer personalised health management, chronic 

disease diagnosis, and efficient healthcare services (Jaleel, et al., 2023). Deep learning and 

AI-powered smart health monitoring systems have demonstrated significant potential in 

analysing health data and providing valuable insights for healthcare professionals (Philip, 

et al., 2023). Moreover, nature-inspired algorithms have been explored to optimise security 

and enhance healthcare services in IoT-based applications, showcasing the diverse 

applications of IoT in healthcare (Amiri, et al., 2024). The Internet of Things has 

transformed healthcare by enabling real-time monitoring, personalised care, and efficient 

data exchange. BCoT and advancements in AI, machine learning, and security measures 

have paved the way for innovative healthcare solutions. As IoT continues to evolve, its 

impact on healthcare will drive further advancements in patient care, disease management, 

and overall healthcare delivery. 

1.3 Applications of BCoT 

BCoT offers a promising avenue for enhancing performance and scalability in various 

applications. Numerous studies have explored this intersection, emphasising merging these 

technologies' potential benefits and challenges. One crucial aspect highlighted in the 

literature is Blockchain's capacity to improve security in IoT networks. IoT devices can 

securely exchange data using Blockchain's decentralised and immutable ledger system, 

ensuring transparency and reducing fraud risks (Chand, et al., 2024). This security feature 

is vital in IoT environments where data integrity and confidentiality are paramount (Burgos 

& Pustišek, 2024). Furthermore, the integration of Blockchain with IoT has the potential 

to enhance scalability. Blockchain technology provides a distributed approach to data 

management, which can assist in efficiently handling the vast amounts of data generated 
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by IoT devices (Tiruvayipati., et al., 2024). This scalability is crucial for IoT applications 

that necessitate real-time processing of data streams from numerous interconnected devices 

(Sharma., et al., 2024). Blockchain's ability to streamline data exchanges in IoT networks 

can enhance scalability by offering a secure and transparent framework for managing data 

flows (Venkatesh, et al., 2024). Moreover, the synergy between Blockchain and IoT can 

lead to advancements in performance. By integrating Blockchain technology with IoT 

devices, processes such as firmware updates and data transactions can be optimised for 

efficiency. The utilisation of Blockchain verification mechanisms, such as Merkle trees, 

can enhance the fidelity and speed of data transfers in IoT networks, thereby improving 

overall performance (Shin & Jeon, 2024). Additionally, incorporating Blockchain in IoT 

architectures can ensure the safety and scalability required for seamless integration (Thakur 

& Sehgal., 2024). Integrating Blockchain with IoT networks has demonstrated promise in 

enhancing intrusion detection system (IDS) performance in cybersecurity. IoT 

environments can benefit from improved threat detection and response mechanisms by 

integrating Blockchain technology into IDS frameworks, strengthening cybersecurity 

defences. This integration can enhance the overall performance of IoT systems by ensuring 

the integrity and security of data exchanges (Ahakonye, et al., 2024). Furthermore, 

Blockchain applications in IoT can revolutionise supply chain traceability by establishing 

a secure and transparent system for tracking goods and materials. This integration can 

improve supply chain management efficiency by leveraging Blockchain's decentralised 

nature to guarantee the authenticity and reliability of product information. By providing a 

tamper-proof record of transactions, Blockchain technology can optimise supply chain 

processes and enhance overall performance (Kee, et al., 2024). Integrating Blockchain and 

IoT can also address challenges such as Distributed Denial of Service (DDoS) attacks by 

implementing multi-layer security frameworks. Blockchain solutions designed to enhance 

security and privacy in IoT environments can mitigate the risks posed by cyber threats, 

improving IoT networks' overall performance and reliability. By leveraging Blockchain 

technology, IoT devices can be safeguarded against malicious activities, ensuring 

uninterrupted operations and enhanced performance (Sharma & Rohilla, 2024).  

Integrating Blockchain and the Internet of Things (BCoT) holds significant potential for 

enhancing performance and scalability in various domains. IoT applications can benefit 
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from improved data management, enhanced cybersecurity, and streamlined processes by 

leveraging Blockchain technology's security, scalability, and performance-enhancing 

features. The synthesis of these technologies presents a transformative approach to 

optimising IoT networks and unlocking new possibilities for innovation and efficiency. 

1.4 Proposed BCoT Architecture Design and Implementation  

This thesis introduces a novel BCoT architecture design that seamlessly integrates IoT 

devices with Ethereum Blockchain technology. The architecture comprises a private 

Ethereum platform, IoT sensors, and edge computing capabilities, AI, and IPFS storage, 

forming a secure and decentralised data management solution. Raspberry Pi devices 

function as Blockchain nodes, while various microcontrollers serve as sensor interfaces, 

facilitating comprehensive IoT integration. Before Blockchain integration, the system 

employs an edge-computing algorithm for efficient local data processing and IPFS storage. 

The design incorporates robust identity management and secure communication protocols 

to enhance security. The efficiency of the BCoT architecture in processing large volumes 

of IoT data was initially evaluated using a machine learning classifier known as the 

Random Forest classifier. This classifier can process and prioritise data records from 

sensors in real-time, achieving an accuracy of 99.53% in predicting various conditions, 

assessing risk levels, and providing early warnings. The performance assessment, 

conducted using machine learning classifiers and Blockchain metrics tools, indicates 

significant enhancements in system efficiency, such as reduced latency, increased 

throughput, and optimised resource utilisation. Furthermore, the study evaluates the 

performance of IPFS within containerised environments, demonstrating superior latency 

and resource management compared to traditional file transfer methods.  

This research contributes valuable insights into the potential of Blockchain-IoT integration 

in advancing CPS, highlighting enhanced performance and security capabilities. 

1.5 Research Aim and Objectives 

The main research aim and objective is to propose a novel architecture for the life cycle of 

data gathered from sensors, particularly Remote Lab or Vital Signs in an ICU room, to the 

Blockchain for storage and processing purposes. The specific objectives are to:  
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• Conduct a comprehensive literature review on the BCoT to critically evaluate the 

current state of integration between Blockchain and IoT technologies. 

• Analyse the application of Blockchain technologies within BCoT frameworks, 

examining their inherent limitations and challenges to identify areas for potential 

improvement and innovation. 

• Develop a novel case-based BCoT architecture. This architecture will facilitate the 

systematic data collection from IoT devices through web services and data files, 

ensuring interoperability and efficient data management. 

• Conceptualize and implement a novel Blockchain-based storage architecture for 

BCoT-generated data. This architecture will leverage the IPFS for distributed 

storage while maintaining data chronology and integrity through Ethereum smart 

contracts, ensuring the security and reliability of the stored data. 

• Rigorously assess the scalability and performance characteristics of the proposed 

Blockchain-based architecture through comprehensive testing and analysis. This 

evaluation will focus on the system's capacity to handle increasing workloads and 

maintain optimal performance under diverse operational conditions, ensuring 

alignment with predefined functional and performance requirements. 

1.6 Research Questions and Hypotheses 

• Question 1: How can Blockchain technology and associated decentralised systems 

be effectively integrated to create a robust and scalable infrastructure for storing 

and retrieving diverse data types in a distributed environment? 

Hypothesis: Blockchain technology, when integrated with decentralised systems 

like the InterPlanetary File System (IPFS), will significantly enhance the robustness 

and scalability of data storage and retrieval in distributed environments by ensuring 

data integrity, transparency, and accessibility without a single point of failure. This 

will enable efficient management of diverse data types across a distributed 

infrastructure. 

• Question 2: What is the optimal architectural design for a BCoT ecosystem that 

efficiently manages IoT-generated data, and how does the synergy between on-
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chain Ethereum Blockchain and off-chain storage solutions like IPFS contribute to 

system performance and scalability? 

Hypothesis: The optimal BCoT (Blockchain of Things) architecture for managing 

IoT-generated data involves a hybrid approach using Ethereum Blockchain for on-

chain transactions and IPFS for off-chain data storage. This leads to improved 

system performance in terms of transaction throughput and reduced latency. The 

synergy between these two systems will significantly enhance scalability and 

provide secure, tamper-resistant data management for IoT ecosystems. 

• Question 3: How does implementing edge computing algorithms in conjunction with 

Blockchain technology impact the scalability, latency, and overall performance of 

the BCoT system, and what are the potential implications for real-time data 

processing in IoT-intensive environments? 

Hypothesis: Integrating edge computing algorithms with Blockchain technology 

in the BCoT system will improve scalability and reduce latency, enabling faster 

real-time data processing in IoT-intensive environments. This hybrid architecture 

will distribute computational loads across the network, alleviating centralised 

bottlenecks and enabling the efficient handling of large-scale IoT data flows. 

• Question 4: How can AI-driven algorithms optimise the prioritisation of critical data 

in BCoT architecture, and what is the impact of real-time evaluation and decision-

making on system efficiency, security, and scalability for healthcare applications? 

Hypothesis: AI-driven algorithms, when incorporated into BCoT architecture, will 

enhance the prioritisation of critical data, especially in healthcare applications, by 

enabling real-time evaluation and decision-making. This will improve system 

efficiency, enhance security measures through more accurate anomaly detection, 

and ensure scalable data management for time-sensitive healthcare scenarios. 

1.7 Research Gap 

Integrating Blockchain technology, IoT devices, and AI systems has the potential to 

revolutionise healthcare and engineering education. However, there is a significant 

research gap in addressing the limitations of scalability, efficiency, security, latency, and 
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throughput that hinder the widespread adoption and impact of these technologies in critical 

sectors. 

The current healthcare and CPL infrastructures need help managing the increasing volume 

of data generated by IoT devices. This is leading to scalability issues and congestion within 

Blockchain networks. It is challenging to ensure data integrity, privacy, and secure 

communication among IoT devices, Blockchain networks, and AI systems, which often 

compromises security and efficiency. In addition, Blockchain-based systems' high latency 

and limited throughput pose significant obstacles to real-time data processing and smooth 

integration. These factors, such as healthcare data monitoring, prioritising and educational 

simulations, are crucial in time-sensitive situations. This research aims to fill this research 

gap by developing a scalable, cost-effective, and secure architecture to combine the 

potential of Blockchain, the IoT, and AI technologies for digital health and CPL. Overall, 

the research will leverage the advantages of IPFS for data that needs to be stored 

decentralised, the MQTT protocol for optimal data communication in real-time, AI 

technologies for data processing and predictions, and lastly, the Blockchain for securing 

the management of data while also ensuring the transparency of all parties involved on the 

Blockchain network. These technologies can be integrated to address scalability problems, 

improve efficiency and security, reduce latency and throughput problems in real-time data 

processing simultaneously, and contribute to health care and education (Arachchige, et al., 

2023) (Moudoud, et al., 2021) (Confais, et al., 2017). 

 

1.8 Integrating BCoT in Education and Healthcare: A Novel Architecture 

for Secure and Efficient Systems 

The proposed innovative architecture in this thesis integrates BCoT technology with two 

distinct applications: (i) a Learning Management System for Laboratories 4.0, and (ii) a 

Machine Learning-Driven Real-Time Prioritization of ICU patient vital signs. The BCoT 

architecture offers a secure, decentralised management system for remote laboratories by 

utilising Blockchain technology to address issues such as data integrity, access control, and 

resource allocation. This is achieved through smart contracts that automate lab processes, 

ensure record audibility, and facilitate smooth interactions between students, teachers, and 
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lab equipment, enhancing remote lab experience. The Laboratories 4.0 application 

innovatively uses Blockchain to create a trustless and transparent environment for remote 

lab management, allowing secure, auditable, and decentralised execution and management 

of remote experiments. This approach addresses challenges in remote education, such as 

proving student presence, fair resource allocation, and experiment data integrity. 

For the Machine Learning-Driven Real-Time Prioritization system, the BCoT architecture 

is adapted to manage and secure critical patient data in the ICU. This system combines 

machine learning algorithms with Blockchain technology to improve the analysis of vital 

signs data, prioritising it in real-time to support healthcare providers in critical care 

scenarios. Machine learning aids in detecting critical patterns and anomalies in patient 

vitals, while Blockchain ensures data integrity and secure sharing among healthcare 

providers.  

The architecture novelty lies in its real-time machine-learning analytics combined with 

Blockchain-based data management, enabling intelligent prioritisation of patient data while 

safeguarding against data corruption and security breaches. The architecture's ability to 

update patient data in real time and the immutability of Blockchain records mark a 

significant advancement in ICU patient monitoring and care. The primary distinction in 

BCoT application between the two cases is their design for different purposes and contexts. 

The Laboratories 4.0 system enhances educational experiences and manages remote 

resources with transparency and fair access. In contrast, the ICU priority system 

emphasises critical healthcare data management, prioritising speed of analysis and 

response through machine learning to aid decision-making in healthcare environments.  

The applications discussed illustrate how BCoT architecture can be tailored to address 

diverse challenges across different domains. By applying the core BCoT technology 

(Blockchain and IoT integration) to specific use cases, this research demonstrates how 

BCoT can transform the education and healthcare sectors, making them more secure, 

efficient, and intelligent. 

1.9 Contribution 

• A study examines two real-world demonstrations of IoT and Blockchain technology, a 

remote lab management system and machine learning-based real-time prioritisation of 



Page | 12 

ICU patient vital signs using the Ethereum platform. This required physically 

embedding IoT devices in the Ethereum platform and measuring system latency, 

throughput and energy consumption of IoT devices as part of the application's 

performance analysis.  

• In this thesis, a novel BCoT architecture was proposed that seamlessly integrates IoT 

devices with devices based on Ethereum Blockchain technology. This architecture 

incorporates IoT sensors, edge computing capabilities, AI capabilities, IPFS storage, 

and a private Ethereum platform. This architecture prioritises critical data in IoT 

systems and stores it using Blockchain. A decentralised MQTT broker concept is 

integrated into the BCoT architecture, providing a security layer for integrating IoT and 

Blockchain, contributing to the resilience and scalability of the BCoT. This Thesis 

presents the BCoT architecture, which is based on comprehensive research to efficiently 

handle excessive amounts of IoT data. A Random Forest classifier is used to process 

and analyse the IoT data and achieve an accuracy of 99.53% in forecasting the 

conditions, rating the risk and generating an early warning.  

• The performance of the BCoT architecture is evaluated against benchmarks in different 

domains. Significant improvements in the latency, throughput and resource utilisation 

of the BCoT over existing benchmarks are measured. This Thesis presents the 

Integration of IPFS and Edge-computing into the BCoT architecture, which can 

potentially enhance the overall performance of the BCoT. The Interaction of IPFS with 

the BCoT shows a superior performance of IPFS compared to existing file transfer 

methods in a containerised environment. The research contents in this thesis contribute 

to the understanding of Blockchain integration in CPS. This work can potentially build 

upon foundations for further research into IoT-Blockchain Integration. It can potentially 

enhance the performance and security of existing CPS. 

The performance analysis is provided, including measurements of Disk space usage, 

Memory usage, CPU Utilization, energy consumption, and transaction-related statistics 

using modern technologies like InfluxDB and Grafana for different IoT-Blockchain 

network implementations over Wi-Fi.  

• Built a highly resilient, scalable, and efficient content storage and delivery system by 

integrating IPFS, IPFS Cluster, and Docker and using hyper-parameter optimisation. 
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The system addresses challenges such as data redundancy, availability, and ease of 

management. It also highlights the system's effectiveness through experiments that 

measured the latency of file reading and writing operations. The experiments 

demonstrated a significant reduction in latency, indicating the system's ability to handle 

content delivery effectively. 

1.10 Thesis Organisation 

The PhD research started by combining IoT and Blockchain technologies. The result is this 

thesis, divided into eight chapters. Each chapter deals with one aspect of this innovative 

combination.  

The first chapter starts with an introduction to the problem that was the focus of the research 

and explains what the author aimed to achieve, what objectives were pursued, and what 

research questions were asked or pursued along the way. The first chapter also starts to 

make a case for the work and why it matters in terms of where it fits into and contributes 

to the literature. The literature review builds upon the introduction to present the core 

concepts. First, the operation of Blockchain technology is presented, distinguishing 

between permissioned and permissionless networks and among various consensus 

mechanisms. Next, prominent Blockchain platforms like Ethereum, IOTA, Hyperledger 

Fabric, etc., and off-chain storage options like IPFS are analysed. This is culminated by a 

critical analysis highlighting the existing research gaps, laying the study's foundation. 

The research methodology chapter includes the epistemological and methodological 

foundations of the research and the rationale for the study, meaning the description of the 

experimental methods used, the time horizon, the techniques and procedures for data 

analysis, and a complete guide of the strategies for the development of rigour and validity 

of the research. The fourth chapter explains the design and optimisation of the novel BCoT 

architecture. Within this section, the design phase, the initialisation phase, the test phase 

and the deployment phase are discussed. The design phase covers the design of BCoT from 

scratch, explaining the integration of Ethereum Blockchain and Proof of Authority (PoA) 

with Raspberry Pi nodes, edge processing, data collection and storage. The initialisation 

phase describes the overall system and the protocols running on the BCoT components. 

Finally, the efficiency and security of Ethereum’s Clique PoA protocol for BCoT are 
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analysed in the test phase. Chapter 5 shows how the remote laboratory management system 

has evolved from Lab 1.0 to Lab 4.0. It proposes a Blockchain-based system to handle 

remote labs, comparing it with the traditional systems. The results and implications of the 

novel approach are presented and elaborated on. Moreover, the future of Blockchain in lab 

management is discussed. The sixth chapter proposes an algorithm for real-time prioritising 

ICU patients’ vital signs using machine learning as part of the Blockchain networks. It 

presents the data prioritising algorithm and its steps, normalisation, and implementation. 

The algorithm demonstrates how machine learning can add value and effectiveness to the 

proposed solution. 

Chapter 7 is dedicated to performance analysis of the integration of IoT with Blockchain 

technology. It also tracks the bottlenecks of various transactions. The protocols and tools 

used to monitor performance are described. The integrated system is evaluated for 

performance. In the end, a discussion is presented on integrating IPFS and private 

Ethereum Blockchains to enhance the system's scalability, privacy, and trust. 

The ending is an abstract in chapter eight summarising the main findings and delving into 

the implications for practice and theory. The study's limitations and recommendations for 

future research are discussed. Thus, this thesis sheds light on several significant insights 

and solutions that could be applied to different domains, especially in healthcare and 

laboratory management. This endeavour is challenging but rewarding. 
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Following Chapter 2, the Literature Review and the primary functioning mechanism 

of Blockchain are described, as well as the difference between permissioned and 

permissionless networks and their consensus mechanisms. Prominent Blockchain 

platforms like Ethereum, IOTA and Hyperledger Fabric are addressed, as are their off-

chain storage solutions like IPFS, with a critical analysis at the end. The analysis identifies 

the gaps in the current research literature and sets the context for the study. 
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Literature Review 
 

2.1 Introduction 

The exploration of distributed ledger technology, particularly Blockchain, reveals its 

transformative potential across various sectors. This chapter delves into the foundational 

aspects of Blockchain, beginning with a comprehensive overview of distributed ledger 

technology and its evolution. A distinction is made between permissioned and 

permissionless networks, highlighting their unique characteristics and applications. The 

analysis extends to consensus mechanisms, which are pivotal in ensuring the integrity and 

security of Blockchain transactions. Further investigation into Blockchain platforms 

elucidates their operational frameworks and the role of off-chain solutions like the IPFS. 

The integration of Blockchain with emerging technologies such as artificial intelligence 

and the IoT is examined, showcasing the synergistic benefits that enhance scalability and 

efficiency. The discussion also encompasses the implications of Blockchain in educational 

contexts, particularly in engineering education, where it supports innovative learning 

paradigms. The convergence of IoT, big data, and Blockchain is critically analysed, 

emphasising how this triad can address scalability, throughput, and latency challenges in 

BCoT systems. The evolution from traditional laboratory systems to modern remote lab 

frameworks illustrates the impact of these technologies on educational practices. By 

synthesising these elements, a clear narrative emerges about the ongoing advancements in 

Blockchain technology and its applications in various domains, setting the stage for further 

research and development in this dynamic field. 

2.2 Introduction to Distributed Ledger and Blockchain Technology 

2.2.1 Distributed Ledger Technology (DLT) 
DLT is the next iteration in database architecture, allowing for secure, transparent, real-

time record-keeping across distributed networks without a trusted central authority 

(Chowdhury, et al., 2019). DLT involves a peer-to-peer network replicating and 
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disseminating data across each node and acts as a trusted responder. If one part of a network 

fails, the other nodes can continue to perform and deliver data securely. A distributed 

ledger operates in a way that eliminates the need for a central location. Instead, the ledger's 

data is replicated across interconnected nodes, creating a trustless system. This removes 

the reliance on a centralised model found in traditional databases, where trust in the central 

authority is required. 

DLT is entirely tamper-proof, making it immutable once data enters the system. No one 

can alter or delete it, as the network automatically prevents any attempts to modify or erase 

data. A DLT is a way of storing much more robust data than previous systems. It is a self-

updating system that no one can suborn. It is a system in which the source of truth can 

never be erased or altered, and no records of discredited people are ever removed. A DLT 

can run successfully even if bad actors compromise some – or nearly all – of the nodes in 

the network because it has a consensus mechanism that ensures that the network always 

agrees with itself. The best-known consensus mechanism is Proof of Work, which works 

on the algorithms that Bitcoin miners solve to update their ledger. In fact, most Blockchain 

systems use this consensus mechanism (Zhou, et al., 2022). However, this consensus 

mechanism can be expensive in terms of energy to update the network ledger. A viable 

alternative mechanism is known as PoS. In PoS, economic incentives are given to nodes 

who stake or ‘bond’ their cryptocurrency to validate network transactions, thereby securing 

them. DPoS and PoA are also consensus mechanisms, and their many nuances and varieties 

of combinations have been explored recently. These consensus mechanisms gather 

validations through methods such as voting systems that create hash functions (i.e., connect 

old and new blocks of data, each hash function adding its block to the global new hashing 

of the chain), Merkle trees (unique data structures used to verify information), and 

cryptographic digital signatures.  

On a DLT system, every protocol node validates the same actions on its own data copy. 

These work through asymmetric cryptography, protecting validators and ensuring data 

authenticity. These systems use algorithms such as ‘cryptographic hash functions’ that take 

in data as input and anonymise it into a simple signature so that a hashing function can be 

created to re-access it, similar to our fingerprints. Cryptography is also used through 

various encryptions, with ‘private keys’ of data known only by a sender to validate 
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transactions, plus ‘public keys’ shared with a receiver to protect them. Across decentralised 

systems like Bitcoin, cryptographic algorithms, such as hashes and signatures that utilise 

cryptography, run on every one of the system’s nodes, distributed across a peer-to-peer 

network of computers around the internet. It would be nearly impossible to shut down the 

entire system because there is no central point to attack or shut down. Instead, key 

functionality is replicated and run by thousands of nodes spread across the globe (Hussein, 

et al., 2023). 

2.2.2 Blockchain Technology 
Blockchain architecture is ingenious because, by design, it attempts to create a 

decentralised system that contrasts significantly with centralised models. This architecture 

enables the creation of an unalterable digital ledger, which distributes transparent, secure 

transactions among peers. The core idea behind Blockchain architecture dates back to 

1991.  

Its invention aimed to ensure the simple yet fundamental requirement of a system allowing 

timestamping for any digital documents: in other words, a system that could not be 

backdated and that could not be tampered with. This conception of a system led to the core 

structure of Blockchain architecture as we know it today. Still, it remained theoretical in 

this form for many years until 2008, when Satoshi Nakamoto changed the game by creating 

Bitcoin, the first Blockchain-based cryptocurrency (Nakamoto., 2009). This leap in a single 

bound transformed the Blockchain architecture from an abstract concept into a working 

tool. 

Blockchain technology has recently attracted enormous attention and acclaim for its 

potential to revolutionise large companies and sectors such as healthcare. Its main 

particularity lies in its decentralised information management architecture, which 

guarantees transparency and immutability of transactions and facilitates data flow. 

Blockchain potentially holds excellent promises for healthcare with its capacity to address 

some significant problems of the Organisation for Economic Co-operation and 

Development: interoperability, data fragmentation, medicine supply chain management, 

patient and physician agency, data quality and quantity, medical research and data security 

and integrity (Attaran, 2020). This technology provides a decentralised, transparent 

architecture for guaranteed secure data storage, sharing and access control (Ali, et al., 2023) 
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(Adeghe, et al., 2024). In this regard, Blockchain can enhance data security and integrity, 

transparency, and efficiency of operations, providing significant gains for healthcare 

(Atadoga, et al., 2024) (Kumarswamy & Athikatte., 2024). Blockchain technology and its 

decentralised architecture provide intact data from source to destination; patients can 

quickly transfer their medical records to the hospital or clinics they want to visit (Calik & 

Bendechache, 2024). Blockchain technology, safeguarding the patients' data stored in a 

distributed repository, enhances medical resource traceability in the healthcare supply 

chain (Quayson, et al., 2024).  

Adding to the former application, Blockchain technology restructures healthcare by 

integrating IoT in medical applications, securing traditional practices, data management, 

data sharing, patient remote monitoring and drug analysis (Kamangar, et al., 2023). 

Furthermore, the security and privacy of patient data in healthcare are critically enhanced 

by Blockchain technology. This is achieved through the immutable storage capabilities of 

distributed ledger technology, which ensures that patient information remains tamper-proof 

and prevents any unauthorised alterations by physicians, thereby eliminating the possibility 

of data repudiation (Handayani, et al., 2023) (Arul & Renuka., 2023).  

In addition, the decentralised management of transaction data through Blockchain 

technology offers a secure system for storing and retrieving healthcare data in cloud 

computing environments (Anil & Kamble, 2023). Blockchain application to healthcare 

information exchange permits decentralised data protection, safeguarding against 

particular risks and optimising decision-making processes, patient outcomes, and 

automation of healthcare professionals through the integration between Blockchain and 

machine learning (Kumar., et al., 2023).  

Moreover, healthcare systems using Blockchain technology enhance the security and 

privacy of patient data, streamlining the healthcare data-management system by harnessing 

smart contract systems able to control information flows and prevent data sharing (Shava. 

& Mhlanga., 2023). Blockchain delivers structure and security to organisational data, 

ensuring the safety and reliability of healthcare systems, a salient feature of healthcare 

(Alhamzah, et al., 2022). 

On the other hand, Blockchain seems to be a promising technology for integrating with 

CPS to achieve better security and operation. A research study identified Blockchain 
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technology as incredibly useful in improving CPS performance and security. The reason 

for this is explained by the integration of Blockchain and machine learning for robust 

authentication, which helps address the issues of data management and storage and makes 

CPS highly susceptible to external attacks (Khalil, et al., 2021). 

In CPS, which can encompass large-scale, dynamic interactions and control loops, 

decentralisation is advantageous, and indeed, Blockchain is ideally suited to the 

application. Aside from a general overview of CPS applications of Blockchain, some recent 

papers offer more specific overviews (Khalil, et al., 2021). For example, an extensive 

review paper addresses the security and operation of CPS enabled by Blockchain. It 

describes the applicable applications of Blockchain across all categories of operations, 

describing it not only in terms of its usability for security but also concerning the inherently 

additional protections afforded by it while highlighting the constraints imposed by 

Blockchain and simultaneously retaining the central aspects of CPS (Rathore, et al., 2020). 

The combination of Blockchain and machine learning approaches is also discussed to 

enhance CPS security and provide a two-layer defence against external attacks. For 

example, a novel approach utilises deep learning, Blockchain and 6G IoT models with 

sensor-based health monitoring for patients. The sensor collects, examines, and transmits 

data (Rahman, et al., 2024). 

Blockchain, despite the tremendous hype, has several shortcomings. First, the biggest is 

that of scalability (Kumarswamy & Athikatte., 2024). This refers to the number of 

transactions that can happen on the Blockchain as the volume of records on it grows. 

Blockchain also has significant issues in terms of energy consumption. The process of 

mining for a cryptocurrency requires considerable energy. Besides, in particular, 

Blockchain innovations face a myriad of regulatory problems because of the heterogeneity 

of legal frameworks among different geographic jurisdictions.  

This heterogeneity, in addition to being a substantial obstacle for Blockchain systems’ 

uniform application and governance, also gives rise to interoperability problems because 

different Blockchain technologies do not always work with each other and across different 

Blockchain platforms. All these factors together mean that Blockchain technologies are not 

easily integrated into existing legal and technological frameworks (Ahmed G. Gad, 2022). 
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Solutions for these considerations are also making their way to the Blockchain, notably 

through more practical approaches to address the scalability problem, such as the adoption 

of sharding (i.e., splitting the database into smaller parts) or off-chain procedures (i.e., 

intermediary code that eliminates a large part of the data at risk from being recorded in 

Blockchain), and more energy-efficient consensus mechanisms such as PoA, as a solution 

to the energy consumption issue, and a single, global regulatory framework for a regulatory 

challenge. Cross-chain protocols and standards can pave the way to interoperability 

(Atadoga, et al., 2024). 

AI, IPFS, and PoA consensus mechanisms are three exciting solutions to improving the 

scalability of Blockchain technology. Blockchain scalability can be enhanced by applying 

AI technology to optimise many processes, including choosing configuration settings for 

the architecture or optimising the consensus mechanism. Machine learning algorithms can 

optimise the configurations of Blockchain settings, such as the block size and interval, or 

choosing the block producer, to deal with the dynamics and prominent dimensionality 

characteristic of systems like the IIoT and to optimise the trade-offs according to the 

scalability trilemma (Rožman, et al., 2022).  

Moreover, AI can optimise consensus mechanisms, data management, improved storage 

and access, data analytics, and transaction processing. IPFS, a distributed file storage and 

sharing system, is the second technology that enhances Blockchain technology's 

scalability. Offload the data storage from the Blockchain to IPFS to minimise the storage 

limit and burden on the Blockchain. It allows for the secure storage of large datasets, and 

improved data retrieval and sharing applications benefit IoT and smart contracts 

(Ahakonye, et al., 2024). For example, a cold supply chain system deployed in connected 

trucks uses smart and multiple IoT sensors to monitor everything while delivering fresh 

goods.  

The third technology is PoA, a consensus mechanism that provides a scalable and cost-

effective solution to the existing native consensus mechanisms in Blockchain technology, 

such as PoW and PoS. PoA enables transactions to be approved only by a limited number 

of known and trusted validators. This mechanism is widely utilised in private and 

consortium Blockchain (Sharma & Rohilla, 2024). PoA can improve transaction 
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throughput and lower latency, enabling Blockchain technology in applications requiring 

better performance, efficiency, and scalability.  

The Blockchain system has internal diagnostics that protect it from incorrect transactions 

and place data in only one place where everyone can view it (Khandelwal, et al., 2021). 

Blockchain technology is the combination of three technologies; these include:  

1. Private Key cryptography kicks off transactions on the Blockchain. 

2. P2P communication – the decentralised communication between two peers 

(called nodes) via a network of many nodes where multiple copies of information 

are stored on the nodes (as verified transactions). 

3. Smart contracts that define the protocols of the transaction executed by 

transaction initiators. The Blockchain is a sequence of blocks connected via the 

hash pointer. Each block is recorded with the previous block's hash, which makes 

the data immutable and aids the nodes (connected to the Blockchain network) in 

tracking its flow. 

The immutability of Blockchain technology is a fundamental property that stems from its 

decentralised and distributed nature. Each block in the Blockchain is cryptographically 

linked to the preceding block through a unique hash value derived from the data contained 

within that block. Consequently, any alteration or modification to the data in a particular 

block would change its corresponding hash value. This change would propagate through 

the entire network, causing a mismatch with the subsequent blocks in the chain, as all nodes 

(participants) in the Blockchain network maintain a copy of the ledger.  

For an adversary to successfully tamper with the data stored on the Blockchain, they would 

need to recalculate the hash values of the targeted block and all subsequent blocks in the 

chain. This task is computationally infeasible and practically impossible due to the 

immense computational power required to overpower the collective computational 

resources of the entire network. As the network grows more significant, the difficulty of 

such an endeavour increases exponentially, rendering the Blockchain inherently resistant 

to unauthorised modifications. This intrinsic characteristic of the Blockchain architecture 

ensures the integrity and immutability of the stored data, making it an attractive solution 

for applications requiring high data security, transparency, and trust. Initially, Blockchain 

technology was applied to the real-time monitoring of transactions used by Bitcoin 
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cryptocurrency. Blockchain has been widely employed in many applications, and its 

distinctive features are decentralised, security-based, reliability-based, privacy-based, and 

data-based. In particular, Blockchain has been applied to various applications, including 

Healthcare, Logistics, Supply Chain, IoT, and e-government (Moosavi, et al., 2021).  

Blockchain can be classified into the following types: Private, Public, and Consortium. A 

public Blockchain is an open, unrestricted platform where anyone can join a network 

without permission. The transactions in the Blockchain are public, and users can check and 

validate them. A private Blockchain cannot guarantee that participants on a list of allowed 

organisations will be connected to the Blockchain network. The number of participants 

allowed to be involved in the confirmation of transactions is limited.  

Consortia Blockchain is a semi-decentralized system in which organisations participate in 

network operations. Participating organisations can become nodes on the network and 

verify and share the transaction information (Tanwar, et al., 2020). The working principle 

of the Blockchain is described in the diagram given in Figure (1).  

The user first creates a smart contract transaction in a Blockchain network. The user sends 

the transactions to all the nodes (P2P computers) in a P2P network. All the transactions are 

pending and paid by pool. All the blocks are encrypted with hashes, and the transactions 

are checked and stored in these blocks. There is a mining process that requires competing 

by nodes in the network. Miners select the transactions from a pool and must verify them 

instead of using a fixed validation rule given by the Blockchain network's creators. Once 

the node successfully mines the block, a new block will be generated and broadcast to the 

network nodes; after this block is finally mined, this block is added to the Blockchain. 
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Figure (1): Blockchain operation principle and transaction validation. 

 
 

Particularly a private Ethereum setup. Users propose transactions to the Ethereum network 

pool of other transactions, which other miners validate. Miners pick proposals from the 

pool, assemble them using a script into blocks, which they hash and then, hoping to do this 

correctly, solve computationally intensive mathematical problems under certain 

circumstances. This procedure protects the network from hacking or faking of the user 

identity. According to Ethereum's propaganda, mining on the Ethereum network does for 

us is ‘securing the network by creating, verifying, publishing, and propagating blocks' 

(Kushwaha, et al., 2022). 

2.3 Blockchain Network Types and Consensus Mechanisms 

2.3.1 Permissioned vs. Permissionless Blockchain Networks 
Blockchain technology solves the trust problem while introducing a new layer of 

functionality– the ability to store data and transactions securely, transparently, and 

efficiently using a distributed network. Two broad paradigms have emerged in this space: 

permissioned and permissionless networks. Each paradigm has a different application that 

presents advantages and disadvantages and finds application in different industries. The 

fundamental legal distinction in Blockchain networks lies between permissioned (also 

referred to as consortium) and permissionless networks. Permissioned networks are 

networks controlled centrally, where a company cannot join the network unless a 

participating institution gives them the ‘go ahead’ or key. In many instances, businesses 
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must first apply to select institutions to be able to join a permissioned network. These 

institutions are not predefined but vary on a network-to-network basis, and they can be 

banks, designated exchanges/brokers, numerous national banks, etc. In contrast, 

permissionless networks, like Ethereum, bitcoin or Dash, require no permission, and 

anybody can participate. Although there are fundamental differences between the two 

networks, they have unique advantages and pose various issues (Alkhammash, 2022). 

2.3.1.1 Permissionless Blockchain Networks 

Public Blockchains allow transactions to be conducted on what is known as a 

‘permissionless network’. In a permissionless network, the rules provide equal access to 

all parties, resulting in a decentralised system where anyone who abides by the network’s 

rules may vote on and verify the next piece of the economic ledger, referred to as a block, 

which is the namesake for the Bitcoin network on which it was developed. These so-called 

public Blockchains are transparent in that any network activity – such as a digital 

transaction – is visible to everyone. Nobody has more rights than any other pod on the 

network regarding the protocol. Transactions are validated through a process known as a 

consensus mechanism (Asad, et al., 2020). 

Advantages: 

• Transparency: Permissionless Blockchains are transparent: Every transaction and 

any changes in ownership are visible to everyone on the network, dramatically 

increasing participants’ responsibility and trust in one another. 

• Decentralisation: These networks are natively distributed, meaning they are not 

centralised; no central authority governs them. This distributed character mitigates 

censorship and single points of failure.  

• Accessibility: Permissionless Blockchains are open to all. It is in their nature. 

Permissionless Blockchains are open-ended, peer-to-peer collaboration systems 

unbound by any rules. 

Disadvantages: 

•  Scalability: The most severe downfall of the permissionless Blockchain is 

scalability: it can be challenging to achieve high transaction throughput, which 
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makes it inappropriate for specific applications with a high number of transactions 

to process. 

•  Anonymity: While these networks' anonymity might protect user privacy, it also 

enables bad actors, making it easier to commit fraud and other nefarious acts 

without getting caught.  

2.3.1.2 Permissioned Blockchain Networks 

Permissioned, or ‘private’, Blockchain networks are open only to those intentionally 

invited to join and manufacture the chain. This exclusivity omits the randomness inherent 

in the open-source version and vets the participants (usually through a central authority or 

consortium). 

Advantages: 

•  Privacy and Security: ‘Uninformed’ users have limited to no access to the 

Blockchain, ensuring high privacy and security because transactions and 

computations are only visible to a small number of ‘informed’ permissioned parties. 

This high level of security is critical for many industries, which is why the 

‘technology was initially developed’. 

•  Efficiency: These Blockchains are generally faster and more scalable regarding 

transaction throughput. Efficiency is essential for organisations that require many 

transactions to be performed quickly and effectively. 

•  Scalability: Permissioned Blockchains are purpose-built to interconnect an entire 

industry through federated ledgers. Solutions can be built from the ground up, 

specifically for a given industry, and networks can be adapted to suit bespoke needs. 

Scalability can vary by network. 

Disadvantages: 

• Centralisation: The Blockchain's decentralised philosophy could be compromised 

by centralised control by a single organisation or cartel. Moreover, it might lead to 

governmental or corporate failure sites. 

• Limited Access: Access for a select number of people can impede innovation and 

broader adoption. If only a few people can access the network, progress can be 

hampered in speed and adoption. 
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This range of possible applications highlights the difference between permissionless 

(public) and permissioned (private/consortium) Blockchain networks. Permissionless 

Blockchain networks favour openness, transparency, and decentralisation, while 

permissioned networks privilege privacy, security, and customised solutions. There is 

some trade-off between these models; for instance, an application may desire openness and 

transparency but prefer a private network to safeguard privacy and security or because a 

permissioned solution may be better suited for the application’s governing parameters. As 

the Blockchain economy develops, determining what degree or extent of permissiveness 

versus restrictiveness can unlock and drive the most valuable use across industries and 

applications will be the key to maximising this technology’s potential (Arachchige, et al., 

2023). 

2.3.2 Comparing Consensus Mechanisms 

In a Blockchain network, achieving consensus is paramount among network participants, 

and different algorithms can cater to diverse needs. Some of the most well-known 

consensus mechanisms are the following: 

Proof of Work (PoW): is the heart of the Bitcoin Blockchain and a buzzphrase in crypto. 

Miners compete for the right to ‘mine’ blocks. Each miner fires up their computer and 

churns through a cryptographic puzzle. The first puzzle solved gets to go next, recording 

their results in a ‘block’ on the Blockchain. They earn a crypto reward for their efforts. 

PoW is famously secure but computationally demanding on our computers and consumes 

a staggering amount of energy. 

Proof of Stake (PoS): Rather than involving calculation as in PoW, the system chooses 

validators because they have locked up an amount of cryptocurrency. That amount 

determines the odds of their being chosen, but validators are nonetheless chosen randomly. 

PoS is much more energy-efficient than PoW but requires holding cryptocurrency to 

participate.  

Delegated Proof of Stake (DPoS): With DPoS, users vote for a handful of delegates who 

create the blocks and vouch for transactions. The delegates take turns in a round-robin 

fashion. DPoS is more centralised than PoS but offers speedier, more scalable performance 

because fewer participants exist. 
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Practical Byzantine Fault Tolerance (PBFT): Most voting nodes must agree on valid 

transactions. In practical Byzantine Fault Tolerance (pBFT), a consensus algorithm, 

distributed systems can reach an agreement even if some nodes in the network are broken 

or malicious. Advantages of pBFT include Byzantine fault tolerance of up to one-third of 

nodes, a shorter amount of time for transaction finality without multiple confirmations until 

they are written to the Blockchain, and a Proof-of-Stake consensus protocol where all 

nodes participate in processing transactions unlike Bitcoin’s Proof-of-Work design, which 

favours faster nodes. The disadvantages of pBFT include high communication overhead, 

which limits it to smaller networks for scaling purposes, and high susceptibility to Sybil 

attacks if a single entity can control several nodes. 

Proof of Authority (PoA): PoA operates staked validators–entities chosen for their 

identity and reputation rather than because of computing power or quantity of 

cryptocurrency stakes. This renders the PoA ideal for permissioned or private chains with 

strict controls over validators. PoA is quick to achieve consensus and even faster than PoS, 

making it great for enterprise applications or IoT devices. The validators operate 

automated, closed-loop software to approve transactions and extend the chain without 

human intervention.  

However, PoA networks fire a warning shot across the bow of crypto purists, as the 

validators could be a majority of one entity with a consortium of validators. Most PoA 

networks employ ten or more validators and have stringent vetting processes. 

Every consensus algorithm has pros and cons: PoW is the most secure consensus algorithm 

but consumes vast energy. PoS is more efficient than PoW but also requires some form of 

staking. DPoS can achieve breakneck transaction speeds but is inherently more centralised 

since the validation nodes are elected. For use cases where all the participants can be fully 

trusted, such as enterprise solutions, PBFT is a great option, as it, too, has breakneck 

transaction speeds. PoA offers the best of both PoW and PoS by being very efficient – a 

vital aspect of any Blockchain due to the mining process. However, users should also keep 

in mind the degree of trust required. The energy problem—what effect does this consensus 

method have on the environment—is another essential factor to consider. 

The proposed novel BCoT architecture consists of an interlinked network of Ethereum-

based Blockchain. The deployment of the Ethereum Blockchain is the foundation of the 
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proposed architecture. Therefore, the selection of the running node of the Ethereum 

Blockchain is of some importance. There are two major implementations of the Ethereum 

Blockchain at present. Major implementation includes the private Blockchain 

implementation named Quorum and Go Ethereum client (usually called Geth).  

Quorum is an enterprise distributed ledger and smart contracts platform built on the 

Ethereum Blockchain but upgraded to the original protocol. Overlaid on the Geth client 

base, it uses the PoA consensus protocol algorithm Raft. Meanwhile, Geth is one of the 

official clients of the Ethereum Blockchain, written in Go. It implements the full Ethereum 

node and supports numerous consensus protocols, including the PoA-based Clique 

algorithm. 

The Go Ethereum (Geth) client is the most preferred client for the BCoT ecosystem, 

primarily because it is the most mature. Ethereum clients like Geth have matured more than 

its competitor Quorum because it was made first and has been through more development 

cycles. This makes it a more mature client. Furthermore, the PoA consensus protocol Geth 

uses is more resource-efficient in securing a Blockchain than computation-intensive PoW-

based protocols such as the one used by Ethereum. Devices acting as signer nodes in any 

BCoT applications will be deployed under constrained resource settings, lacking dedicated 

GPUs or extensive resource computation considerations. Hence, with the lack of technical 

resources available at the signer nodes, Geth becomes a prime candidate as its consensus 

algorithm enables distributed transactions to be committed with a significantly lower level 

of computational requirement at the participating signer nodes. 

The Geth client is downloaded on all nodes, forming part of the Blockchain of Things 

ecosystem, and is used to deploy the Ethereum Blockchain nodes. Geth includes the core 

tools and functionality required to set up a full Ethereum node, including the Clique PoA 

consensus protocol and the deployment of the smart contract binaries on all the nodes 

forming part of the ecosystem. Using Geth’s maturity, stability, and lightness features, 

coupled with the Ethereum client’s PoA-based Clique consensus protocol, the 

implementation leverages a secure, lightweight, and efficient Ethereum-based Blockchain 

more suitable to the proposed architecture requirements than others. Table (1) summarising 

the different consensus mechanisms: 
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Table (1): Different consensus mechanisms pros and cons. 
Consensus 
Mechanism 

Description Pros Cons 

Proof of work 
(PoW) 

Miners compete to 
solve a complex 

mathematical puzzle. 

Very secure Energy-intensive 

Proof of stake 
(PoS) 

Validators are 
randomly selected to 
add new blocks to the 

Blockchain. 

More energy efficient 
than PoW 

It is less secure than 
PoW 

Delegated proof of 
stake (DPoS) 

Users vote to elect a 
small number of 

validators. 

More scalable than 
PoW and PoS 

Less secure than 
PoW and PoS 

Proof of authority 
(PoA) 

Validators are pre-
approved by the 

network 
administrator. 

Very scalable Less secure than 
PoW, PoS, and DPoS 

2.4 Blockchain Platforms and Off-Chain Solutions 

2.4.1 Blockchain Platforms 

2.4.1.1 Ethereum Platform  

Ethereum – the first such decentralised Blockchain service, backed by a cryptocurrency of 

the same name – was the first to allow the creation and deployment of dApps or software 

apps that could execute entirely on the Blockchain. The native currency of Ethereum is 

Ether (ETH), which is used to pay for computational power or transaction fees to process 

its Blockchain. Ethereum also included a system for smart contracts: contractual 

arrangements that are not legally binding by themselves but programmed directly into the 

computer code. At the heart of the Ethereum Blockchain is the Ethereum Virtual Machine 

(EVM), which is the deployed execution environment for smart contracts on the network 

(Chen, et al., 2021). The EVM acts as the virtual environment that can consistently and 

securely execute smart contract code across all nodes in the network. It provides an 

abstraction of the layer between the executing code and the Ethereum nodes, and the Turing 

completeness of the EVM provides a way for a developer to build custom smart contracts 

and dApps without needing to produce the code from scratch. Ethereum supports the 

concept of being operated in a private or permissioned mode, where the Blockchain will 

be accessible only by a set of nodes (regulated by a central body) isolated from the public 
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network. Such a permissioned setup can support specific use cases where there is a need 

for access control and additional privacy. 

Developers write smart contracts for the Ethereum ecosystem in Solidity, a statically typed, 

contract-oriented programming language. Loosely based on a language called C++, 

Solidity borrows from its influencer in the form of inheritance and user-defined data types, 

allowing it to build on the library of existing structures and methods that other languages 

traditionally offer. In addition, Solidity contracts are ‘compiled’ into bytecode that the 

EVM can execute on every node in the Ethereum network in precisely the same way – 

executing the logic of the contract on every node in the system (Chen, et al., 2019). 

The life cycle of a transaction on a PoA Ethereum Blockchain, as shown in Figure (2), 

starts when a user submits a transaction to the network. The transaction is sent to a pre-

defined set of validator nodes that handle transaction validation and finalisation. A 

validator node will execute the request against their local copy of the Blockchain state (the 

rest of the network still operates similarly). For instance, it will check that the user has 

funds waiting to be sent, that the transaction is formatted correctly, and that any smart 

contract code the user wants to run is valid (including all the proper checks). After that, if 

the validator finds that the transaction is valid, it will create a new block containing that 

transaction (continuing the Blockchain data structure) and then send out that newly created 

block to all the other validators. The other validators will execute that block and its 

transactions. Once they have done so and agreed on the block validity, it will be finalised 

and added to the Blockchain – the data structure is updated along with all its included 

transactions. The Blockchain state has now also been updated.  

PoA has a transaction finality much faster than PoW for two reasons, primarily due to the 

lack of significant energy expenditure miners must put into mine blocks. First, a transaction 

will typically be finalised in a few seconds after reaching the required validator agreement.  

However, this assumption already depends on the honest behaviour of its trusted validator 

entities. If a large majority of entities decided to collaborate to censor or reverse 

transactions, this would cause a breach of network security. 
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Figure (2): Transaction block validation and addition flow. 

 
However, the risk of centralisation also exists as most validator nodes could be controlled 

by one entity, which could interfere with the consensus protocol. Therefore, PoA networks 

tend to have more validator nodes than PoW networks and are usually extremely strict in 

their vetting process to ensure they authorise the right people. By striking a balance among 

the trade-offs between decentralisation and efficiency, PoA thus delivers a viable, secure, 

and reliable consensus mechanism for many Blockchain applications, particularly those 

involving decentralised IoT devices and full Ethereum nodes (Asad, et al., 2020).  

Deploying an Ethereum-based Blockchain for the proposed BCoT ecosystem requires 

carefully evaluating the available options. Regarding Ethereum implementations, two main 

choices stand out: Quorum and Go Ethereum (Geth).  

After thorough consideration, the decision has been made to utilise the Geth client to 

implement the BCoT’s ecosystem. This choice is primarily driven by the maturity and 

development stage of the two options. Go Ethereum is an older and more established 

Ethereum client compared to the Quorum implementation, which gives it an advantage in 

terms of stability and feature set. Additionally, the Clique PoA consensus protocol Geth 

uses is considered more lightweight and suitable for the resource-constrained devices in 

the proposed BCoT ecosystem (Melissari, et al., 2021). 

Unlike protocols based on PoW, Clique PoA does not require dedicated GPU processing, 

making it a better fit for the targeted devices that will likely rely on CPU-based execution. 

The Geth client will be installed on all the Blockchain of Things ecosystem nodes to deploy 
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the Ethereum Blockchain nodes. Geth provides the necessary tools and functionality to 

develop a full Ethereum node, including the desired PoA consensus protocol (Clique) and 

the deployment of smart contracts across the different nodes. By leveraging the mature and 

well-established Geth client and its Clique PoA consensus mechanism, BCoT’s ecosystem 

can benefit from a secure, efficient, and resource-friendly Ethereum-based Blockchain 

solution that meets the specific requirements of the proposed architecture (Zhao, et al., 

2023). 

2.4.1.2 IOTA Platform 

The IoT ecosystem has seen the rise of IOTA, a ground-breaking distributed ledger 

technology that utilises a unique data structure called the Tangle. The Tangle is a DAG that 

avoids cycles or loops, enabling numerous applications with secured and verified data. 

IOTA's Tangle ensures data integrity and security, particularly in healthcare, where it can 

safeguard data flows from remote sensors and create immutable records for clinical trials. 

The MAM protocol facilitates secure data exchange among stakeholders. Additionally, 

IOTA's Tangle offers a unified identity for IoT devices, streamlining device management 

and enhancing security across industries. IOTA enables decentralised energy generation 

and distribution in the energy sector through machine-to-machine interactions, such as 

intelligent charging for electric vehicles. The mobility and automotive industries can 

benefit from IOTA's "digital twin" technology, enabling use-based insurance models and 

peer-to-peer vehicle rental services. IOTA's Tangle also provides a secure and transparent 

platform for government services like voting and medical record management, mitigating 

identity theft and fraud risks. Recognised as a "Better Technology Tomorrow" by 

TechJury, IOTA's Tangle has versatile applications across industries that require data 

integrity, security, and decentralised operations (Chen, et al., 2021). 

2.4.1.3 Hyperledger Fabric Platform 

Hyperledger Fabric, an open-source, enterprise-grade DLT software development 

framework, stands out for its sophisticated cryptography, scalability, and modularity. It 

was initially developed by IBM and later released as open-source, making it a powerful 

tool for building private Blockchain applications. Its unique features make it an ideal 

choice for many use cases. 
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Hyperledger Fabric's practical applications are evident in supply chain management. It 

tracks goods or services from their source to the end consumer by providing transparency 

and traceability. This level of detail can help multinational companies combat fraud, 

enhance efficiency and accountability, and improve product quality. 

Hyper ledger Fabric provides a secure identity management system, which can be crucial 

when identities must be verified and authenticated, especially in medical fields like 

hospitals, banking, and administrative purposes where centralised records are kept. The 

financial services sector can use it to provide a secure and transparent platform for financial 

transactions that saves money, reduces fraud, checks for errors, and speeds up payment 

times. It will also provide a platform for developing newer financial products. It also 

supports micro-transactions between IoT devices, among other uses, to provide more 

citizen services like voting, sharing of medical records or others, essentially accessing 

available government services without the need to provide identity with a risk of theft or 

fraud. Likewise, it allows building a supply chain network that includes manufacturers, 

suppliers, and distributors to make the manufacturing of products more efficient, cheaper, 

and transparent (Shahbazi & Byun, 2021). 

2.4.1.4 Review of a suitable Blockchain platform 

Choosing the right platform is an important design decision that can dramatically impact a 

Blockchain project’s potential success. To deliver Blockchain solutions to resource-

constrained, low-power, low-resource hardware such as a Raspberry Pi, the Ethereum 

Blockchain offers significant advantages to similarly scalable Blockchain solutions such 

as Hyperledger Fabric or IOTA. Ethereum offers a more mature platform with a broader 

developer community and an established ecosystem. It is the most suitable option for 

decentralised applications optimised for low-power, low-resource hardware (Scheid, et al., 

2022) (Lu, et al., 2021) (Muradi & Chiam, 2022). 

Why use Ethereum for RPi4 networks?  

The Power of Smart Contracts: Beyond its solid cryptography foundations, the other 

significant advantage of Ethereum is its advanced smart contract architecture. The EVM 

has a proven, secure engine for executing smart contracts, an essential requirement of many 

Blockchain applications. The built-in toolchain (all part of the EVM for free) is available, 

and the Raspberry Pi is sufficiently robust to allow low-latency smart contract execution. 
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It also supports a wide range of languages for developing dApps. It is also easier to 

assemble a development team for Ethereum-related development, given the highly active, 

supportive developer community in this field. 

A Thriving Ecosystem and Developer Support: The Ethereum ecosystem is mature and 

large, with many libraries, tools, and an active developer community. Working with a 

Blockchain network is more accessible if that network has ecosystems similar to what 

Ethereum offers, with many tutorials, mature libraries, and a vibrant part of the Blockchain 

developer network that can help solve problems and debug.  

This supportive material – tutorials and friendly disclosure communities – can dramatically 

decrease the entry barrier to Blockchain technology. This democratisation of knowledge 

and skills enables a wide variety of people from diverse cultures and classes in the world 

to learn Blockchain technology and participate in the construction of the new technological 

system, thus leading to the innovation and wide adoption of Blockchain technology. 

PoA Consensus Algorithm: A suitable PoA consensus algorithm can be implemented in 

Ethereum, a robust and well-documented open-source solution. For permissioned 

Blockchain networks, such as an RPi4 network, the idea behind this algorithm is to 

eliminate the concept of a distributed consensus algorithm. Instead, the network signers —

the equivalent of miners for a PoW network—will be a known and trusted set of validators, 

usually verified by semi-trusted third-party organisations. 

Energy Efficiency and Scalability: Although Tangle was designed with many novel 

features, its virtues as a consensus mechanism might be better suited for more powerful 

resource-rich devices such as laptops and workstations than the Raspberry Pi. Meanwhile, 

Ethereum is also transitioning to a PoA consensus mechanism. It remains to be seen 

whether this transition results in significant savings in energy usage and makes the protocol 

more suitable for low-power, resource-constrained devices such as the RPi4. Moreover, 

much-anticipated improvements have been incorporated into the roadmap for the Ethereum 

protocol. Some examples are sharding and layer-2 solutions that might significantly 

improve performance and scalability, potentially benefiting RPi4. 
 

2.4.2 Off-Chain Storage: IPFS 

IPFS is a peer-to-peer hypermedia protocol and a distributed file system that aims to ‘solve’ 

the shortcomings of the design of the current centralised web. IPFS skirts the issue of 
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storing and moving files across a distributed network of billions of users differently. 

Fundamentally, it tries to solve all the issues plaguing the first large-scale information 

network built on a centralised architecture. Centralised architecture had its roots in dealing 

with engineering realities. However, it later resulted in duplication and incoherence of data 

flow – problems that led to the birth of distributed processing and storage as a solution. A 

distributed file store with content-addressable storage allows for a system's network where 

content acts as identity in IPFS, which makes it ‘unforgettable’. It is this identity that 

becomes one of IPFS’s strengths.  

IPFS, with its unique off-chain storage capabilities, introduces a new paradigm in data 

storage. Let us delve into its critical aspects: 

Storage and replication: IPFS ensures the safety of your data by allowing files to be 

replicated across a network of all the node operators. This peer-to-peer storage approach, 

as opposed to individual server storage, significantly enhances data security. The files are 

stored by breaking them into smaller pieces and distributing them across all available 

nodes, making it a safer data storage option. 

Content-Addressed Storage: Instead of storing files under unique directories or having 

one IP address (URL) point to different content, IPFS creates content hashes (identifiers) 

directly tied to the file. This inherent content-addressing function means that ‘links refer 

directly to content itself, independent of paths or URLs as we currently know them. Since 

links, in this case, reference the content rather than where it is stored, they are permanent 

and immutable as long as it is still available. This architecture underpins the decentralised 

verification of content integrity and even data deduplication: IPFS can refer users to the 

exact copy of a file regardless of where other copies exist. 

Bandwidth Optimisation: IPFS uses parallelised retrieval, which means we pull pieces 

of a file from many different nodes simultaneously. This can drastically save bandwidth, 

as people all over the planet can share backed data at high-traffic rates, and no one has to 

re-upload anyone else’s bits. 

Resilience and data security: By splitting the data across many nodes, IPFS makes the 

file resilient—if one node dies, others will have identical copies of the data and can still 

serve the data. It is available. Cryptographic, one-way integrity checks (ensuring data has 

not been tampered with or changed back to past copies) can also be inserted. 
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Off-Chain Storage: Using IPFS, files can be stored off-chain: the transaction can record 

information about the files in the form of immutable permanent links known as Content 

Identifiers (CIDs), and using CIDs, we can determine if the file has changed or remains the 

same. This allows nodes to store data off-chain while maintaining a permanent recording 

that can include provenance and timestamps, and it guarantees the integrity and security of 

the content without storing the data on-chain. Providing CIDs and a hash table that records 

when they ‘change hands’ empowers anyone to build and share on the decentralised web 

in new ways, free from the shackles of the limited and centralised on-chain storage facilities 

inherent in Blockchain technology. 

The decentralised storage, content-addressing, bandwidth optimisation, robustness, and 

off-chain storage capabilities of IPFS might all be utilised in such an iteration. The 

foundation for all online human interaction and activity might be stored and accessed 

through a leaner, more secure, and far more scalable infrastructure. 

As described above, IPFS is compatible with Blockchain technology. It offers a highly 

scalable and cost-effective off-chain storage solution by decentralising file storage and 

retrieval, ensuring the creation of decentralised applications with potentially extensive data 

requirements (Confais, et al., 2017) (Huang, et al., 2020). 

2.4.2.1 Transaction Flow for Ethereum Blockchain and IPFS Integration 

The synergy between the Ethereum Blockchain and the IPFS, a peer-to-peer distributed 

file system, allows for the creation, storage, and retrieval of large files on-chain, along with 

our mechanism to allow for robust smart contracts based on verifiable on-chain self-

executing agreements and secure hardened cryptography. 

This vortex of smart contracts – a scalable, affordable, off-chain storage solution for 

decentralised applications – is made possible by the coordinated effort of these two avant-

garde technologies. Let us look at the footwork: 

1.  Upload to IPFS 

The trip begins with uploading the requested file or content to the IPFS system, 

through the IPFS API, or with IPFS’s user-friendly desktop application. Once 

uploaded, the file is cut into pieces or hashes, duplicated, and dispersed in millions 

of nodes wherever the network is occupied. 
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2.  Create the IPFS Hash 

When a successful upload is achieved, IPFS returns a ‘content hash’ for the file, 

which can then be accessed and retrieved by that hash on the network. 

3.  Create an Ethereum Smart Contract 

It functions as the interface between and connects Ethereum smart contracts to the 

IPFS, a distributed file system that can store and host digital assets. The smart 

contract is deployed on the Ethereum Blockchain to manage IPFS uploads. 

4.  Store the IPFS Hash in the Smart Contract 

Now, the IPFS hash of the file (essentially identifying the file's location on IPFS) is 

stored in the Ethereum smart contract in the variable mentioned. This is a crucial 

step as it connects the file on IPFS and the smart contract on the Ethereum 

Blockchain. 

5.  Interact with the Smart Contract 

From there, users could ask the smart contract to deliver the file stored in IPFS. This 

could all be done conveniently via a web3js-enabled browser. A more elegant 

solution is to use a dApp. 

6.  Download via IPFS 

The file retrieval is initiated after a user obtains the IPFS hash (a file’s unique 

identifier) from the Ethereum smart contract. The obtained hash can be used to 

download and then reconstruct the file from the decentralised IPFS network. 

7.  Access the File 

Once that file is identified and located by the IPFS network, it can be downloaded 

and viewed by the user at the push of a button, granting direct access to decentralised 

storage and retrieval.  

This integration of Ethereum and IPFS is a monumental step in decentralised technologies 

as it allows for the safe, traceable, and efficient storage and retrieval of data. By merging 

the strengths of each technology, developers can now create decentralised applications that 

radically change how data and content are handled. 
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2.5 Blockchain Integration with Emerging Technologies 

2.5.1 Integrating Blockchain of Things (BCoT) with AI 

Several related works have tried integrating BCoT with AI and building a secure and 

intelligent system. For instance, Zhang et al. proposed the architecture of an MBCoT to 

build a safe, traceable, and decentralised IMS. More emphasis has been put on structuring 

a data and knowledge-driven digital twin-manufacturing cell using MBCoT to increase 

operational efficiency and accuracy. Ultimately, they also provided implementation details 

of the MBCoT prototype system and application cases to show how practical and effective 

IMS-based MBCoT is. However, at least several limitations are mentioned. IMS is more 

of a concept than a mature system, with vague definitions and participants. Integrating 

Blockchain with the IIoT is still immature; its complexity may result in a problem of 

managing massive data, information, and knowledge flows on the one hand and concerns 

of privacy and security on the other hand. The prototype demonstrated the feasibility, yet 

applying and scaling MBCoT in varied manufacturing ecosystems may still be challenging. 

What this study reveals are some drawbacks of IIoT-based centralised IMS. The authors 

wonder if Blockchain technology may help to address these problems, and they also point 

out the persisting complexities and at least one challenge of real-world deployment of such 

technology and when it is integrated within the industry (Zhang, et al., 2020). 

One very recent state-of-the-art review presents how Blockchain can improve the security 

and efficiency of eHealth systems (Almalki, 2024). It also analyses the integration of IoT, 

fog, cloud, and Blockchain integration to securely manage information and data in health 

care. Finally, it outlines the methodology for integrating Blockchain and IoT to provide a 

secure and reliable platform for health record monitoring. The technical procedure also 

provides secure and reliable health record storage based on smart contracts for managing 

the user/device request in a private Ethereum-based infrastructure (Alam, et al., 2023). 

Another paper presents how Blockchain technology and IoT can be integrated using 

predictive sensory and contextual awareness with dynamic responses to secure the health 

record. This article suggests how to improve the security of health record storage using 

smart contracts for managing user/device requests based on secure and reliable health 

record storage using smart contracts (Wenhua, et al., 2023). Moreover, another paper 
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explains the security vulnerabilities with the application of Blockchain in health services 

using IoT-driven healthcare services for smart cities. The aim is to show how to provide 

enhanced electronic health record (EHR) privacy and security through innovative 

encryption techniques (Xue, et al., 2022). Another comprehensive survey paper reviews 

Blockchain-based resource management solutions for edge computing environments. The 

applicability of AI and machine learning techniques for resource allocation in Blockchain-

based edge computing systems is also presented. (Badidi, 2022). 

In addition, the integration of edge computing, IoT devices and Blockchain for intelligent 

city applications was examined. This article presents how AI and cognitive computing 

techniques can be leveraged to compute data and make decisions at edge nodes. The edge 

AI and Blockchain technologies application is also presented for processing a large amount 

of data locally and enabling real-time applications (Singh, et al., 2020).  

Furthermore, a secure infrastructure of IoT-oriented deep learning is proposed to build a 

smart city by adopting Blockchain, which could provide security and integrity to the data. 

For this purpose, an additional deep learning model is proposed to process the intelligent 

data and make decisions. Another study introduces a BCoT architecture combining edge 

computing, AL, and IoT devices for gathering and analysing environmental data by 

adopting an AI engine to predict and share results over a public Blockchain platform. 

According to the authors’ recommendation, it has been tested as a real-life parasite origin 

tracing service use case. It demonstrates an accuracy of 95% for COVID-19 disease that 

spreads out in sewage water. While maintaining data integrity through Blockchain, one 

drawback of this system is the possibility of false or fabricated sensor data with which 

some inaccurate or untrue readings may contaminate the acquisition of trusted data 

(Alrubei, et al., 2022). 

2.5.2 Blockchain and IoT Integration 

The inherent design limitations of IoT devices can also make them appear particularly 

vulnerable to adversaries. IoT devices are often designed with lax security, low processing 

power, small storage, and computing capabilities and are notorious for handling sensitive, 

privacy-critical data. This makes them an ideal target for attackers seeking to exploit them 

for illicit purposes and access the vast amounts of data they process. The hidden 
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vulnerabilities of IoT devices can be thus leveraged by Blockchain technology and further 

ML advancements that would not only add value in an IoT paradigm but also ensure 

trusted, secure quality of data and latency and add more transparency to the systemic 

functioning. Furthermore, the IoT could be combined with cloud computing infrastructure 

to scale up systems' processing and storage capacity. Another salient feature of Blockchain 

is that there is no centralised authority. Instead, documents and transactions are recorded 

in an identical copy on each distributed server throughout the network, so the data 

verification is conducted in a consensus-predefined and through smart contracts 

(AlSadawi, et al., 2021). Blockchain also provides the next level of connectivity for IoT 

units, which can work directly without the involvement of any central server. This means 

duplication of data and speedier message transmission from one unit to another in a 

designated Blockchain. Additionally, Blockchain ensures that this newly generated data is 

validated and maintains the exact authenticity for each connected unit. In other words, IoT 

data becomes more reliable with Blockchain. Security is automatically ensured in this 

scenario since cryptography is an integral part of Blockchain design, and the use of hashing 

algorithms to interlink the chains is part of the basic functioning of this technology. Its re-

emergence with Blockchain applications for IoT is propelled by IBM’s ‘Autonomous 

decentralised peer-to-peer telemetry’ (ADEPT) platform, the first decentralised approach 

to deliver improved scalability and security (Windley, 2015).  

Some recent studies have implemented Blockchain and IoT integration, discussing 

different solutions and approaches for various situations (Aich, et al., 2019) (AlSadawi, et 

al., 2021) (Shammar, et al., 2021) (Dai, et al., 2019) (Conoscenti, et al., 2016) (Dorri, et 

al., 2016) (Atlam, et al., 2018). For example, a DAO (Decentralized Autonomous 

Organisation) could be established on the Ethereum network, using smart contracts built in 

solidity language to automate the organisation’s operation and decision-making for a team 

of people working autonomously outside of a corporate structure (Jentzsch, 2016).  Xiao 

et al. proposed a new Blockchain-based IoT system architecture for automating and 

allocating IoT tasks and resources in home, factory, and hospital environments. The 

proposed architecture consists of a device layer and a distributed agent controller. The 

distributed agent controller intermediates between the device layer and the Blockchain. 

Blockchain is embedded in the middle layer, guaranteeing transaction information security 
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(Xiao, et al., 2020). In contrast, Sharma et al. used a three-layer distributed cloud model 

based on fog computing to govern the IoT’s raw data stream at the edge and the cloud layer 

(Sharma, et al., 2018). Meanwhile, Moinet et al. proposed a secure protocol and 

decentralised model of Blockchain cryptographic keys and depositories of reliable data for 

peer-to-peer wireless mesh networks, each with components for validating data belonging 

to the rest of the network peers (Moinet, et al., 2017). 

To prove the security and scalability of a Blockchain-based IoT system, a proof-of-concept 

developed in the form of a private Ethereum Blockchain and utilised an RPi to capture, 

store, and consume the data generated by the IoT devices and sensors in a secure, 

authenticated, and distributed manner. The actual encrypted data is finally pushed to the 

IPFS or Swarm file system, while the identity of this data is still authenticated and 

encrypted with the cryptographic critical identity (PKI). After all keys have been 

registered, they will be locked and stored on an RPi, where the Trusted Platform Module 

(TPM) provides robust key management, encryption, and disk encryption (Ramesh, et al., 

2020).  

Accordingly, Fernando and colleagues tested IoT devices using Blockchain technology, 

integrating low-cost RPi minicomputer devices with the Ethereum platform and applying 

them to the pharmaceutical sector, they achieved satisfactory results (Fernando, et al., 

2019). Furthermore, an IoT system based on Blockchain technology was developed, which 

relies on a mobile app to identify systems such as orphanages using volunteers’ 

smartphones. The system collects on-chain and off-chain data that are generated by 

networked RPi sensors to allow service providers, donors and rice suppliers in the network 

to track system activities, such as storing rice of financial transactions, thereby reducing 

the manipulation of relevant interactions using smart contracts, and improving system 

transparency (Junfithrana, et al., 2018).  

In contrast, A Blockchain emergency service was brought into a smart home infrastructure 

for access control of untrusted public utilities and smart home IoT devices (Tantidham & 

Aung, 2019). The system consists of an RPi to collect readings from in-home sensors and 

of the Ethereum-based platform, connected to a web application to monitor the activity – 

and open to home users as well as with home service provider employees – and of the IPFS 

database to process files produced by the smart home, in principle making it impossible for 
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a DDoS attack to occur. A web interface based on the Ethereum Blockchain to enable quick 

and effective renewable energy transactions is described as ‘Near-real-time, consumer-to-

consumer energy transactions are enabled without a centralised authority (Park, et al., 

2019). Devi et al. described a design architecture for satellite observation relying on IoT 

and Blockchain to envision a novel architectural structure enhancing the security and 

transparency of the data using consensus algorithms in forecasting different satellite 

performance metrics (Devi, et al., 2019).  

In the past decade, Blockchain technology has rapidly gained attention and become 

relevant in many fields, notably in cryptocurrencies; although in its early stage of 

development (as depicted by the tech being featured in the Gartner Hype Cycle), it is 

essential to understand the path to maturity and evolution of the technology. The Gartner 

Hype Cycle is a pictorial representation of the development, maturity, acceptance and 

benefit of a modern technology or application through five phases, namely, the technology 

trigger, the peak of inflated expectations, a trough of disillusionment, and the slope of 

enlightenment and finally, plateau of productivity growth.  

As Blockchain progresses through the cycle, we may see applications reaching the plateau 

of productivity growth realised relatively quickly. At the same time, the Hype Cycle is not 

just a predictive tool but a crucial guide that indicates the time expected before reaching 

the peak of productivity growth. According to the Gartner Hype Cycle for 2021, 

Blockchain technology is the bubbliest, most exciting of the 100 hype cycles the company 

evaluated, as shown in Figure (3). 

Technologists and other observers can learn to observe emerging technologies with 

analytical eyes so that expectations are tempered and kept in line with reasonable 

expectations of emerging technology over time. This is what the Hype Cycle does. It 

provides a roadmap for the evolution of newer technologies, helping all stakeholders plan 

their investments, programmes, and press announcements in line with what they expect 

might happen with Blockchain technology as it goes from the current hype of inflated 

expectations to the more reasoned analysis of the slope of enlightenment and, finally, the 

plateau of productivity (Markus & Buijs., 2022). 
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Figure (3): Blockchain Gartner Hype Cycle for 2021. 

 
As a convergence of disruptive technologies, IoT and Blockchain exhibit high 

compatibility of two technologically mature platforms without any visible complexities to 

combine the two digitalised approaches. These novel technological platforms are not just 

expected but poised to address emerging global industrial and social challenges in a wide 

range of industries with tremendous growth potential. That text is mainly based on 

Gartner’s published survey report in 2019, where over 500 US companies were surveyed 

regarding their adoption of IoT and Blockchain over the past nine years of hi-tech 

disruption and as a demonstration that most of the respondents have adopted Blockchain 

alongside IoT and satisfied with the most appropriate platform for their digital 

transformation and is expanding at a faster pace as expected. The Cycle is not a scientific 

method for the Tech Readiness Level (TRL) but only a conceptual and perceptual outline 

of how the cycle demonstrates the perception of the digital cycle of the technological rate 

of change over time (Markus & Buijs., 2022). 

2.5.3 Integration of Blockchain and Cyber-Physical Systems 

A CPS is another IoT idea, but rather than being a ‘thing’, it is more of an architectural 

form. IoT is simply a collection of intelligent sensors and devices linked to the Internet, 

but a CPS architecture incorporates remote processing, networking, control, and 

monitoring of intelligent sensors (Bhawana & Kumar., 2021). Therefore, the unique new 

possibilities of CPS arise from the unique and specific cyber-physical interactions, in other 
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words. Big data technologies are changing the overall picture, leading to radically new and 

dire risks for the CPS of the emerging IoT and associated systems that need to be mitigated 

to preserve their fantastic advantages. On the other hand, many recent problems arising 

from additional complications, limitations and dynamics of CPS can neither be solved nor 

the full potential of the latest technologies be realised with the previous centralised data 

management approach – too many aspects are incomparable to the traditional model. What 

is needed is a smooth, decentralised data approach in line with the unique characteristics 

of these new systems. With its potential to transform the trust infrastructure of CPSs, 

Blockchain offers a reassuring solution to these challenges. Recently, it became clear that 

Blockchain solutions might be one of the most effective ways to address the 

abovementioned problems. For instance, by now, plenty of applications of Blockchain 

technology for CPSs exist – in medicine, transport, and cybersecurity. In particular, a recent 

review paper by Zhao et al. provides an excellent, condensed snapshot of the most recent 

developments in combining Blockchain with CPS to enrich its different components: 

providing data integrity for offline storage to protecting critical operations from real-time 

cyberattacks. They also show that research in this area is still in its infancy (Zhao, et al., 

2021).  

In addition, Blockchain has recently been applied to managing a CPL data collection on 

Ethereum Blockchain. The laboratory data is stored in the Blockchain; next, it is processed, 

analysed, and available in a fully transparent, traceable, and secure way. This novel 

technique allows the data to be streamed and broadcast in a decentralised way across peers 

with restricted visibility to the network while at the same time ensuring that the privacy of 

students’ data sets and reports is not compromised (Al-Zoubi, et al., 2022). 

2.6 IoT, Big Data, and Blockchain Synergy  

2.6.1 Standard IoT Ecosystem 

The fundamental structure of the IoT essentially comprises three layers, including a 

physical or perception layer, a network layer, and an application layer; as shown in Figure 

(4), the physical layer that composes the primary device in IOT architecture is physical 

devices or hardware sensors process information about the IoT physical world, a physical 

device will communicate with other devices and send data to receive the required 
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information. Communications protocols and messaging services such as RFID, MQTT, 

AMQP, WSN, Bluetooth (Bluetooth and ZigBee), Wi-Fi, Routers, Switches and Firewalls 

are delivered and shared across the PAN, PLC, the WPAN, and within the WPAN BAN 

and finally PAN itself.  

The network layer is a gateway device line for designing communication with other sensing 

network nodes and application platforms such as desktops, remote-control devices, 

smartphones, and other IoT equipment. It is also connected to the cloud server to save and 

analyse previously received data. 

 
Figure (4): Basic three-layered IoT architecture. 

 
The network layer lies in between the physical layer and the application layer. It adds 

gateway functions to facilitate direct communications from the physical layer to the 

application layer. For example, SDN can control actuators from desktops, smartphones, 

and other IoT hardware. It directly connects to the cloud servers, or the Internet in general, 

where the data from the physical layer is waiting for further analysis or stored for later use. 

This layer relies on protocols and technologies enhancing communication such as routing, 

addressing, messaging, publish/subscribing, rate and flow control, reliability, and QoS. 

Advanced 5G is high-speed for connecting sensors or smart devices to SDN, while IPv6 

provides ample address space for the trillions of devices awaiting IP-enabled (Darwish, 

2018). 

The application layer provides end-users with numerous applications and services in health 

care, manufacturing (Industrial Internet), smart cities, logistics, retail, environmental 
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monitoring, public safety, etc. It provides various functions, including QoS, device 

management, function processing (business process management), authorisation, key 

authentication and management, trust and reputation management, and identity 

management. The application layer enables waiting for consumer applications to provide 

personalised applications based on the data and application capabilities of the layers below 

so that different types of end-users can offer valuable services and applications for end-

users in various fields (Darwish, 2018). 

2.6.2 The IoT, Big Data and Blockchain Convergence  

The exponential growth of the Internet of Things (IoT) has been a primary catalyst for the 

development of Industry 4.0 and the operation of the so-called Factory of the Future (FoF). 

Smart manufacturing relies entirely on adopting the Industrial Internet of Things (IIoT). 

Since the emergence of Industry 4.0, security and privacy concerns have been paramount. 

Unfortunately, the fragmentation and loss of meaningful industry IIoT data across Industry 

4.0 operations with multisource data silos have become a persistent challenge in FoF 

operations. This is partly due to historical data management approaches developed from 

enterprise data management (EDM), which cannot effectively address the multisource and 

massive data heterogeneity problems that derive from the IoT environment, particularly in 

data integration and data analytics (Garcia-Loro, et al., 2021). 

Blockchain is a complicated ecosystem, but its values are indisputable: uniqueness, 

decentralisation, immutability, traceability, economies of scale, and its capacity to 

constantly build upon itself. As such, this emerging technology might represent a disruptive 

force in exchanging and distributing data. Blockchain might prove to be a technology of 

choice for creating trust in distributed systems without the need for a central authority. 

Unsurprisingly, it is widely expected to be a breakthrough in many domains, such as the 

IoT, and represent a promising solution for achieving secure, transparent, and efficient data 

governance (Zheng, et al., 2020). 

The merger of Blockchain technology and the IoT is a new milestone for evolving complex 

connected systems. The number of IoT devices has been proliferating, as is the volume of 

IoT-related big data and applications. However, most IoT adopters are still using closed 

network systems, which are vulnerable to attacks and cannot ensure a uniform and effective 

handling and processing of IoT data. As a result, IoT-related big data may be tampered 
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with by device owners, accessed by internal users without authorisation, or even stolen by 

external cyber-attacks. It is a challenging job to detect and prevent a data breach. Therefore, 

IoT data could lose trustworthiness. This highlights the urgent need for a secure, 

decentralised architecture to ensure IoT data integrity, horizontality, scalability, and 

immunity to potential vulnerabilities. 

Due to these limitations, integrating Blockchain technology into the IoT could solve some 

of these problems, ultimately leading to a decentralised, transparent, immutable, and 

incorruptible database for data management. Being able to leverage the principles of 

Blockchain, such as distributed consensus mechanisms, cryptographic security and tamper-

proof record-keeping, IoT-enabled applications and infrastructures can substantially 

benefit from more integrity in data, better traceability, and more confidence among the 

users. Moreover, the complementarity of IoT and Blockchain technologies paves the way 

for new applications and use cases that no company or individual could have envisioned 

before the consortium computing era. From supply chain optimisation and provenance 

tracking to smart cities and emerging business models such as decentralised autonomous 

organisations, the union of these technologies will have a disruptive impact on industry 

sectors and human resources. Indeed, in the future development of the IoT, Blockchain will 

become one of the most significant steps in solving the problems of data authorisation and 

integrity. It makes sense to combine the merits of both technologies and realise the 

cutting‑edge applications of IoT, helping businesses achieve a more efficient digital 

transformation (Zhaofeng, et al., 2020). With IoT devices coming faster than ever, 

applications based on big data and big data are gaining more and more significance. In 

comparison, there is no good safeguard of the standardisation process of IoT data so far. If 

the owners of collected information on collecting devices give up the information from the 

collected data for unreliability or the collected data has been fabricated operation by an 

internal user or has been assaulted (hacked) by a third party, the data that has been modified 

after-effect will be challenging to process. 

Zhaofeng et al. then presented a public service exposed by an Ethereum decentralised 

security-service chain for IoT Big Data – pseudo named BlockBDM. All data transactions 

and data management operations, including data creation, data dissemination, and data 

storage, will be operated by a distributed Blockchain smart contract. What is happening in 
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the real world is the consumers’ incentive scheme providing and paying for high-quality 

data input with cryptocurrency, and all the input data will be recorded safely on a 

distributed worldwide Blockchain, including input with cryptographic hash function, 

transaction in node and high-security block. User control was protected with digital rights 

management. In contrast, crypto data consumption was used as a crypto data-leakage 

solution to prevent the data from being leaked or accessed by others. Thus, an open and 

visible Blockchain on IoT’s big data. Meanwhile, experiments prove that the above-

decentralised credibility management model of IoT’s big data is feasible, safe, and scalable 

(Zhaofeng, et al., 2020). 

Integrating the IoT with the Blockchain brings many challenges, including computational 

power, storage capacity and resilience during power outages. One of the biggest problems 

is that a lot of computational power and storage capacity is required to write data into a 

block of the Blockchain. Moreover, transmitting data on the Blockchain is very costly in 

terms of computing power consumption and an undesirable latency, making real-time 

operations and analysis of IoT data difficult. As a solution for these problems, distributed 

node architectures and efficient cloud platforms have been proposed (Hang & Kim., 2019). 

Lee et al. proposed a distributed node system connected with a cloud platform mounted on 

NVMeOF to enable the end-to-end informed collection of data from IoT nodes. An IoT-

Blockchain Ethereum system was created to use smart contracts of Blockchains to verify 

the source of the data and store them securely at the system's edge. It was tested based on 

the NVMeOF-SATA storage communication protocol using healthcare data throughput. 

NVMeOF combined with Blockchain has many benefits. Kumoscale creates a storage 

solution to collect data from IoT Blockchain cloud applications. Data from several types 

can be cleverly pushed out from the edge via NVMeOF using an out-of-band network over 

some shared CPU bandwidth, and it serves as a system of executing CPUs with specialised 

capabilities. In this way, the high efficiency of NVMeOF connected to the Blockchain to 

on-board and process data can provide data with high performance and low latency for 

Blockchain applications. Furthermore, NVMeOF, as the edge storage fabric, offers better 

transaction I/O performance than traditional Ethernet technologies, allowing faster data 

processing speeds. This solution will help address the existing challenges – computations, 
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storage, and latency – for Blockchain applications on the IoT, which leads to efficient data 

management and analytics (Lee, et al., 2019). 

Blockchain could present opportunities and challenges for IoT as well. In one study on the 

integration of Blockchain and IoT, Reyna et al. explored the main application domains 

where Blockchain can serve as a facilitator of the evolution of IoT systems and a potential 

enabler to achieve the goals of such systems. This study mainly investigated whether 

running Blockchain nodes directly on IoT devices is feasible, which might make 

Blockchain integration make sense. However, the benefits of Blockchain in IoT must be 

thoroughly analysed and carefully conducted. In addition, the research determined the 

prime industries where Blockchain technology can accompany the development of an IoT 

system by assessing the feasibility of utilising Blockchain nodes on IoT devices. Similarly, 

the existing platforms and applications have also been examined to obtain a deep insight 

into the synergy between Blockchain and the attached IoT technologies (Reyna, et al., 

2018). Then, regulatory approval is demanded to integrate Blockchain and IoT into public 

services before it is widely used and adopted. It would accelerate the bonding between 

people, the government, and companies. The consent could expedite the integration of the 

IoT in mines and the dissemination of Blockchain apps. Nevertheless, there must be more 

tension between database security and the ease of connecting embedded devices. 

Therefore, it is essential to conduct disruptive research to guarantee the security and 

confidentiality required by some essential technologies that IoT and Blockchain are 

gradually adopting. One of the major concerns for Blockchain is its constant volatility, 

especially with cryptocurrencies, as some of its users exploit it (Reyna, et al., 2018) 

(Kamangar, et al., 2023).  

Alam's research sought to enhance and integrate a significant data mining architecture to 

function using Ethereum Blockchain in smart cities. More than 75 billion connected nodes 

are worldwide, and most do not use Wi-Fi as their communication technology. These nodes 

are mainly produced for industrial applications, such as smart manufacturing factories and 

homes. One of the main motivations of smart cities is to produce new communications 

technologies, allowing information translated by different internet technologies to be 

transmitted from smart cities' infrastructures. A high quality of life for the city's citizens 

depends on smart city infrastructures. Significant data analytics impact on these 
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infrastructures allows their development and utilisation in smart cities. Furthermore, big 

data can be used to mine data produced by IoT devices to enable further studies on 

understanding smart cities. Sensors extensively produce big data in a smart city. If well-

designed, these data can have a considerable impact. It could enable a Blockchain-based 

framework using Ethereum for mining big data in smart cities to enhance data transmission 

and security in the heterogeneous environment (Alam, 2020). 

Kamal et al. presented a complete learning kit as a training solution for students trying to 

understand more about the latest IoT and Blockchain technology advances. The complete 

learning kit is structured in three parts: ‘Brain,’ ‘Muscle,’ and ‘Cloud ‘. The Brain 

component uses the RPi to interface with a cloud platform where the data are transferred 

between the Brain and the Cloud using Xojo software. Similarly, the Muscle component 

adds functionalities to the Brain to input large volumes of data into the system and uptake 

these data by transferring from the Brain to the Cloud via the cloud platform interacting 

with Xojo. Finally, the cloud component refers to data storage and the interaction between 

data and humans or computers. The study concluded that the complete learning kit interacts 

with the cloud platform as proof of this innovative training solution. Check the following 

steps to mitigate the upcoming challenges. This is a powerful training solution for 

educational students who are interested in new advancements in IoT and Blockchain 

technologies because it not only enhances their knowledge about these technologies but 

also allows them to have a practical training session via the Cloud platform, which is 

considered a fundamental factor for any students and new graduates to develop their 

engineering skills in these emerging fields (Kamal, et al., 2018).  

Shahbazi and Byun used Hyperledger Fabric’s private Blockchain to structure variable data 

and test the fault diagnosis prediction and used data mining algorithms that simulated the 

real-life challenges to complete cascaded testing with Blockchain-based cryptocurrency 

solutions; the classification output was then used to verify the accuracy of the data. 

XGBoost machine learning algorithms were also used to read data and offer precise quality 

evaluation. The ground-breaking point of their system is to use Blockchain in a machine 

learning algorithm that assists and optimises innovative processing methods and improves 

environmental quality, providing safer solutions for workspace users worldwide  (Shahbazi 

& Byun, 2021). In the study, Shahbazi and Byun used Hyperledger Fabric's private 
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Blockchain as an archive for storing all the required data in instream and taking appropriate 

measures when the fault diagnosis prediction was at risk. Quality control was provided 

through a data mining solution that offered complex simulations for real-world cases 

against cascaded testing using a Blockchain-based cryptocurrency solution. The 

classification output provided a means to validate the obtained data, while XGBoost 

machine learning algorithms helped obtain the data and provided an optimised score on its 

quality. The most significant feature of their system is integrating Blockchain technology 

with machine learning and intelligent processing methods to improve environmental 

quality (Shahbazi & Byun, 2021). On the other hand, the adverse consequences of the 

limitations in transaction throughput led to Blockchains not being cost-effective for 

processing high volumes of data. IPFS is used to process a large amount of data, thus 

complementing Blockchain as a supporting technology. The scheme has been implemented 

and proved practically workable through experiments. Zheng et al. have designed an IoT 

data storage and transmission scheme based on advanced Blockchain and IPFS 

technologies. The scheme comprises a DAG-based IOTA Tangle, which provides high 

scalability, low cost, and data integrity in data exchange. IPFS addresses the challenges 

introduced by large volumes of centralised data. The scheme's implementation and 

experimental results prove it. Such frameworks can share IIoT data among FoF production 

systems and play an essential role in formulating data-driven manufacturing strategies 

(Zheng, et al., 2020). 

2.6.3 Enhancing Scalability, Throughput, and Latency in BCoT 

Deploying Blockchain in IoT will facilitate a series of operational transformations across 

several domains by securing interactions, connectivity, and performance across digital 

ecosystems (Rahma, et al., 2021) (Alam, 2023). Several architectures and frameworks have 

been proposed to ensure the secure storage of data and its management in the IoT domain 

by using Blockchain technology to provide security, trust, and efficiency in IoT networks 

(Košťál, et al., 2019) (Hegde & Maddikunta, 2023) (Baig, et al., 2022). Moreover, applying 

such a BCoT infrastructure for environmental monitoring and energy management – an 

area where it has been trialled with notable success – shows the potential to improve 

sustainable practice and reduce energy usage and reveals the opportunities for this 

technology to revolutionise society (Sadawi, et al., 2021). Nevertheless, this approach 
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introduces several technological limitations and obstacles, such as scalability, high energy 

consumption of the Blockchain algorithms, and a lack of adequate and efficient consensus 

mechanisms. Another category of potential challenges facing BCoT concerns security 

flaws and vulnerabilities, the complexities associated with distributed connectivity, and the 

inherent performance limitations of centralised system architectures (Ma, et al., 2023) 

(Alam, 2020). These constraints emphasise the significance of ongoing research and 

development in this subject to address practical implementation and scaling problems 

(Nuss, et al., 2018). 

The IoT is primarily structured based on a central server model where all devices must 

connect to one central server to authenticate, register, or communicate with one another 

(Domínguez-Bolaño, et al., 2022). Unfortunately, the centralised model poses several 

drawbacks; most notably, scalability is a cause for concern, and eventually, we will have 

to proceed to a decentralised model. Conversely, an emerging solution holds the potential 

to decentralise IoT systems and overcome some of the inherent bottlenecks of the 

centralised model. Consequently, the fundamental features of Blockchain technology are 

decentralisation and distributed consensus-based architecture, which makes it the ideal 

candidate for ushering in decentralisation in IoT. Being secure and tamper-resistant due to 

the distributed consensus-based nature of its architecture, the Blockchain system, under its 

governing protocols, boasts a trustless system for all parties on a public network wherein 

every single action is recorded as an append-only entry, forming the chain. In addition, 

data redundancy, availability and ease of management are some of the other revolutionary 

features that make it suitable for the IoT (Habib, et al., 2022) (Al-Nbhany, et al., 2024) 

(Alkhateeb, et al., 2022).   

Several studies discuss the scalability of Blockchain-IoT integration. IoT systems include 

the use of a private Ethereum Blockchain within the network. There is increased academic 

interest in integrating this Blockchain into IoT systems, and several studies detail the 

advantages and disadvantages of this integration, the implications for the use of data in IoT 

systems, and how security and privacy issues are addressed in this integration. The impact 

of Blockchain on the scalability of IoT devices was reported by Hang et al., who proposed 

an integrated Blockchain IoT ecosystem featuring three RPi4 nodes. Three RPis were used 

to demonstrate how Private Ethereum Blockchain could be used for data management 
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(Hang & Kim., 2019). Furthermore, a research study shared how Blockchain can further 

reinforce IoT systems, particularly in decentralised trust management, security, and 

scalability. A systematic literature review by researchers Hongyan et al. analysed selected 

Blockchain solutions to address IoT system issues and found how combining Blockchain 

and IoT can solve current problems (Cui, et al., 2019). Furthermore, another study 

systematically explores many types of Blockchain technology and their applications in the 

IoT system, pointing out that decentralised Blockchain governance and trustworthiness 

management benefit a Blockchain IoT environment. Another survey on Blockchain and 

IoT convergence by Reyna et al. analysed the chance and the issues of research into 

Blockchain and IoT engineering (Reyna, et al., 2019).  

A survey underlined the applications of Blockchain in integrating IoT systems for 

improved interoperability, privacy, and security to combat the heterogeneity issues of IoT 

systems and limited bandwidth and memory issues of IoT devices. A study examined the 

performance and scalability of the private Ethereum Blockchain. It demonstrated the 

potential of the Blockchain to enhance the performance, reliability, and scalability of IoT 

systems (Schäffer, et al., 2019). Another study conducted by Casino et al. also pointed out 

the challenges in settling payments and interactions in a massive IoT ecosystem of IoT 

devices and the need for a scalable Blockchain-based system to manage trust. A systematic 

literature review of the use of Blockchain technology for IoT, outlining the extent to which 

Blockchain can enhance cybersecurity in IoT systems (Casino, et al., 2019). The study 

outlined the need for decentralised trust, security, and scalability in a Blockchain IoT 

environment. Most recently, MQTT throughput improved mainly by HiveMQ, which is 

worthy of note. HiveMQ, offering MQTT as a service, has improved intra-cluster 

messaging and higher MQTT throughput, thus improving overall MQTT performance, 

which is very important, particularly for its integration with IoT and Blockchain. The 

increased throughput and overall MQTT performance are crucial for IoT (Podolskiy, 

2024).  
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2.7 Evolution and Implementation of Remote Lab Systems  

2.7.1 Evolution from Lab 1.0 to Lab 4.0 

The first Industrial Revolution profoundly changed society and people's lives by impacting 

manufacturing, production, and transportation. The development of the first industrial 

revolution affected the education sector irrevocably, mainly because many modern 

university and school buildings were built in a factory model. In particular, the first 

industrial revolution led to the introduction of engineering education in universities 

because of the shortage of labourers such as builders and craftsmen, who became known 

as engineers. Then, the classical apprenticeship system of one-to-one exchange of 

production technology in a workshop was replaced by a product-teaching model from 

universities and polytechnics, E´coles, and the new applied science type of institutions. 

Learners acquired practical skills not by reproducing a model within a single workstation, 

like how the ancient Greek scholars approached experimentation, but by using a new 

experimental paradigm that turns the advancement of scientific knowledge into a core and 

central content of engineering education (Lantada, 2020).  

The first ‘business case’ for an experiment date from 430 BC, made by the Greek 

philosopher Empedocles, who used the clepsydra (a device for transferring liquids from 

one vessel into another) to demonstrate the corporeity of air. Moreover, in 1595, the Danish 

astronomer Tycho Brahe (1546-1601) opened his first laboratory at Uraniborg Research 

Centre (Wolfschmid., 2002). However, the earliest university that created a laboratory for 

teaching and experimentation purposes was the University of Giessen in Germany, under 

the guidance of experimental researcher Justus Liebig (1803 –1873), who had practised a 

chemical-experimental approach to the natural sciences in the 1820s. Liebig’s education 

1.0 experiment generated a template that other universities started to reproduce, although 

the model may be described, with a particular abstraction, as lab 1.0. The first version of 

this research paradigm affected the German-speaking metropolises of education. In 

principle, any university could be considered as a receptive university to be influenced by 

this lab-based model. Nevertheless, in the case and early incarnation of laboratory teaching 

and experimentation with animals, a complex process of transport, transfer, adaption, and 

translation of the laboratory model took place in universities all over Europe. However, 

this creation of laboratory infrastructure and practice had less uniform one-dimensional 
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character than a complex process at different linguistic, tool and experimentation technique 

levels (Chang & Rocke., 2021). 

The period from the mid-19th century up to the end of the Second World War was the 

Second Industrial Revolution, where a rapid succession of discoveries and innovations 

made it possible and practical to produce electricity steel, harness the power of mass 

manufacturing, and every other kind of invention, devices, tools, and equipment, and the 

new materials that they used. A whole industry became established to supply the 

increasingly crucial area of scientific enquiry, pure and applied, with the laboratory 

equipment and supplies needed to conduct the research. Now, the programming languages, 

technologies, production methods, standards and specifications unite the idea of using and 

working with software in everybody's minds. This tremendous expansion of science and 

technology dramatically changed the learning practice and revolutionised university and 

college teaching and research methodologies. It has been dubbed by many scholars 

‘Laboratory 2.0’ because it closely follows ‘Education 2.0’, an analogous transformation 

in the education system. It can be said that Laboratory 2.0 arrived at the universities when 

the programmes had become well entrenched by the honour of accreditation, faculty-built 

curricula, and fields of study organised by what might be called occupational and technical 

demands, both within the university and outside. 

Indeed, research and scholarship in science and technology had formal rules and 

professional systems, structures and conventions that facilitated coordinated and 

collaborative work. Science groups – not just individuals – would now be essential in 

creating knowledge production, education and learning at Laboratory 2.0. In many ways, 

as the house for scientific inquiry changed things, so, too, did pedagogy move in new 

directions: It was no longer about what the scientist-teacher knew, but how he or she knew, 

how the knowledge was produced and created (Schmidgen., 2021). 

The third industrial revolution, with its origin in the invention of the transistor and its 

culmination in the generalised use of the Internet to become the ordinary medium of 

interpersonal and machine communication at the end of the 20th century, contributed to 

the rise of Lab 3.0. During the era of Education 3.0, when universities became more 

internationalised, as enabled by the proliferation of accreditation organisations, new 

programmes, and topics in the field of engineering and science also emerged. A third major 
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shift in education has taken place, with online learning and remote labs as the dominant 

communication and information technologies that enable the flow of educational processes 

(Correia, et al., 2021). Remote laboratories have become increasingly popular for 

delivering education online due to the potential to provide students access to experimental 

facilities from anywhere on the Internet. Students can perform experiments and engage 

with experimental parts of their course at any time, breaking the confines of the physical 

availability of a real laboratory. Additionally, distributed labs allow for greater resource 

sharing and allow a single device to be shared among multiple institutions. This allows for 

the collaborative use of mostly expensive, robust equipment and state-of-the-art 

technologies, mitigating the addition of redundant infrastructure needed in each academic 

institution. This approach also helps to reduce excess costs because schools do not have to 

replicate an entire set of hands-on practices. Creating and maintaining a physical laboratory 

space are not simple tasks and require careful planning, as can be done in a controlled 

remote lab in another institution (Machotka, et al., 2011). The first remote laboratory 

transplanted over the Internet was developed at the University of Southern California 

around a system for remotely controlling an industrial robot via the web (Ken Goldberg, 

1995). Over the past two decades, countless remote laboratories have spun up that concern 

almost every domain of science and engineering in all parts of the world. They are often 

built and managed according to various architectures, programming languages, 

technologies, approaches, and learning management systems (Chacon, et al., 2015) 

(Alkhaldi, et al., 2016). 

As the forthcoming industrial revolution ushers in what has been termed Industry 4.0 and 

Education 4.0, human-to-human interaction finds another level of experience with 

socialisation beyond physical presence through Laboratory 4.0 to converge people, society, 

man and machine through the synchronised integration of the natural and virtual worlds 

(Garcia-Loro, et al., 2021). Following the fourth industrial revolution, we have the 

paradigms of Industry 4.0, Education 4.0, and Laboratory 4.0. Human and technological 

components are seamlessly integrated into an ecosystem where an unprecedented 

productivity space is brought forth through the crossover of the real and virtual worlds. 

Industry 4.0 is the term we use to amalgamate state-of-the-art manufacturing with digital 

technologies to create intelligent, self-optimising production systems. Using CPS will 
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allow data sharing between machines in real time and enable them to make their own 

decisions, increasing the flexibility, efficiency, and customisation of industrial processes. 

At the same time as this industry transformation, Education 4.0 seeks to disrupt the way 

we teach and learn by integrating traditional methods and the latest technologies in ways 

that allow for individualised and immersive learning, enabling students to acquire the 

knowledge and skillsets needed for the future of work. Taken together, they comprise an 

evolutionary leap towards coalescing artificial and natural intelligence for the benefit of 

humanity. Furthermore, Industry 4.0 refers to the combination of CPS, the IoTs and cloud 

computing, paving the way to reinvent manufacturing and engineering. Education 4.0 and 

Laboratory 4.0 converge with Industry 4.0 to further bridge the virtual and physical worlds 

in education and research. These transformative paradigms unleash the power to create 

new products and services, discoveries, and innovation, thereby forging a promising future 

for humans, industry, and learning. 

Laboratory 4.0 is realised by applying new technologies, such as AI, Autonomous Robots, 

Immersive Virtual Reality, Augmented Reality, Data Analytics, Internet of Things, 3D 

Animation, Remote Collaboration, Network Information Computing, 5G Communication 

Networks and massive wireless sensors to deliver the university’s highest quality in real-

world practical training, educational competency, assembly industry, and real-time tutorial. 

Potentially, it will be the most transformative educational support system that is harnessed 

to drive the engineering academic advancements and equity in education for all humanity 

if technologically developed and adequately integrated with content to be utilised in each 

backchannel of the teaching process in the classroom, and lifelong learning beyond the 

university campus (Garcia-Loro, et al., 2021). 
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2.8 Chapter Summary  

Chapter 2 provides a comprehensive literature review on the intersection of Blockchain 

technology and the Internet of Things (IoT), focusing on the Blockchain of Things (BCoT). 

It begins by introducing Distributed Ledger Technology (DLT), explaining its foundational 

principles and how it underpins Blockchain. The chapter categorises various types of 

Blockchain networks, contrasting permissioned and permissionless systems, and discusses 

different consensus mechanisms that ensure transaction validation. 

The review further explores specific Blockchain platforms and off-chain solutions like 

IPFS, emphasising their roles in enhancing data management. It also delves into integrating 

Blockchain with emerging technologies, including artificial intelligence and cyber-

physical systems, highlighting the potential benefits for IoT applications. Additionally, the 

chapter addresses the synergy between IoT, big data, and Blockchain, discussing how these 

technologies collectively enhance scalability, throughput, and latency in BCoT systems. In 

addition, the chapter examines the evolution of remote lab systems in education, illustrating 

how Blockchain can secure and manage data effectively within educational frameworks. 

This literature review sets the stage for the subsequent chapters by identifying gaps in 

current research and establishing a foundation for the proposed BCoT architecture. 
 

 

 

 

 

 

 

 

 

The next chapter, 3, Research Methodology, deals with the research philosophy, basic 

methodological principles, and methodology on which the study is based. It outlines the 

experimental method, the schedule, and the techniques and procedures used for data 

analysis. Chapter 3 includes an elaborate roadmap of the strategies employed to ensure the 

robustness and soundness of the study.  
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 Research Methodology 

3.1 Introduction 

The research methodology outlines the systematic approach employed to investigate the 

performance of BCoT systems, focusing on scalability and efficiency enhancements. The 

initial phase involves establishing a robust research philosophy, which guides the selection 

of appropriate strategies and techniques. A mixed-methods approach is adopted, 

integrating qualitative and quantitative methodologies to ensure comprehensive data 

collection and analysis. Experimental methods are emphasised, particularly in performance 

testing, where metrics such as latency, throughput, and resource utilisation are 

meticulously evaluated. This chapter also details the research choices, including the time 

horizon and specific data gathering and analysis techniques. Furthermore, the methodology 

incorporates a detailed description of the experimental setup used to validate the proposed 

BCoT architecture. Key components include deploying a private Ethereum platform 

integrated with IoT sensors and edge computing solutions. Performance evaluations use 

tools like Geth Metrics to assess improvements over existing frameworks. The findings 

reveal significant advancements in system performance, with reductions in latency and 

throughput increases, demonstrating the proposed architecture's effectiveness in real-world 

applications. The methodological rigor established throughout this investigation reinforces 

the validity of the results and contributes valuable insights into future research directions 

within BCoT systems. 

3.2 Research Philosophy 

There are many research methods and models, each with advantages and disadvantages. 

"The Research Onion" is one of the most famous and complete research frames. Research 

onion and nested methods are commonly used research frames (Saunders, et al., 2003). 

Figure (10) shows the research onion frame: 
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Figure (5): Saunders research onion model. 

 
Each layer addresses one specific aspect of the research and depicts the variation in the 

paradigms, strategies, and choices that the research phenomenologist uses throughout the 

research project. It shows the significant questions the researcher must consider in any 

research project. The model consists of six layers: the epistemological position of the 

researcher, the approach, the research strategies and choices, the temporal dimension of the 

project and the data collection tools used by the researcher (Mishra, et al., 2015). This 

general framework is inherently interdisciplinary and hence can be adapted to several 

disciplines, which is undoubtedly a positive for its research use. The framework has been 

applied to prior work on BCoT systems. 

In light of the scientific research philosophy for the development of an Interoperable BCoT 

for scalable and efficient IoT Data Management on top of Ethereum Blockchain, a 

pragmatic approach based on a mixed-paradigm (positivist and interpretivist) philosophy 

is considered suitable given the study aimed at being both exploratory and confirmatory, 

where foundational ideas and theoretical constructs can be validated empirically by relying 

on sensor measurements and Blockchain transaction data (positivism). At the same time, 

designing and implementing a new Blockchain-based storage model involves 

understanding the context and implications of the technology applicable in the real world 

(interpretivism). 

The philosophical foundation of this work is rooted in the reality that the world is not only 

complex but also dynamic and needs a complementary research practice that bends to the 
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needs of the study. This is particularly important when exploring the interfacing of 

networks of Blockchain and IoT devices. Knowledge here is not a timeless medium; it is a 

construct borne of the ongoing emergence of phenomena observed and the embodied and 

situated experiences and interpretations attributed to the human actors exploring and 

building BCoT. The philosophical stance embraces the complexity of the entangled 

behaviours and phenomena between the Blockchain and the IoT devices and the need for 

a methodology that can respond to changing technological conditions. This dynamic and 

flexible perspective should enable the study to capture nuances and intricacies due to the 

fusion of both technologies and contribute to a more extensive understanding of the 

challenges and opportunities of deploying this technology (Mishra, et al., 2015). 

This philosophy is also underlying the research goals that include the design of BCoT based 

on case-based reasoning that will communicate to each other and with a user using web 

services and data files; the provision of a Blockchain data storage model for BCoT resting 

points along with environmental and healthcare parameters collectively generated by 

BCoT modules and sensors; and experimental assessment and measuring (offline and 

online evaluation) to validate the overall expected and proposed scalability and 

performance for BCoT. 

This research philosophy is reinforced by the chapter of the descriptive literature review 

(Chapter 2), which explains why the adoption of a Blockchain technology paradigm has a 

solid potential for reforming IoT systems by providing a transparent system with the 

confidence that information and assets cannot be tampered with; by automatically resolving 

the data redundancy, inconsistency, availability and ease of system management issues; 

and by creating a decentralised architecture providing safe exchange of data from all 

network nodes.  

This study's pragmatic and multidisciplinary research philosophy involves examining data 

empirically and identifying a context- and technology-driven framework in which an 

interoperable BCoT data management using an Ethereum-based Blockchain has been 

effectively conceived and implemented. 

3.2.1 Research Approach 

The deductive research approach is employed in this study to implement the Blockchain 

theoretical research framework for testing the hypotheses, which primarily address the 
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issues of evaluating the scalability and efficiency of data management in IoT applications 

leveraging BCoT environment context awareness. It is an inductive quantitative research 

approach grounded in deductive logic to provide positive or negative evidence for the 

predefined hypotheses derived from the theoretical frameworks (Gabriel, 2013). 

Theoretical Framework and Hypothesis Formulation: The thesis begins with a 

thorough literature review, elaborating on BCoT's theoretical basis and its potential to 

overcome the limitations of client-server models. This provides the ground for specifying 

hypotheses, such as that a Blockchain-based storage model will equip BCoT devices with 

much higher and more robust data integrity and confidentiality than any conventional 

storage model. 

Empirical Testing: After the hypothesis is established empirically using the scientific 

method, the research uses a structured experimental configuration to test the hypothesis 

empirically at various levels, including qualitative process and quantitative. For instance, 

this research will test the hypothesis across two levels: a new Blockchain-based storage 

prototype that will be deployed in a private network of the research team using RPi4 nodes 

and different IoT devices to simulate a real-world BCoT environment, and the post-

deployment, the performance of the proposed architecture model will be evaluated against 

performance metrics (such as System Latency, Transaction Throughput, Scalability, 

Resource Utilisation…etc., which is used to assess the hypothesis for or against 

statistically. 

 

Comparative Analysis between IPFS and FTP: To contextualise the scale of the IPFS 

results, this research uses FTP as the reference for comparing the performance of the off-

chain storage solution. The proposed Blockchain-IPFS-based architecture is compared to 

FTP storage implementation to reflect the relative advantages of the proposed approach 

and point out the scalability and efficiency of its implementation of IoT data management 

in a BCoT. 

Methodological Rigor: The deductive approach has methodological rigour. For example, 

research questions generate hypotheses, focus the research, and tend to be unambiguous. 

The obtained empirical evidence is reviewed accordingly, with hypotheses either rejected 

or confirmed based on the empirical testing. It is a rigorous way of approaching research 
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questions and moving the understanding forward regarding Blockchain as an essential 

architecture for enhancing the scalability and efficiency of IoT systems. 

Contribution to Knowledge: This study's empirical evidence contributes to the field of 

knowledge by highlighting the capabilities and challenges of Blockchain technology in 

addressing the challenges of the IoT. Based on the deductive research approach, the study's 

findings have provided important insights for designing and implementing BCoT with 

innovative, scalable, and efficient IoT solutions. 

This study attempts to offer valuable contributions to the field by adopting the deductive 

research approach, which aids in investigating the hypotheses through its systematic 

process of bringing empirical data and comparative analysis. The empirical evidence 

presented in the study brings valuable insights into the discourse on Blockchain 

technology's potential role in revolutionising IoT data management to ensure efficient 

operations and high security in the era of IoT and Industry 4.0. 

3.2.2 Research Strategies with Experimental Methods 

The thesis employs an empirical approach to examine these issues with an exploratory 

case-based study and experiment-based validation to help improve the robustness and 

efficiency of Blockchain solutions to address the scalability and performance issues in IoT 

and implement solutions in a real-world private Ethereum Blockchain, leveraging unique 

techniques and methodologies. 

 

Experimental Validation: It is important to note that experimental validation plays a 

crucial role in the evaluation of the proposed Blockchain integration in IoT applications. 

In this chapter, we investigate two real-world use cases of IoT and Blockchain technology, 

including a remote laboratory management system and a machine learning-based real-time 

triaging of ICU patient vital signs. The remote laboratories form a distributed testbed to 

build an interoperable CPS consisting of a dedicated hardware, networking, and 

management platform, which facilitates the study of the overall system performance. 

Each of these CPS agents are attached to an RPi4 node, each containing a chain of sensors 

that are communicating, mining, and propagating new blocks, which is the core engine of 

the experiment. In the Ethereum case, the IoT devices are physically embedded in the 
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system. The key performance metrics – system latency, throughput, and energy 

consumption of the IoT devices – were measured as part of the application’s performance 

benchmarking. It is a robust performance evaluation process that allows us to evaluate 

whether and how fast Blockchain integration fits in an IoT environment and whether the 

system can meet the performance requirements. 

Innovative Techniques: Advanced approaches, such as edge-computing on the RPi4 

nodes, allow the processing and storing of IoT data locally before being channelled to the 

Blockchain. Finally, integrating MQTT, AI, an IoT communication protocol optimised for 

integration with the Blockchain, increases the communication efficiency between IoT 

devices and the Blockchain. Identity management, authentication and access control 

mechanisms further reinforce security and privacy for IoT-device interactions with the 

Blockchain. 

Smart Contract Implementation: The study uses smart contracts on an Ethereum PoA 

implementation to control specific nodes in IoT systems, such as sensor data storage and 

actuator control. Such smart contracts designed, developed, and optimised to interact with 

IoT devices. The PoA consensus protocol would be a scalable solution for integrating IoT 

systems to enhance operational efficiency. 

Data Visualization and Analysis: Organising a data flow and then visualising it helps the 

coding process. Node-RED is a visual programming tool used to model the data flow in a 

process. Integrations with InfluxDB and Grafana contribute to data visualisation and aid in 

making sense of the information gathered about the system's operation. Further, a small 

amount of IPFS is used for off-chain storage as a means of additional data storage 

capability. 

Novel Architecture Proposal: The key highlight of the proposed research strategy is a 

novel Blockchain architecture connecting resource-bound sensor IoT devices to the private 

Ethereum Blockchain via RPi4 gateways’ that overcomes the critical security, 

connectivity, scalability, performance, and efficiency challenges in IoT to Blockchain 

integration scenarios. It also assists with handling the volume, velocity, and variety of IoT 

data. By combining case-based exploration with experiments validation methodologies and 

innovative integration methodologies for Blockchain in IoT application developments, the 

proposal anticipates exploiting the potential of private Ethereum open Blockchains through 
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scalability constraints and efficiency enhancement of Blockchain solutions. The systematic 

steps in the experimental deployment highlight the rigour in validating the proposed case-

based solutions to the stated research objectives. 

3.2.3 Research Choices 

The study choices are based on a quantitative research approach employing numerical data 

analysis methods specific to three performance indicators: transaction throughput (TPS), 

system latency, and resource utilisation. The research method alignment serves the purpose 

of the study as a rigorous quantitative analysis that evaluates the proposed Blockchain-

based solution addressing various data loads and conditions. The mono-method 

quantitative research design allows systematic exploration and a non-biased view of three 

key performance metrics: scalability, latency, and throughput at varying data loads. The 

approach enhances the reliability of the study findings as numerical data are explored and 

used as evidence for the proposed Blockchain system’s efficiency and effectiveness. 

Besides, using quantitative research methods will make it possible to disclose the system's 

performance metrics in detail and consequently assess the reliability and efficiency of the 

BCoT proposed architecture. Quantitative research methods will allow drawing empirical 

conclusions about the relevance of integrating AI, IPFS and MQTT into the system and the 

consistency of the real-time scheduling system and priority classification methods with its 

ideal type. Adapting the methodological framework from a mono-method, quantitative 

research reduces the chance for theoretical generalisations and predetermined conclusions 

in a study. However, it allows for a direct and transparent data analysis aiming for relevant 

and truly empirical results. 

In terms of answering the research question, the chosen method supports driving the 

knowledge forward to reach a deeper understanding of Blockchain integration into IoT 

systems, especially integrating real-time, priority-based, and decentralised data scheduling 

into the BCoT proposed architecture. This approach allows for an unbiased and quantitative 

justification of the research, making the selection of technological solutions more reliable 

with statistics and empirical results backing the proposals, thus contributing to solving the 

revealed research gap on the tension between the decentralised and shared approach to 
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Blockchain storage and the requirements of scalable and efficient BCoT proposed 

architecture on the IoT. 

3.2.4 Time Horizon  

Some sliding-scale timelines illustrate the time horizon for deploying and practically using 

an interoperable CPS, including the fusion of Blockchain with IoT applications. In the short 

term, in the immediate future, the scheme highlights implementing an architecture 

composed of three nodes for mining and spreading new blocks located in remote 

laboratories. 

The short-term temporal horizon concerns the initial installation and configuration phase. 

It includes programming microcontrollers for two-way communication with RPi4 through 

the MQTT protocol and communication with the Ethereum Blockchain for interaction with 

smart contracts using the Web3.js library. Node-RED is configured to communicate with 

the chosen smart contracts, read their data, and process it using JavaScript functions. 

The middle-term horizon is set to use edge-computing techniques within each Raspberry 

Pi 4 node to collect and process IoT data with the Blockchain and enable IoT sensor data 

to be processed and stored at the edge rather than at the source, which involves immediate 

scalability and performance optimisation. The scheduling of business activities at that point 

is set under a period of deploying an Ethereum PoA client and IoT-specific smart contracts 

at each node. 

The very long-term time horizon is continuous refinement and scaling reflected through 

best practices that incorporate IPFS for network-enabled, additional off-chain storage; 

enduring evolution and adaptation of the functional, distributed, wireless, and resilient 

architecture that can scale and adapt over time; and the refinement and testing of the PoA 

consensus protocol as an efficient way for and with IoT-enabled Blockchain. 

Within these time horizons, these challenges are recast as iterations, detailing when and 

how security, connectivity, and performance problems will be ameliorated through the 

implementation of identity management, authentication, and access control mechanisms. 

Identity management, authentication, and access control are thus envisioned as both 

asynchronous and recursive processes and never as singular and already accomplished 

processes.  
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Time Horizon ensures that this project's IoT-Blockchain architecture deployment covers 

not only the immediate steps in scheduled events and addresses the challenges of present-

day IoT-Blockchain issues but also explores the future steps of this technology that will 

enable the timeline of systematic long-term exploration and improvement for IoT-

Blockchain integration. 

3.2.5 Techniques and Procedures 

The integration of the Interoperable CPS for scalable and efficient IoT Data Management 

with the Ethereum Blockchain to perform transactions of tagged data originating from the 

IoT devices, the allocation of computational resources to execute smart contracts among 

the different users of the system, followed a structured procedure for evaluating the 

effectiveness of IoT applications enhanced by Blockchain and for performing exhaustive 

performance analyses. This architecture was deployed and tested with direct application to 

remote laboratories and machine learning-based real-time triaging of intensive care unit 

(ICU) patient vital signs through, on one side, the rigorous use of new techniques and 

methodologies for overcoming scalability, performance and security issues that have been 

observed in current solutions. 

System Components: The architecture contains three RPi4 nodes (B 8 GB) that mine and 

spread new blocks. Figure (11) illustrates the physical architecture components. The 

architecture can have more nodes, and each node has distinct roles. The significant roles 

are mining and spreading new blocks. 
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Figure (6): Snapshot of an example of a microcontroller implemented in the system. 

 
 

Innovative Approaches: The latest approaches to these technologies were utilised to 

overcome the other implementations' scalability, performance, and security shortcomings. 

The implementation of edge-computing techniques on the RPi4 nodes allowed for the 

processing and storage of IoT data locally before it was merged with the Blockchain. 

MQTT was a specialised communication protocol for IoT and Blockchain integration, 

enabling data mobility between devices and the Blockchain. 

Identity Management and Access Control: The Ethereum Blockchain was leveraged in 

this use case to improve identity management, authentication, and access control of IoT 

devices interacting with the network, ultimately increasing security and privacy. Each node 

ran an Ethereum PoA client. The smart contract logic allowed for efficient execution and 

data storage on the Blockchain. For this use case, new smart contracts were developed for 

the various parts of the IoT application: sensor data storage for different applications, 

actuator control. For each part, performance considerations were considered. 

Private and public keys were a key part of the network's security architecture. Each IoT 

device was assigned a unique pair of cryptographic keys: one private key for signing 

transactions and another public key, both to identify the device in the network and allow 

others to verify the device's public key. This allowed the device to communicate with others 

in the network securely. A Metamask wallet – an open-source browser extension that acts 

as a cryptocurrency wallet, providing an easy-to-use interface to interact with the 

Blockchain – was used to manage the keys on the device. This setup meant only a device 
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with the proper cryptographic key could participate in the network. This prevented any 

interference or malicious activity from unauthorised parties. 

Data Visualization and Analysis: A powerful tool, Node-RED, was used as a front end 

to visualise the data flow through the system. This required integrating dashboards and 

modules to control the system. In addition, InfluxDB and Grafana, professional-grade 

tools, were added to the mix for data visualisation and analysis. In contrast, IPFS was added 

as an off-chain storage component, further enhancing the system's capabilities. 

Novel Architecture: A notable achievement of this field deployment was the novel AI-

enabled architecture, further expanded when supervised and unsupervised AI algorithms 

were integrated into RPi4 gateways to connect the bare minimum IoT devices with the 

Ethereum Blockchain. Such an AI-powered architecture could ensure the respective 

security, connectivity, and performance requirements for a distributed Blockchain platform 

to process the ‘3 Vs’ of data in an IoT architecture complied with the Blockchain paradigm: 

volume, velocity, and variety. 

Deployment Steps: All the microcontrollers were programmed using Arduino IDE and 

Python for MQTT communication with the RPi4 nodes. Node-RED was configured to 

work with the Ethereum Blockchain via the Web3.js library. It allowed data to pass 

between smart contracts and IoT devices as sensors capture data; it was stored on the 

Blockchain and IPFS through Node-RED functionalities. This way, data are effectively 

distributed across a peer-to-peer network to prevent redundancy. 

Data Analysis: The next phase of the study is data analysis, where multiple metrics used 

and tools to examine the Geth metrics, along with InfluxDB, MQTT, and Node-RED, for 

visualising, analysing, and storing data. 

Geth Metrics: Geth metrics allow the tracking of the performance and behaviour of 

Ethereum nodes on the private Blockchain. They can monitor timestamps on blocks and 

transactions, the time it takes to mine blocks, remote node uptime, connection status, node-

to-node polling intervals, etc. These can be used to glimpse overall network health, 

transaction time and time-to-live of blocks and transactions, and node performance and 

bandwidth usage. 

InfluxDB: For data processing, the InfluxDB database is used to load historical data from 

the validator nodes. This robust time-series database can store and handle large blocks of 
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time-stamped data, such as those produced by IoT devices and Blockchain transactions. In 

this way, InfluxDB stores the historical data of the performance results, system metrics, 

and transactions processed for further analysis and visualisation. This database can easily 

retrieve information and display the concrete data points required for performance analysis 

and optimisation. 

MQTT: The MQTT protocol ensures efficient communication between all IoT devices 

and Blockchains. As a lightweight protocol messaging, MQTT ensures the efficient 

capability of dataflow between all devices, transferring data efficiently from one device to 

another or sensors to the broker and then uploading to the Blockchain. The speed and 

reliability of the totals system depend highly upon the MQTT protocol, which enhances 

the capability of all devices in the network to communicate. 

Node-RED: Node-RED is a robust visual programming environment that orchestrates data 

flow between IoT devices, Ethereum Blockchain nodes, and any external database into 

which sensor data needs to be stored (Using InfluxDB). Node-RED provides a simple and 

intuitive scripting environment and leverages the Web3.js library, developed by Ethereum 

for handling Ethereum-related interactions, to invoke smart contracts, retrieve data from 

processed Blockchain transactions and deal with sensor data efficiently (i.e., without 

unnecessary redundancy). Thus, Node-RED can provide the necessary glue to stitch 

together a working system capable of adequately handling and processing requests that 

may originate from various IoT devices in various countries. Node-RED can also be 

leveraged to drive data transformations and enrichments before it is appropriately 

visualised using InfluxDB and MQTT. The seamless integration between Geth metrics, 

InfluxDB, MQTT and Node-RED thus provides the solid foundations for conducting 

performance analyses that allow us to derive valuable insights from the IoT-Blockchain 

ecosystem. In total, this framework proved versatile and powerful enough to enable us to 

continuously monitor system performance, perform the necessary analysis on transactions 

executed on the system, visualise the critical data corresponding to the measures used in 

our algorithm, and ultimately ensure proper interactions between the IoT devices and the 

Ethereum Blockchain. 
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3.3 Chapter Summary 

The research methodology employed in this study is structured around a comprehensive 

framework that integrates various philosophical approaches, strategies, and techniques. 

The investigation is grounded in a pragmatic philosophy, which allows for applying both 

qualitative and quantitative methods. The approach is primarily experimental, focusing on 

developing and testing a novel BCoT architecture. Data collection involved a mix of 

primary and secondary sources, with experimental methods being utilised to assess the 

performance metrics of the proposed architecture. This included latency characterisation 

and resource utilisation analysis using tools such as Geth Metrics. The research design also 

incorporates a longitudinal time horizon to ensure robust data collection over an extended 

period, facilitating a thorough evaluation of the system's scalability and efficiency. 

The methodology outlines specific procedures for implementing the BCoT architecture, 

including integrating IoT sensors, edge computing, and IPFS for decentralised data 

management. Techniques such as Random Forest classifiers were employed to process 

sensor data in real time, achieving high accuracy rates in predictive analytics. Performance 

evaluations demonstrated significant latency, throughput, and resource utilisation 

improvements compared to existing solutions. The methodological rigor ensures that 

findings are reliable and can be generalised across similar contexts within the field. 

 

 

 

 

 

 

The next Chapter 4: Design of a Proposed Novel BCoT Architecture, this chapter 

describes the design, initialisation, testing and deployment of the proposed IoT-Blockchain 

platform. The integration of Ethereum Blockchain and PoA with Raspberry Pi nodes, edge 

processing, data collection and storage will be described. The efficiency and security of 

Ethereum’s Clique PoA protocol in the BCoT ecosystem will be analysed. A detailed 

version of the proposed architecture for a BCoT-based Lab system. 
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Design and Proposal of a Novel BCoT Architecture 

4.1 Introduction 

Integrating IoT devices with a Blockchain framework like Ethereum in a resource-efficient 

manner can significantly enhance the security and performance of decentralised systems. 

Low-power IoT devices, designed for prolonged battery life, play a crucial role in any 

decentralised architecture utilising the Ethereum Blockchain. These devices can maintain 

decentralised communication while benefiting from the robust security features inherent in 

the Ethereum network. Central to this architecture is a microcomputer, specifically a 

Raspberry Pi 4 equipped with 8GB of RAM, which is a critical gateway. This 

microcomputer facilitates communication between the IoT network and the Ethereum 

Blockchain, acting as an intermediary and translator. The interaction between these 

technologies occurs through two primary methods, forming an essential part of the 

Blockchain of Things (BCoT) ecosystem, as illustrated in Figure 12. 

This chapter emphasises that the primary direction of interaction is unidirectional: IoT 

devices utilise Blockchain functionalities rather than vice versa. It explores the 

interconnected challenges faced by both Blockchain and IoT, including issues related to 

security, communication protocols, and the resource-intensive nature of maintaining 

Blockchain systems. Furthermore, it introduces an innovative architecture and advances 

the design of smart contracts, proposing a Proof of Authority (PoA) consensus protocol to 

achieve consensus. The chapter also discusses edge computing architectures, data 

governance, and decentralised applications tailored for IoT environments. 

A significant observation regarding current enterprise-level Blockchain applications for 

IoT is that many remain in the design stages. Future research should focus on developing 

practical Blockchain and IoT applications for generalised scenarios where security and 

privacy are paramount. Additionally, it is essential to explore how to implement 

Blockchain technology on resource-constrained devices, which could enable real-world 

applications across various sectors such as healthcare delivery, intelligent energy systems, 

finance, logistics, and industrial operations. While the integration of Blockchain and IoT 
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technologies is still nascent, ongoing technical advancements promise to create more 

secure and transparent communication within IoT networks. This progress paves the way 

for the near-term development of practical applications ready for production use, 

potentially leading to transformative impacts on a macroeconomic scale across multiple 

industries. 

4.1.1  BCoT Architecture Design 

To evaluate the impact of Blockchain integration in IoT applications and perform overall 

performance reviews/measurements on transaction throughput and system latency, an 

interoperable BCoT-CPS was implemented and evaluated, featuring a distributed 

Blockchain ledger, particularly in remote laboratories. A proposed architecture consisted 

of three RPi4 (model B 8 GB) devices. Each node is assigned to mining and disseminating 

new blocks. Figure (12) shows the main components of the architecture.  

 

 
Figure (7): Pilot BCoT architecture design. 

 
RPi4 nodes represented the authorised signers (miners). The system used the private 

Blockchain platform Ethereum and employed PoA and smart contracts. It consisted of three 

physical nodes. Each unit was composed of multiple microcontrollers, such as Arduino 

UNO, Arduino Nano ESP32, ESP8266, and Raspberry Pi Pico W, connected to a set of 

various sensors, which in our case included mainly a LoRa receiver. Arduino 
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microcontrollers were serially connected to Raspberry Pi 4 nodes, while other types 

connected via Wi-Fi. 

These microcontrollers can be fitted with various sensors to feed the Blockchain nodes 

with data. For example, biometric sensors measure heart rate and temperature and provide 

data for healthcare, fitness, and building occupancy detection. Ultimately, the choice of 

sensors depends on the application under investigation and the data being collected. 

Regardless of the sensor type, MQTT's versatility ensures seamless integration and 

efficient data flow within the architecture. 

4.1.2  BCoT Architecture Initialization, Testing and Deployment  

The combined Blockchain and IoT architecture was studied to overcome the challenges of 

Blockchain scalability, efficiency, and security issues. Specifications for using the edge 

computing concept on the RPi4 were provided, leveraging the local availability of 

processing capability (local computing) and the local storage of IoT data. Before sending 

the processed IoT data into the Blockchain network, the MQTT protocol was proposed as 

a reliable communications backbone within BCoT’s framework. 

MQTT was a critical piece of the puzzle for optimising data acquisition and communication 

in the system. Its lightness makes it well-suited for resource-constrained devices such as a 

microcontroller on an RPi4 node. The publish/subscribe nature of this protocol further 

reduces resource consumption, minimising the need to poll the sources of information and 

consequently decreasing the network traffic to brokers and the workload of the devices. 

Moreover, the added scalability and redundancy of this protocol made a difference. The 

MQTT broker acts as the shared central hub, allowing many devices and PoA nodes to 

concur and promptly and efficiently exchange data. The loose coupling of this data flow 

enabled the system resiliency: if, by chance, one of the PoA nodes fails, the system is still 

almost intact. 

The real-time feature of MQTT is also vital to applications that require timely acquisition 

and control. The relatively simple TCP URL suits data delivery, remote management, or 

actuation. The three QoS options provide choose-at-your-own-risk: QoS 0 means no 

guarantee for a message being delivered; QoS 1 means the server guarantees the message 

will be delivered at least once; QoS 2 means the server guarantees only a single copy of 
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the message is delivered even when there are multiple subscribers to a topic. The 

combination of MQTT and an MQTT broker provides a highly efficient, scalable, and real-

time solution to acquiring and controlling resource-constrained entities in the IoT. The 

interoperable CPS uses a scheme for identity management, authentication, and access 

control for the IoT device interacting with the Blockchain.  

The BCoT architecture has a clear structure that uses the advantages of IPFS, IPFS-Cluster, 

and Docker to create a highly flexible distributed storage management system. In structure, 

the architecture takes advantage of decentralised and distributed storage in IPFS with three 

data nodes as data backup. IPFS Cluster will orchestrate pinned content and replication 

among the nodes to ensure the desired content availability. Docker containerisation 

provides more flexibility and portability, so the system can quickly adapt to different 

requirements. This architecture enables to automatically handle the need for data 

redundancy, content availability, and data management in decentralised environments with 

the highest reliability, scalability, and efficiency. 

The architecture’s data flow is simplified by using a visual programming tool called Node-

RED to wire together the hardware devices, APIs, and online services: it has a browser-

based editor that makes it easy to wire together flows from a palette of nodes that can be 

deployed to Node-RED’s runtime. Node-RED was connected to the open-source time-

series database InfluxDB so it could store and retrieve time-sensitive data created in Node-

RED and connect to the open-source analytics and visualisation platform Grafana so users 

could produce interactive and professional-grade visualisations of their InfluxDB time-

series data. Furthermore, Geth metrics were hooked up to Grafana in a stack that provides 

a comprehensive and powerful toolset for monitoring, analysing, and optimising the 

performance of a Geth private Ethereum Blockchain. This combination allows operators 

and end users to ascertain the health, efficiency, and resource utilisation of the Blockchain, 

helping them to predict and thus prevent performance catastrophes. 

Then, an Ethereum PoA client was installed and configured for each node. Finally, a smart 

contract was programmed, deployed, and optimised on the Blockchain network to enable 

specific IoT functionalities such as storing sensor data and devices controlling actuators. 

The PoA consensus protocol was then analysed and suggested as the most efficient and 

scalable solution for the proposed BCoT architecture. This research effort successfully 
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proved the feasibility, viability, and performance of resource-constrained BCoT 

architecture to solve IoT's security, connectivity, and performance challenges. It also 

implemented and demonstrated a solution for the volume, velocity, and variety of IoT data 

using Blockchain technology. 

4.2 Scalable and Redundant IPFS Network Architecture Using Docker 
Containers 

A Docker Desktop IPFS network with six containers typically consists of three containers 

IPFS nodes and three containers IPFS cluster nodes, as shown in Figure (9). 

 

 
Figure (8): Docker list of IPFS containers. 

 
This architecture combines IPFS, the Cluster and Docker to create a robust, redundant, 

distributed content management and delivery network. The triple redundancy of three IPFS 

nodes deployed in three standalone Docker containers is essential to the network’s 

architecture. These nodes act as content store-and-share hubs for all content on the network 

so that, even if any single node goes down, replication mechanisms dictate that the data 

remains available in other nodes throughout the network. Complementing the IPFS nodes 

were the three IPFS Cluster nodes, also encapsulated within the Docker containers. These 

Cluster nodes are essential for orchestrating content-pinning strategies across the IPFS 

nodes. This orchestration boosts data availability and allows for efficient content 

replication. Consequently, content can be reliably accessed and maintained, even in 

dynamic and potentially unstable network conditions. The advantage of this Docker 
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container approach was that it allowed for easy network scaling by adding or removing 

containers to adapt to the evolving data and traffic requirements. Isolation introduced by 

Docker ensured that each component operated independently, minimising conflicts of 

operations in the system. Portability with Docker container facilitated uniform deployment 

across various environments. From developers’ laptops to testing and production cycles, 

deployments can be easily orchestrated with Docker and Docker Compose. Resource-wise, 

Docker improves hardware utilisation through efficient deployment and management with 

tools like Kubernetes. As IPFS, IPFS Cluster and Docker are integrated into one system, 

these containers form a highly resilient and adaptable yet efficient data storage and delivery 

system. It addresses the range of challenges in data storage, such as redundancies, high 

availability, and ease of management across a wide range of applications, from 

decentralised applications and web services to content storage and delivery or even 

permanent content archival systems. 

4.3 Ethereum Blockchain and PoA Integration with RPi4 Edge Nodes 

The Ethereum Blockchain network can use the peer-to-peer network to support dApps and 

smart contracts in its built virtual computer engine called the EVM. This decentralised 

peer-to-peer system enables wireless access and broadcast of information and transactions 

from one peer node to all other peer nodes in the system. However, the propagation time 

of these transactions depends on the robustness and dependability of the underlying 

wireless network infrastructure. If the wireless network is robust enough, the transaction 

propagation will be fast, leading to faster, efficient, and timely transaction processing. 

Since both these goals promised to be nontrivial, the other half of the computational 

workload was distributed to proximate edge devices, such as the RPi4. This architecture 

accomplishes two things that are both crucial: (1) data is processed and stored locally on 

edge, well in advance when it reaches the Blockchain network, significantly lowering the 

burden on the limited hardware resources of this network; and (2) many data points can be 

processed simultaneously, improving efficiency. Additionally, different security measures 

have been employed to prevent malicious entries by unauthorised parties. For example, we 

use an official protocol called MQTT to have a potentially universal abstraction layer as a 

foundation for receiving and forwarding all sensor data to or from the server. This allows 
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us to ensure that all sensor data being received is formatted correctly for the specific task 

at hand, which increases the system's reliability and efficiency. 

In the proposed BCoT architecture, an Ethereum PoA client is installed and configured on 

each RPi4 node; moreover, the smart contract has been programmed, deployed, and 

optimally configured on the Blockchain network to enable the desired IoT operations, such 

as sensor data persistence and actuator control. The PoA consensus protocol is preferred. 

It is one of the most promising approaches to designing the proposed BCoT architecture 

and one of the most efficient and scalable in the current IoT landscape. 

Through this research endeavour, the feasibility, viability, and overall performance of an 

IoT-constrained BCoT architecture has been successfully demonstrated to address 

underlying security, connectivity, and performance issues prevalent in IoT. By capitalising 

on the respective merits of IoT and Blockchain technologies, this hybrid system 

implements a data processing solution to explore the simultaneous benefits of handling IoT 

significant data volume, velocity, and variety by leveraging Blockchain-inspired 

characteristics to maintain data integrity, transparency, and immutability.  

Scaling offers several benefits, notably the lightweight and energy-efficient characteristics 

of the Proof of Authority (PoA) consensus mechanism, which aligns well with the CPU 

capabilities of Raspberry Pi 4 (RPi4) nodes. This network can effectively distribute 

computing tasks, addressing processing, coordination, and storage requirements in a 

balanced manner. For instance, data processing and storage can occur locally at the edge, 

alleviating the load on the Blockchain network and thereby enhancing performance. 

Utilising RPi4 nodes as edge devices facilitates more efficient data filtering and processing 

before it reaches the broader Blockchain network. Irrelevant computations are eliminated 

before involving the network, significantly reducing the strain on the Blockchain. In 

addition, a decentralised edge can perform some computational offloading that would 

otherwise burden the Blockchain network, thus improving its overall efficiency. Instead of 

overwhelming the Blockchain network with numerous transactions, it is logical to track 

only the significant ones. Hence, the PoA consensus protocol eliminates the necessity for 

computationally intensive processes like mining, which are common in other consensus 

mechanisms, such as Proof of Work (PoW). This further decreases the system's energy 

consumption, making it suitable for systems with limited entropy. 
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4.3.1 Edge processing  

Edge computing plays a crucial role in BCoT by helping the system to perform better and 

more securely. Rather than streaming raw sensor data to the Blockchain, each RPi4 node 

effectively functions as a powerful mini-processor. Using the MQTT protocol, Raspberry 

Pi nodes can communicate with each other and resource-constrained IoT devices, 

streamlining point-to-point communications. These nodes can perform extensive filtering 

and analytics on the sensor data before sending this data over the Blockchain, effectively 

reducing network traffic and shaving milliseconds off latency. Each node can operate as a 

localised processing hub, making real-time informed decisions by applying if-else rules to 

sensor readings.  

This capability negates the need for centralised command-and-control intervention in 

changing circumstances and allows the BCoT to respond to emergent situations with data 

fresh from the source. Moreover, given how edge processing keeps sensitive data close to 

its generative source, these nodes can add extra resilience to the system against cyber-

attacks. With edge computing capabilities, the BCoT architecture can withstand certain 

kinds of disruptions to either the Blockchain or central servers. Overall, edge computing is 

indispensable in BCoT, optimising performance, securing the system, and enabling real-

time control while operating on the system’s periphery. 

4.4  Data Collection and Storage 

The BCoT architecture has been designed to automatically channel IoT sensor data into a 

healthy data flow pipeline. From there, InfluxDB, a highly scalable time-series data 

provider, provides storage for structured data and data flows at an excellent level of detail, 

allowing for the analysis of historical sensor datasets. Then, Grafana visualises the data for 

display on dashboards and enables real-time monitoring and alerting for any substantive 

changes in the data, such as faulty operations for a device—node-RED acts as a data 

mediator, connecting sensors, smart contracts, and visualisation systems.  

Figure (14) shows that the smart contract data is read with the Node-RED module. In the 

information node, the Node-RED module performs the rpcUrl and ABI of the already 

deployed contract and the call smart contract method. With the call, the data in JSON 

format is returned to the message payload. 
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Figure (9): Nod-RED dashboard and function modules are used to transfer data from MQTT to Blockchain. 
 
The data inserted in the smart contract in JSON format into the InfluxDB database is 

written with the Node-RED-contrib-InfluxDB package installed via the manage palette of 

Node-RED. In the information node of InfluxDB, server and database details need to be 

entered: 

This data was stored in InfluxDB after the smart contract was read. Then, in Grafana, they 

built charts to display the collected data. Node-RED included the Grafana chart in the 

Node-RED dashboard via the "Embed Grafana Chart in Node-RED dashboard" flow and 

a custom Grafana dashboard. Likewise, the parsing and setting of the payload followed 

while the injection from InfluxDB took place. The Test Data Webhook was accessed to 

function as an endpoint, and that was all for the datasheet. 

4.4.1 The Efficient Dynamics of Ethereum's Clique PoA Protocol in BCoT 

The Ethereum PoA protocol forms the system's foundation, empowering designated 

authorities to function as signers (miners), actively mining and distributing blocks 

throughout the network. Upon the arrival of a new block, transactions undergo immediate 

verification, resulting in a network latency equivalent to a single block. At the heart of the 

system's efficiency and security is the Ethereum Clique PoA protocol, a robust consensus 

mechanism overseeing the operations of the Blockchain network. Notably applicable in 

IoT domains, it excels in handling real-time data with low latency. The protocol 

strategically designates trusted authorities to mine and distribute blocks, relying on the 
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integrity of these authorised nodes, offering tangible benefits in network latency and power 

consumption. 

The way the Clique PoA consensus works is that a group of vetted nodes participates in a 

round-robin process where individual nodes are responsible for creating blocks 

sequentially and in a fixed time interval. If a node cannot create a block during its turn, the 

next node in line creates it. Cycles of this nature give each authenticated participant an 

equal share of the block-production opportunity. If they successfully create a block, the 

node distributes the new block to all the other nodes in the network, which kicks off a series 

of transactions, where every node verifies blocks and then integrates them into the shared 

ledger. Apart from preserving the integrity of the Blockchain, this system also ensures that 

validators are incentivised to compete in a way that minimises their power.  

In this way, the Clique PoA protocol demonstrates a very sophisticated balance between 

authority – through the nodes authorised in advance – and the decentralised execution of 

that authority, providing a robust, efficient, and scalable consensus mechanism for 

permissioned Blockchains (Rani, et al., 2023) (Islam, et al., 2022). 

The Clique PoA protocol proves to be an exceptionally efficient consensus mechanism, 

facilitating swift and secure operations within the Blockchain network. Its inherent energy 

efficiency eliminates the need for resource-intensive mining equipment. Furthermore, the 

protocol seamlessly integrates into the IoT landscape, addressing resource constraints with 

low latency and minimal power consumption. The protocol's reliance on trusted authorities 

adds an extra layer of security, distinguishing it favourably from other consensus 

mechanisms such as PoW.  

Getting data quickly is essential for remote control and immediate responses in IoT 

applications. In addition, power efficiency is where many IoT devices run on batteries, so 

saving power is crucial. Clique PoA is very energy-efficient, so IoT devices can use less 

power while staying connected. This is especially important for devices in hard-to-reach 

places. PoA is more secure than other methods like PoW. It relies on trusted authorities to 

make sure everything is safe. This helps keep the IoT network secure and trustworthy 

(Kaur, et al., 2021). 
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4.4.2 BCoT Security Analysis 

The proposed architecture can measure Blockchain's impact on future IoT applications (in 

this specific application – for remote laboratories and machine learning-based real-time 

triaging of ICU patient vital signs), offering an extensive behavioural analysis of 

transaction throughput and latency, two crucial aspects of efficiency and scalability. The 

system comprises a CPS with three nodes based on the Raspberry Pi 4 model computing 

board. The nodes can act as authorised signers (miners) on a private Ethereum Blockchain 

using PoA consensus and smart contracts to create trust among the participants. 

The architecture design also tackles indirect threats to the integrity of IoT apps, such as 

man-in-the-middle and Sybil attacks. Before these attacks can be executed through routing 

manipulation, double-spending, transaction malleability, cloning and other mechanisms, 

the intruder must access the network so that their malicious code is routed to the target 

microcontroller. With a private Blockchain and PoA consensus, this architecture network 

security is much improved. Second, there is an encrypted channel between all the nodes 

and the microcontrollers, so unauthorised routing modifications cannot be made. In the 

context of indirect threats inherent to Blockchain architectures, such as double spending, it 

is crucial for transaction validators to exercise rigorous due diligence. For instance, 

executing a double-spending attack requires the attacker to generate two transactions that 

indicate the expenditure of the same bitcoins. As the transactions are propagated around 

the Blockchain, these two invalid transactions will be marked as such, and whoever 

validates the transactions will know that they are coming from the same address and, hence, 

discard one of them. In this architecture, all transactions recorded on the Blockchain 

validated by selected signers and completed through smart contracts to make them 

immutable. 

Second, application development stops the public risks associated with transaction 

malleability: smart contracts only enable and enforce standard, authorised transaction 

actions in their standard form, without any possibility for ‘off-chain’ modification. Cloning 

attacks are blocked with only authorised signers being part of creating and propagating the 

block, reinforced by the authentication system. The architecture is designed to recognise 

and avoid Sybil attacks by including authorised signers and options for additional identity 

authentication. 
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Furthermore, the system has a strong security indicator, which evaluates several crucial 

parameters of the network’s performance, namely throughput, latency, and so on. RPi4 

nodes have been additionally deployed to proudly prove the feasibility of the architecture 

in practice, delivering the desired level of security in IoT networks of remote laboratories. 

In addition, a built-in mechanism for continuous monitoring, regular security audits and 

implementation of best security practices makes it a robust architecture whose security can 

evolve to face new threats. Hence, the decentralised and immutable characteristics of 

Blockchain, augmented with the computational strength of RPi4 nodes and the safety of 

smart-contract execution, are proficient at providing the desired security, transparency and 

utility for IoT, which will enable novel and safe applications for IoT, enabling all levels – 

public and private – to benefit from IoT (Haque, et al., 2024) (Gulia, et al., 2024) (Allam, 

et al., 2024). 

4.5 Chapter Summary 

The integration of Raspberry Pi 4 (RPi4) nodes with an Ethereum PoA Blockchain, 

alongside various microcontrollers linked via MQTT, has been showcased as a powerful 

solution that provides numerous advantages such as improved security, enhanced 

communication capabilities, and greater automation. In this setup, an Ethereum PoA 

Blockchain was successfully deployed across three Raspberry Pi nodes, each interfacing 

with four microcontrollers through the MQTT protocol. The data generated by the sensors 

was systematically stored on the Blockchain and InterPlanetary File System (IPFS), 

utilising the functionalities offered by Node-RED. The selection of the consensus 

mechanism was tailored to meet the unique requirements of the Blockchain network and 

the edge processing strategies implemented to optimise system performance. As 

technological advancements continue, this integration is anticipated to evolve into more 

sophisticated applications, gaining traction within both scientific and engineering sectors. 

The architecture demonstrates the feasibility of combining these technologies and 

highlights the potential for future developments that could further enhance the efficiency 

and effectiveness of similar systems. The results indicate a significant improvement in 

operational metrics, suggesting that such integrations can lead to more robust and reliable 

systems supporting complex applications in various domains. 
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In the next chapter, Chapter 5: Blockchain as a Learning Management System for 

Laboratories 4.0, the chapter illustrates the evolution of the laboratory management 

system from Lab 1.0 to Lab 4.0. It describes a Blockchain-Based system for managing the 

remote lab, benchmarks traditional systems, and discusses the results and implications of 

the novel approach. The chapter describes the potential of Blockchain to revolutionise 

laboratory management.
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Blockchain as a Learning Management 

System for Laboratories 4.0  

5.1 Introduction 

At the beginning of the 21st century, the world witnessed the emergence of modern 

technologies that enabled it to identify the Fourth Industrial Revolution. It appears that this 

new revolution has turned the Earth into a site of excitement, uncertainty, and anticipation 

with a mixture of enthusiasm and fear. The new revolution has mixed the physical, digital, 

and biological worlds into one in a way that had not been achieved before. At its core, AI, 

Robotics, IoT, 3D Printing, Drones, Cloud Computing, Augmented Reality, Big Data, 

Blockchain, Nanotechnology and New Materials, Genetic Engineering, Quantum 

Computing, and other technologies are merging with and influencing the Internet. Mobile 

devices form a new CPS that would shape the future and profoundly impact individuals, 

industries, organisations, countries, and even international relations (Schwab, 2016). The 

Fourth Industrial Revolution will be a complex ecosystem of creative disruption, replacing 

old jobs and establishing lots of new categories of work. The shift will have far-reaching 

implications for the labour market ecosystem – and the skills needed for the workforce. 

The Fourth Industrial Revolution will lead to transformations in how we manage human 

capital, including how we develop leadership, transform organisations as consultants, and 

how organisations need to redesign the careers and job roles of their human workforce. 

With this wave of technological advancement comes a shift of old and new jobs; some 

positions in the workforce could become obsolete, while other new positions will develop. 

This will change the direction of work, requiring educational instruction and professional 

development systems to match the changes of working in Industry 4.0. Leadership models, 

consultation methods and hiring techniques must also adapt to this newly developed social 

and economic environment. The skills matrix required for employability in the new age is 

a widening array of cognitive and technical underlines the need for adaptive learning and 

agile career development to traverse the evolving occupational landscape of the Fourth 
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Industrial Revolution (Hirschi., 2018) (Michael A. Peters, 2016). To keep up with the new 

revolution, ministers and authorities worldwide are taking immediate action to follow the 

new era and introduce new technologies to provide better services, grow, and ensure a 

decent quality of life for their citizens (Ally & Wark, 2019) (Krajčo, et al., 2019). 

A primary task for higher education institutions, particularly the universities, is to 

incentivise young graduates to be prepared for this new scenario to become a new creative 

generation in line with our industry 4.0, which is characterised by machines that are 

interconnected and can communicate with each other and collaborate day to day in the 

manufacturing and production industry. This summary of the vision of Industry 4.0 opens 

the door for establishing Education 4.0: Education 4.0 is a vision for the future of learning 

that reflects and motivates students’ ways of life in which machines and humans can 

collaborate through a network to explore and innovate (Halili., 2019) (Hussin., 2018) (Xu, 

et al., 2018). Therefore, essentially, Education 4.0 is the vision, the blueprint of how 

learning is envisioned to be in the future and the preferred approach manner of learning, 

where students want a system that reflects and even improves their desired ways of living, 

and also the future of systems learning where machines can learn and perform joint tasks 

with humans across any given networks (networked learning) (Salmon., 2019). Because it 

should prepare engineers with the tools needed to deal with the management of digital 

technologies in a globally connected, technological world, Engineering Education 4.0 is 

the gateway to the vision of Industry 4.0, especially in this sense (Frerich, et al., 2016) 

(Coskun, et al., 2019). Indeed, the virtual and remote laboratories of today have made a 

significant contribution to crystallising and making more resolute a new paradigm of cyber-

physical education that needs to monitor and control, through software algorithms and 

simulations, the physics experimentation of all the possible typologies and topics, as it 

becomes possible to connect the real with the virtual world (Auer, et al., 2019) (Mourtzis, 

et al., 2018). In contemporary distributed systems, Blockchain signifies a transformative 

paradigm for decentralised management. Such architectures facilitate the streaming and 

allocation of data to remote laboratories within a framework characterised by distributed, 

transparent, traceable, reliable, secure, and trusted peer-to-peer data sharing. This approach 

enhances operational efficiency and ensures robust data integrity and security, addressing 

critical challenges inherent in traditional centralised systems. By leveraging Blockchain 
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technology, stakeholders can achieve improved accountability and trustworthiness in data 

transactions, fostering a more resilient infrastructure for collaborative research and 

development activities. Integrating these systems holds significant promise for advancing 

the capabilities of remote laboratories, ultimately leading to more effective and innovative 

applications across various domains. IPFS, an InterPlanetary File System that functions as 

a distributed storage, adds to this data ecosystem. It promotes a peer-to-peer hypermedia 

protocol capable of handling and storing the immense volumes of data stemming from 

operations in remote laboratories. The architecture of IPFS supports ways for ‘sharing and 

storing’ large datasets where integrity is maintained, and data accessibility is granted as 

these networks are spread out. The combination of Blockchain and IPFS technologies 

provides an elegant example of how data transfers can be secured and safeguarded for 

remote laboratory environments because of their unique characteristics of decentralisation, 

integrity and immutability, and also presents an attractive mechanism to transparently 

handle larger and larger volumes of scientific and operational data in scientific research 

settings (Hussein, et al., 2023). 

5.2 Blockchain, IoT, and Education  

5.2.1 Blockchain in Education 

Blockchain technology has been viewed by universities in various parts of the world as 

having immense potential. It has led to various possibilities from when its scope was 

simulated for adoption into our world. Published works on Blockchain in education started 

showing up in literature, with each year seeing an increased number of publications all 

focusing on Blockchain applications in different areas of education, as explained by other 

researchers. Various reviews then were published on Blockchain and education; however, 

up to now, all of them have practically illustrated how Blockchain has been received in 

education to promote the opportunity of its implementation and the palatable effects it can 

bring to education. These surveys highlight the trajectory of Blockchain into many 

applications in higher education institutions, all geared toward improving teaching and 

learning activities and enhancing collaboration among stakeholders – students, teachers, 

parents, and potential future employers (Atienza-Mendez & Bayyou., 2019).  
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In addition, Blockchain may play a significant role in four strategic scenarios: identity and 

students’ records, cost, and new pedagogy (Sahonero-Alvarez, 2018). These are ten 

features of Blockchain: distributed consensus, transaction validation, innovative contract 

platforms, peer-to-peer value transfer, incentive, bright property, security, immutability, 

uniqueness, and smart contracts. Decentralised Blockchain has been witnessed to attract 

university administrations and processes, including e-transcripts and digital degrees 

verifying and sharing certificates, assuring reliability, competence demonstration and 

learning outcomes management, reviewing the student’s professional ability, fees and 

credits transfer, test review, cloud storage for personal information, identity management, 

and functioning a blended or distance learning and lifelong learning. 

Reis-Marques et al. speculate that Blockchain technology ‘could bootstrap learning with 

equal incentives’, citing how the ‘magic’ of the Internet had been lost and that people 

focused on securing content and sharing knowledge. Attention was turned toward creating 

safe, cognitive virtual learning zones for stimulating learning (Reis-Marques, et al., 2021). 

This attention could transform how professors provide lectures and content, administer the 

course, and access students’ reports, assignments, and exams. However, despite its 

relevance, they note that Blockchain has never been applied in engineering education, with 

only a handful of literature contributions to the field, specifically in new pedagogy, CPS, 

and remote labs. At the same time, Kassab et al. noted the undeniable industrial need for 

Blockchain experts. They comment on the main qualities of the current job offers. Such 

innovations gave fresh impetus to calls for overhauling engineering education and 

reorienting it to focus on Blockchain-native software engineering at the bachelor's degree 

and other more practical specialised learning opportunities (Mohamad, et al., 2021).  

Blockchain technology can revolutionise university life across education by upgrading user 

and system support and through automated procedures and checks, ensuring academic 

integrity using long-term logs, which are difficult to erase. For years, universities have 

attempted to classify their data into various categories. Blockchain will finally bring some 

logical standards to the process and allow management to transfer across all data types. 

Blockchain technology can accommodate most university requirements. For example, 

many institutions and businesses already rely on Blockchain technology, which helps 
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facilitate academic procedures and processes on a digital platform and aligns management 

standards. 

Blockchain technology existed before its introduction into education, but that name did not 

refer to it. Indeed, UC Nicosia started storing diplomas in Ethereum and receiving Bitcoin 

payments for study fees in 2014 (Castro & Yong-Oliveira, 2021). Moreover, MIT – which 

has a track record of technological breakthroughs (like the creation of the first 

programmable computer in the 1940s) – teamed up with a Machine Learning start-up to 

develop a Blockchain cohort known as Blockcerts, geared towards ‘making it 

straightforward for anybody to issue and verify open, Blockchain-backed diplomas and 

academic certificates in 2016’ (Castro & Yong-Oliveira, 2021). Quite a few articles found 

in academic literature posit the idea that Blockchain can be used in different domains, from 

certifying credentials to accrediting academic programmes and schools, for safeguarding 

educational management systems, safeguarding digital rights, student performance, 

learning outcomes, and more (Panagiotidis, 2022). 

In early 2018, 13 professors (six from Oxford University) floated an intriguing new idea 

called ‘Woolf: The First Blockchain University’. The white paper described a decentralised 

university model built on Blockchain technology, abolishing administrative ‘middlemen’, 

promoting faculty governance, and enabling smart contracts to guarantee transactional 

security. Meanwhile, the goal was to help solve the student debt crisis and the 

overdependence on adjunct professors by allowing for direct interactions between students 

and professors, eliminating overhead, and creating continuing revenue streams for 

educators. By the summer of 2019, Woolf had quietly abandoned its Blockchain emphasis 

and turned to a standard online learning platform, possibly because of regulatory and 

practical complexities in implementing the Blockchain model (Jandrić, 2020). The basic 

model of Blockchain University is that professors will be able to share what they have 

learned with potential students, offer courses and modules of courses, and, in the process, 

allow those students to accrue credit toward undergraduate degrees (Anon., 2018). The 

Blockchain University also includes tools that automate most of the transactional, 

administrative tasks – student enrolment, registration, billing, payment, certificates, letter 

grades, etc. – reducing overheads significantly (and replacing much of the need for 
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orchestrators) and allowing for a purely decentralised, flowing, self-organising school 

structure in which individuals are the architects of their contractual processes. 

Several Blockchain-based educational and learning-oriented commercial systems have 

been developed to serve students, universities, and employers. Some are specialised 

Blockchain-based certification and identity-management platforms such as Digital 

Credentials Consortium, Open-Source University, AP-PII or BCDiploma, while others, 

like BitDegree and ODEM.io, are more directly aimed at lifelong learning by promoting 

lifelong learners (Steiu, 2020). Meanwhile, Sony Global Education is a cross-sectional 

third-party assessment platform, released in collaboration with IBM in 2016, that purports 

to be a multi-functional global open-education infrastructure that supports multiple types 

of assessment, stores, protects and shares data on student performance and development 

information (Panagiotidis., 2022). 

Gilgamesh is another new Knowledge Exchange Platform on Ethereum smart contracts, 

opening in 2022 in San Francisco, California. Readers of books, students and writers can 

all participate in dialogue with each other across all genres of writing. Participants can earn 

rewards through tokens as an incentive and are encouraged to contribute content, discuss 

it in writing, and buy more academic e-books. Another interesting example is the BEN, a 

community of students and alumni worldwide created by students from MIT and the 

University of Michigan engaged in Blockchain initiatives since 2015. BEN has more than 

4,000 members and has a worth of $11 billion created through its ideas, prototyped, and 

launched start-ups (Anderlini, et al., 2023). Blockchain technology has enabled university 

library services to be more cooperative and efficient, creating a unified university 

innovative library network. (Li, 2022). Recently, a Blockchain-based innovative library 

scheme for intelligent value-added services was proposed to solve problems related to 

resource collection, data storage, and information dissemination (Hu, 2022). It also solves 

the Smart Library's security problems from data collection, storage and dissemination and 

improves the user experience. 

Using the Blockchain technology on the hardware feature provides opportunities for 

networks to manage datasets to create data empires in the context of an intelligent 

university and ensure everyone, including faculty, students and other stakeholders, can 

access the system remotely but without accessing the raw data, therefore, maintain the 
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confidentiality, integrity of data (Hou, et al., 2020). The system design comprises four 

levels as follows: perception collection, backbone, management, and service such that 

resources coming from various sources, including educational administration system and 

public facilities; campus networks, smart terminals; and sensors can be connected to the 

system and record/capture the activities conducted by the student and teachers within the 

university. Recently, An Ethereum-based Blockchain has been proposed for 

implementation in the remote laboratory to safeguard the successful operation of online 

experimentation and the opening up of data and information transmission in a 

decentralised, open, verifiable, reliable, secure and trustworthy method, thus guaranteeing 

the privacy of student files and reports (Al-Zoubi, et al., 2022). 

The uses mentioned above are just the beginning regarding Blockchain technology's 

benefits to colleges and other higher education establishments. The technology will take 

some time to fully develop and become apparent in practice, allowing its effects to be felt 

widely. However, Blockchain technology continues to be a serious contender for the "next 

big thing," which might transform higher education and usher in its next development 

phase.  

5.2.2 IoT in Engineering Education 

Today, in terms of the pace at which our lives are changing, modern technologies are 

entirely reshaping our daily living and work-based routines and habits, transforming whole 

fields such as education and higher education and impacting each person. Despite the many 

reasons why new technologies are reshaping education and universities, one of the most 

important ones is undoubtedly the impact of emerging technologies on the learning format 

(Abbas, et al., 2021). Online learning platforms such as Coursera and Udacity allow 

students to access learning from anywhere in the world for the first time, providing many 

students with opportunities they would never have had without these modern technologies. 

Other emerging technologies are also transforming aspects of learning. For instance, in 

terms of how students learn, AI is now being used to create bespoke learning experiences 

that match individual students, such that a machine can monitor a student as they are 

learning and assess when a student needs extra support, thereby allowing them to learn at 

their own pace and in a way that is most impactful for them (Popenici & Kerr, 2017). 
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IoT technology is an innovation that is helping to transform engineering education. It is an 

emerging technological revolution that takes the idea of connecting physical devices with 

digital platforms to the next level (Asad, et al., 2022). Regarding engineering education, 

IoT can help create smart classrooms and laboratories with intelligent sensors, cams, etc. 

Students can interact with different connected devices and systems to perform hands-on 

activities and gain a more practical understanding of the engineering subjects. Also, the 

IoT can enable remote monitoring and control of equipment. This can help students 

perform their experiments, gather data away from the lab, and make learning more flexible. 

As any of these technologies mature, they will likely continue opening up new learning 

possibilities, assisting students in preparing for future careers and supporting their success 

in the workplace. The implementation not only enhances accessibility but also allows for 

personalised customisation, thereby significantly improving the learning experience. 

However, it also makes learning more entertaining. For example, IoT provides an 

opportunity to simulate real problems in engineering (Košťál, et al., 2019), providing a 

hands-on approach to learning, engaging and immersing students in what they are learning, 

and helping them maintain a deeper understanding of abstract concepts and things they 

may otherwise have difficulty comprehending. Because emergent technologies are coming 

faster than ever, it is much easier for teams to build products, and new tech use will increase 

in the coming years. This also means there will be new opportunities and challenges to 

overcome. As emerging technologies develop, they will provide educators with new 

learning methods to equip their students with the proper skills to succeed in the demanding 

and growing job market. 

Over the past years, universities and other institutions of higher education, in particular, 

have committed themselves to doing so by placing their training programs as well as 

research and development activities at the service of the new era through their vision to 

produce well-equipped graduates to face the complexity of the new era, including 

education 4.0 as well as innovation and creativity and agility for the impact of Industry 4.0 

on the interconnection of the equipment, and able to face and manage productions and 

manufacturing processes (Halili, 2019). In line with Education 4.0’s roadmap for future 

learning, students would experience learning practices that mirror and catalyse how they 

live in environments dominated by symbiotic networks of artificial and human intelligence 
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interacting to innovate new dimensions of possibilities (Salmon, 2019). Engineering 

Education 4.0 is critical to actualising the vision of Industry 4.0, as it will enable 

educational institutions to produce engineers who can effectively harness the power of 

digital technologies in a technology-intensive and globally interconnected environment 

(Frerich, et al., 2016) (Coskun, et al., 2019). The establishment of the virtual, remote lab 

significantly influenced the description and representation of a new cyber-physical 

educational approach, in which physical experiments of various types and subjects are 

monitored and controlled by the software algorithms and simulations, increasing the 

dynamic interaction between the physical and virtual worlds, and becoming the core of the 

framework of Education 4.0. (Auer, et al., 2019)  ̧(Mourtzis, et al., 2018).    

Since the inception of Bitcoin in 2008, the introduction of Blockchain technology has 

gained momentum across multitudes of digital platforms such as cryptocurrency, finance, 

medical, logistics and charges. Nevertheless, education has shown a mediocre choice in 

using Blockchain for educational administration, including credential information 

management, competency and learning outcomes management, student professional 

competency measurement, fee and credit transfer, exam review and lifelong learning  

(Alammary, et al., 2019), (Vargas & Lindín, 2019), (Cheng, et al., 2018).   

Blockchain technology has found applications in numerous emerging fields, one of the 

most significant being the IoT (Alkadi, et al., 2021). Its potential extends to CPLs to 

enhance the educational experience, Blockchain should be integrated into course 

management and laboratory operations, seamlessly connecting with the learning process 

through a middleware interface (Narasimhan, et al., 2003). In both cases, Blockchain could 

be leveraged as a remote CPL providing authorisation, authentication, and scheduling 

services to ensure exclusive access through a queuing service or access to a calendar-based 

access-reservation mechanism and user-tracking services. Blockchain could replace third 

parties such as an LMS and deliver all relevant theory documents and protocol tasks to the 

students, including any additional information they might need. Moreover, Blockchain 

could facilitate communication between students and instructors, making it a valuable part 

of the e-learning experience. 

In CPL-based Blockchain environments, the students can use the username and password 

to connect to the CPL, book a specific timeslot, open a specified web page for controlling 



 

Page | 95 

the remote experiments as per the manual, get readings and adjust measurements, and 

visualise the different variables. At this stage, students may save the experiment results and 

put the acquired data in a file repository in the Blockchain; the laboratory reports are used 

to author the final reports, and then the submitted reports can be sent to the lecturers. This, 

in turn, means that CPLs can, in the future, be adapted to work in conjunction with exotic 

distributed systems without impairing the ability to read, store and synchronise data across 

devices via a cloud storage solution (Llanos Tobarra, 2016).  

5.2.3 Blockchain and Engineering Education 4.0 

The seamless integration of CPL and Blockchain Technology into Education 4.0 allows 

graduates to interact with the customised technical knowledge that engineering and allied 

professionals are expected to develop for the world in the new multi-dimensioned 

interconnected environment of Industry 4.0. 

Moreover, CPLs with the Blockchain platform offer hands-on learning experiences at a 

human-centric level of interaction. This facilitates designing complex engineering courses 

and real-world problems that can be explored through socially immersive simulations and 

ready-to-use physical labs and machines. The essence and core of Blockchain for 

decentralised training in CPL ecosystems is that it provides a secure-shared-ledger for 

courses, content and lab resources management in smart labs and e-learning environments 

by enabling three critical services: authorisation, authentication, and scheduling of 

students. To experience hands-on learning via virtualised physical and digital lab 

environments for realistic learning by doing, students must be authorised to create virtual 

and physical accounts to access the labs and machines using queuing/reservation-based 

strategies (Al-Zoubi, et al., 2022). 

By accessing the experiment's peripherals remotely from their laptop or mobile device in 

a CPL Blockchain environment, the students can configure the apparatus, alter inputs, take 

readings, and commit the data dynamically to a repository independent of the experiment 

to which it is related. The Blockchain enables this data collection to be transparent, 

auditable, and unalterable.  

In the lab of the future, systematic integration with IoT and Blockchain is carried out as a 

layer within the CPL system architecture. While the approach will soon potentially 
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revolutionise many engineering laboratories, several barriers remain. Security, connection, 

and performance are all important, often challenging, issues that must be addressed. 

Nonetheless, the combination of Blockchain and IoT technologies within CPLs has 

enormous potential to set a new standard for engineering pedagogy, closely aligned with 

the vision of Education 4.0, and prepare the next generation of engineering students to 

thrive in the digital era (Al-Zoubi, et al., 2022). 

5.2.4 Moodle as a Remote Lab Management Solution 

Technology-based learning is a model already undertaken by highly developed countries 

and introduced as an intrinsic part of those local educational systems and curricula. Also, 

in the engineering eLearning context, engineering learning materials and educational 

resources require developing specialised components for education and training 

(Gonschor, et al., 2022). Remote laboratory experiments allow students to research how 

actual equipment works and apply the theoretical concepts previously learned from 

classroom models. Consequently, experimentation is an integral part of engineering 

education. So, a university that prides itself on offering this kind of teaching must consider 

the learning laboratories as an integral part of its teaching model. Experiments in remote 

online laboratories became obligatory for creating renewable-energy learning scenarios. 

Instead, remote laboratories became the tool of choice for teaching all the concepts 

concerning renewable energy. One could say that higher education is moving towards a 

trend where, every day, new experimental sites enrich the traditional teaching strategy 

consisting of in-class lectures and hands-on laboratory classes (Monaco, et al., 2012). 

Although the theoretical part of the college pupil’s curriculum could be partly covered by 

the educational resources that the Internet provides for creating theoretical frameworks, in 

some fields of study, especially those related to engineering and sciences, there is an even 

more severe problem: a necessity to build, if not wholly, then at least partly the practical 

part of the content of their courses by using Internet-based technologies and tools.  

In the last decade, digital educational media has been used increasingly in distance 

education. Nowadays, we can observe that using digital media positively influences the 

students' knowledge, competencies, and attitudes, influenced by the rising number of tools 

provided for teachers and educators, such as LMS or Web-based laboratories. LMSs are 

the engine of administrative, documentation, monitoring, and reporting services for 
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training or course programmes – whether online or presented ‘live’ or in the workplace. 

Developed over several decades and refined over years and sometimes decades, they serve 

as a sophisticated infrastructure supporting the content management, communications and 

tracking of learners and their progress. The theoretical bases can be taught – and for some 

subjects, such as many humanities and sciences – through online materials. However, the 

practical side of most vocational education (such as engineering and science) requires new 

forms of application that take advantage of internet-based tools, such as Web-based 

laboratories and simulations (Wuttke, et al., 2019). Web-based laboratories refer to 

platforms that mimic or demonstrate scientific phenomena that require expensive or time-

consuming equipment and should consist of two distinctive and complementary 

components: 

1. Virtual Laboratories provide computer-based simulations with views and manipulation 

options similar to original simulations. In recent years, various existing simulations have 

been reinvented, involving interactive graphical user interfaces (GUI) where students 

can manipulate the experiment's controls and observe its development. 

2. Remote labs use real-world equipment, not simulations, to introduce students to 

practical work. The equipment is accessible online, allowing students to interact in real-

time. This method of conducting experiments remotely via the Internet began over ten 

years ago and has continued to grow ever since. Initially, a group of European projects 

assessed the quality of labs and determined which experiments were necessary by 

analysing the university's curriculum. Subsequently, specific experiments were selected 

and available across multiple labs at the College of Engineering. This enabled students 

to engage in engineering experiments remotely at the university level, enhancing the 

educational process. 

Experimental design researchers also led the way in creating the protocols that guide 

experiment design, establishing the proper approaches for industry to build labs, and setting 

the academic agenda for what should be made possible by experimentation. In tandem with 

the emergence of visions of the future of remote labs were the companies whose purpose 

was to build them. Companies with experience in engineering design and development 

created course-specific, experimental remote laboratories for engineering departments to 

support disciplinary laboratory offerings. The experiments to which students had 
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experiential access were predefined. Students were allocated scheduled time slots for these 

remote experiential learning activities. The resulting data would then be collected by web 

services or written into local files on the computer. So, the students could access this data 

to perform data processing—the universities where these laboratories existed, or the 

students that used them all existed in various places. Internet connectivity allowed these 

laboratories, which are physically distributed worldwide, to function like such. The 

cameras enable a real-time video broadcast so that students can watch the procedure when 

it is running. The laboratories were connected as in Figure (5). 

 

 
Figure (10): General architecture of remote labs. 

 

This remote lab teaching system uses Moodle as a software package. Moodle is a free, 

open-source software package for course management systems and virtual learning 

environments. Moodle uses free, open-source code to establish Internet-based courses and 

websites. It has all functions implemented by the modules, which include site management, 

user management, course management, task modules, selecting modules, chat room 

modules, forum modules, logging modules, test modules, resource modules, and other 

modules which can be integrated and applied to the course design. The Moodle learning 

management system is built upon a robust technological framework comprising various 

components, including web servers, databases, programming languages, and operating 

systems. At the core of this architecture lies the Apache HTTP Server, the predominant 

web server powering a significant portion of internet traffic. 



 

Page | 99 

Apache, an open-source software, has garnered widespread adoption due to its accessibility 

and collaborative development model, involving a diverse global community of individuals 

and organisations. Despite its open-source nature, Apache has proven its reliability, 

flexibility, and extensibility, making it a highly scalable solution capable of handling high-

traffic websites. 

The software's stability, cost-effectiveness, and open-source codebase contribute to its 

compatibility with numerous computers operating systems, enabling seamless installation 

and deployment across various platforms without restrictions. The latter's free and open-

source licensing model facilitates Moodle's integration with Apache as its web server.  

Complementing the web server component, Moodle utilises MySQL, a fast, reliable, and 

open-source database management system. Efficient query processing is a critical aspect 

of database performance, and MySQL's optimised indexing and rapid search operations 

have made it a preferred choice among Internet companies and significant organisations. 

Moodle's selection of MySQL as the default database is further reinforced by its seamless 

integration with Apache and PHP, forming a cohesive technology stack that operates 

efficiently across multiple operating systems. PHP, a server-side scripting language, is 

renowned for its cross-platform compatibility. It supports various operating systems, 

including Windows and UNIX-based environments and web server systems. This 

versatility enables Moodle, a PHP and MySQL-based application platform, to run 

seamlessly across diverse operating systems, contributing to its widespread adoption and 

flexibility.  

As a teaching solution, Moodle is chosen. Its extensible interface (i.e., plugins) will provide 

a component architecture for adapting some functionality. It provides an activity module 

that enables a connection with remote laboratory services. This kind of technology is very 

different from other LMS. The laboratory will be considered in its structure of a group of 

services (LaaS), so we do not have to integrate it into the complete module form. This 

increases the adaptation of laboratory system options from a component perspective, 

creating lightweight adaptive laboratories and increasing flexibility. The plugin will make 

up the standard generic functionality of the Moodle platform. However, it can 

automatically register laboratories. Then, it will provide an opportunity to accept the 

creation of an experiment. It will also connect the remote laboratory with the plan of the 
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course of work. For instance, it will offer a chance for students to master their capabilities, 

which will complement the training activities. 

When such tools are embedded into the learning process in a distance learning paradigm, 

say in the remote laboratory in the renewable energy area, such a set of characteristics 

might impact more than one dimension, such as the curriculum plan and the workflow (and 

the progression of students’ work) in the online courses presented in the distance. 

Renewable energy education's transition to distance learning necessitates significantly 

adapting traditional teaching methodologies. The highly structured and meticulously 

designed online course format becomes imperative, as it facilitates the effective delivery 

of educational content remotely. Furthermore, developing novel instructional materials 

tailored to guide students in leveraging embedded resources is crucial. Teaching strategies 

and curricular content developed for remote learning environments differ substantially 

from those employed in conventional classroom settings. This paradigm shift necessitates 

a comprehensive exploration of the interplay between distance education's unique 

characteristics and their impact on learning outcomes. Investigating approaches to enhance 

output quality and optimise the effectiveness of remote pedagogical approaches emerges 

as a critical area of inquiry. Moodle, a widely adopted LMS, is built upon the PHP 

programming language. Its core functionality is driven by a PHP process running on a web 

server, which interprets PHP pages requested through URLs and executes the 

corresponding code. Proper installation and configuration of PHP on the web server are 

essential prerequisites to leverage Moodle's capabilities. Moodle's permission system is 

role-based, assigning users specific roles within different contexts. The combination of 

roles and contexts determines the user's permissions and access levels on each page. A 

typical context within the Moodle ecosystem is a course where roles and permissions are 

defined and managed accordingly. 

On the other hand, with LabVIEW, an application was proposed (Hammad, et al., 2020) 

dedicated to designing a virtual lab for instrumentation/measurements. The described 

system accomplished the function simulation and stored the acquired data in a Blockchain 

private wallet, i.e., a Private Wallet. Moreover, current attempts are moved to create an 

innovative security solution for the implementation of FPGA remote labs, following a joint 

project between the Universiteit in Montreal (Montreal, Canada) and the Universidade do 
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Futebol Clube de Sao Paulo for the development of a working platform providing 

standardised security procedures through the implementation of Blockchain technology, 

aiming to develop a safe and easy-to-use Ethereum-based control system using an extra 

authentication and authorisation layer to improve robustness of the security level of remote 

experiments (Zet & Dumitriu., 2021). Another solution proposes developing and 

integrating Moodle with Ethereum to utilise Blockchain applications, integrating big data 

technologies (Werner, et al., 2021). A performance analysis was carried out in a dedicated 

paper to test the proposed solution in different usage scenarios. Further, e-learning 

frameworks with an integrated LMS to protect the university-distributed repository 

(Morais, et al., 2021) were also empowered how to implement the materials, questions and 

assessment banks to securely store the certification validation receivable at any part of the 

world versus the main aim to implement a distributed large-scale system according to a 

perspective to the private Blockchain model written in PHP language and implemented on 

Google Firebase (El-dosuky & Eladl., 2019). The examples above reproduce the central 

Blockchain-LMS lab 4.0 and offer the opposite of the above-stated effort to embed the 

Blockchain in technology-mediated learning. 

5.2.4.1 Remote Lab Virtual Learning Environment 

Implementing remote laboratory facilities at the university involved a comprehensive 

development, testing, and integration process. The web-based interfaces for these remote 

laboratories were hosted on the institution's primary servers, and a diverse cohort of 

students conducted a series of rigorous experiments to validate these laboratories' 

functionality and ensure the generated data's accuracy and comprehensibility. Upon 

successful completion of the laboratory and experimental validation process, the facilities 

were made accessible to the student body. Since the current experimental setup necessitates 

individual student access during designated time slots, implementing a specialised platform 

for managing student access became imperative. 

Following an extensive evaluation of available platforms capable of providing the required 

functionality, the institution opted to utilise the Moodle virtual learning environment 

(VLE) as the primary platform for organising and facilitating student access to the remote 

laboratories. This decision was informed by Moodle's robust capabilities as a Learning 

Management System (LMS) and its potential for seamless integration with the remote 
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laboratory infrastructure. The VLE was developed as a comprehensive eLearning delivery 

mechanism, not only for the remote laboratories but also for other courses within the 

curriculum. Careful consideration was given to selecting appropriate VLE tools for 

designing and adapting various eLearning courses, including those focused on photovoltaic 

and renewable energy technologies. The implementation of Moodle as the LMS within the 

VLE framework involved the incorporation of specific plugins and additional software 

tools to manage task queues, laboratory bookings, and scheduling systems. Particular 

attention was paid to integrating remote laboratories with the VLE to ensure a cohesive 

and user-friendly experience for students and instructors. 

The technical specifications of the VLE implementation included Moodle version 2.4.3+, 

PHP version 5.4.7, and MySQL version 5.5.27. Three distinct account types were 

established to facilitate effective administration and usage of the system: manager, 

instructor, and student. The entire VLE infrastructure was deployed on a dedicated server 

to ensure optimal performance and reliability. Although students can improve their 

learning experience by establishing a remote lab without many resources, setting up a 

small-scale lab for just one experiment with a lecturer's help is not enough. The instructor 

must determine the best way to expand the lab successfully while dealing with issues like 

security, stage growth, blending different subjects smoothly, guaranteeing accessibility, 

and preserving the lab's operational reliability. The aim is to develop a remote lab setting 

that promotes various innovative experiments, allowing students to investigate and test 

independently while enjoying an immersive and captivating learning journey. 

The prototype of a remote laboratory has been developed to illustrate its potential. The first 

phase of the prototype’s development has been described. Furthermore, the partners have 

expressed their opinions and questions concerning the prototype’s development, network 

bandwidth restrictions, user security, and potential integration into a course. This is the 

first step in determining the services of additional integration of remote laboratories. 

Therefore, for the remote laboratories to be federated, they must have the following 

additional services: 

• User creation and authentication are handled directly by the Moodle platform. 

• A booking system for remote laboratories must be developed. 

• Concurrent access for remote laboratories, which must be built. 
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• Authorization, which is provided directly through the VLE Moodle. 

• A video streaming server is accomplished using Webcam IPs installed in the 

physical laboratory. 

• The Moodle platform and the laboratory services provide user monitoring. 

• Given priority to concurrent access and booking system options. 

By sharing laboratory installations in their courses, institutions do not have to duplicate the 

deployment of identical laboratories at each institution. This avoids many costs and 

provides students with a global and more diverse range of labs. Thus, remote lab 

repositories would be created rather than just providing isolated remote laboratories 

managed by RLMS middleware, such as WebLab, DEUSTo, LabShare SA, Related, or 

LiLa. Such software can provide most missing services to remote laboratories and usually 

offers concurrent access and scheduling schemes. 

5.2.4.2  Experiments of Remote Lab 

One of the primary objectives of the e-learning course and the renewable energy 

laboratories is to enforce the educational innovation practices employed in distance 

education settings. Furthermore, the LMS facilitates the delivery of theoretical online 

classes by integrating features and tools such as administrative, synchronous, and 

asynchronous communication capabilities, assessment and monitoring capabilities, 

multimedia sharing capabilities, and standardised compatibility. The LMS conducts 

learning in online courses. 

5.2.4.3  Courses and Experiments Material 

The suitable educational and teaching materials were chosen, and attention was paid to 

integrating the remote labs developed into the VLE so that both the courses and remote 

labs deliver full interactivity and provide flexibility in content delivery and the possibility 

of shared social learning across partner institutions. All the materials required for 

renewable energy systems eLearning courses to deliver the traditional content were 

prepared and designed, as shown in Figure (6).  
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Figure (11): Page of eLearning courses and remote labs. 

 
The content of the courses was developed. An assessment and evaluation strategy were 

also developed to adapt the materials to the VLE platform. IT tools such as Moodle virtual 

learning environment, Adobe Photoshop and Flash for image editing and creating 

animations, and Lectora publisher for the content authoring tools were used. The courses 

were structured into topical modules, with each chapter packaged into the Shareable 

Content Object Reference Model (SCORM) format, adhering to a maximum upload size 

of 80 MB. This approach facilitated the seamless integration of the chapters into their 

respective topics within the learning management system. 

A comprehensive development process was undertaken for each chapter. The initial phase 

involved defining the chapter outlines and learning objectives and conceptualizing the 

overall design and layout. Storyboards were meticulously crafted to guide the content 

creation process. Multimedia elements, including images and animations, were carefully 

curated, and edited to enhance conceptual clarity and foster interactivity. Narrative sound 

files were recorded for all pages and animations, ensuring an immersive and accessible 

learning experience for diverse learners, including those with disabilities. The e-learning 

content was assembled within the Lectora authoring environment, where all components – 

textual, visual, auditory, and interactive – were seamlessly integrated into a cohesive and 

engaging learning experience. The chapters were subsequently organised into thematic 

sections, with the photovoltaic course comprising seven sections: sun, silicon, solar cell, 

grid-connected systems, stand-alone systems, design of stand-alone photovoltaic systems, 
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and their economic considerations. Concurrently, the hydropower energy course spanned 

ten sections, encompassing a statistical context overview, critical components of 

hydropower plants, system types, turbine selection and designs, technical issues, economic 

overview, environmental assessment, and hydropower applications.  

Quizzes and tests were strategically embedded within the chapters to reinforce learning and 

assess comprehension. Upon completion, the chapters were published in the SCORM 1.2 

package format and seamlessly integrated into the Moodle learning management system, 

ensuring a consistent and standardised learning experience across multiple platforms. 

 

 
Figure (12): Snapshot from Moodle after uploading the material: main topics. 

 

5.2.4.4  Laboratories Web Services Development Description 

The laboratories connected with the university's internal network, and each laboratory was 

given its IP address to facilitate access to it and connect it with the primary servers at the 

university. Web pages have been designed for each experiment. These pages contain tools 

to control the experiment remotely, a section for the webcam, and a section for data 

obtained from the laboratory. In contrast, the student controls it, as shown in Figure (8). 

These data are displayed in different forms or can be downloaded. This data is at the end 

of the experiment through the save buttons on the page. 
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  Figure (13): Screenshot of renewable energy remote experiment. 
 
The concept of a Web service is based on the idea that two electronic devices interact over 

a network through a Web service. The software framework is designed to facilitate 

interoperable machine-to-machine communication over a network and provide a function 

over a network address via a Web service with the service always running, similar to the 

utility computing concept. To organise and configure the Visual Basic for Applications 

(VBA) and other files composing the Web service, a Web service is created in a LabVIEW 

project and published to the host computer, as shown in Figure (9). 

 

 
Figure (14): Screenshot of LabVIEW web service. 
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5.3 Traditional Remote Lab Data Management Systems 

According to this methodology, the backbone of traditional remote labs architecture is 

based on a client-server architecture supported in a shared system through different 

integration options and approaches, mainly login access, file resources sharing, indexing 

skills and experiment running. Major integration options include dashboards, VLEs, and 

grid technologies (Tobarra, et al., 2015) (Danilo, et al., 2009). Moodle is the most popular 

open-source platform, and it is widely used as a learning management system (LMS) to 

provide students access to lab hardware (Guinaldo, et al., 2013). In Addition, Moodle 

contains some features, especially its ease of use for a large community of users and 

availability of tools for activities like administering, monitoring, and accommodating 

remote hands-on lab sessions. The platform runs on an open-source Apache web server 

based on PHP language and MySQL database. The platform supports a variety of plug-ins 

along with other software tools for electronic content management, virtual classrooms, 

assignments, and submissions and grading with associated feedback forms, quizzes (which 

allow the creation, delivery, and grading of online tests and quizzes), examinations, activity 

queues, lab booking (also called booking lab time/slots for experimental activities), online 

experiment scheduling (also called scheduling experiments at suitable time/slots for online 

tests), and submission extension mechanisms (Tobarra, et al., 2016). 

These physical devices are generally located in devoted laboratories on college campuses, 

but remote students can control them through the Internet. The typical architecture of such 

remote labs commonly uses two servers: (i) one server to control the lab apparatus and (ii) 

another for connecting the setup to the internet. Typical architecture of a remote lab. A 

third server can be implemented to host multimedia tools. The linking server acts as the 

communication layer between the remote lab and the web clients, and it sends back to the 

clients the experimental parameter values and the sensor readings (or others) to fulfil all 

the client requests. The linking server fulfils the acquisition and control loop tasks. 

Furthermore, the laboratory deployment includes an IP webcam pointing towards the 

apparatuses to bring the environment to life. Generally, this is driven by the desire to give 

the students real-time visual images of the lab environment and provide some visual 

feedback. 



 

Page | 108 

The Moodle VLE server hosts the software applications of remote lab clients itself, such 

as the operation procedures required for the management and arrangement of the students’ 

connections with the experiment; the information is processed in a selected web service 

due to its universal technology, platform interoperability, unobtrusive nature and low 

bandwidth the graphical user interface (GUI) was written through the Java programming 

language, the HTML programming language, the CSS programming language and the web 

service technology. The GUI aimed to develop interactive simulations for pedagogic 

purposes and academic learning. In the GUI programming, three simple RESTful Web 

services were selected (Llanos Tobarra, 2016). The first one was defined for the lab 

instruments and hardware. The second one was sending data from the lab's significant 

sensors. The third one was defined to monitor the status of the laboratory. RESTful Web 

Service makes maintaining AJAX requests accessible through any website or programming 

language. As a result, data are sent in JSON rather than XML format to cut down the 

required bandwidth when transmitting information. In principle, with the help of Moodle, 

it is easy for administrators to have a seamless experience in organising, documenting, 

tracking, and reporting remote experiences. Moreover, teachers can provide a complete 

online learning solution, including running experiments with relatively simple 

management and interaction (Hammad, et al., 2020). 

The VLE administrator sets up scheduling plugins, defines the laboratory name, examines 

the corresponding experiments, rejects the ineligible experiments, accepts the eligible ones, 

enrols the concerned students, registers student data in Moodle, and enables the student to 

conduct remote laboratory experiments by grouping all the allowed examples under one 

activity. Second, the administrator creates an experimental activity module, defines the 

parameters for the experiments, monitors the students through this activity, then defines 

the free time slots, where the environment is set up to let the student conduct the experiment 

written by the administrator, book a free time slot, click on the table that consists of all the 

experiments available. It creates a window containing all the free time slots available for 

that experiment. The flowchart of the selection process is shown in Figure (15). This 

scheduling system was developed and is used in developing ergonomics to help the 

students book the free time they desire without waiting for a spare time slot. The system 
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automatically calculates the number of sessions permitted by the date based on the 

experiment's limitations. 

 

 
Figure (15): Flowchart of design of the Moodle platform. 

 

The scheduling plugin shows the tables with the lab correlations and the experiment-saver 

controls, as shown in Figure (16). Three functions have been attached to the top of the 

admin page. A new lab is added by opening the Moodle registration form, as shown at the 

top of the admin page. This is the first step when the admin adds a new experiment for 

Moodle. Second, there is a facility to submit an additional experiment to the platform by 

opening another form to insert information about this experiment. Finally, let the 

administrator see a table and monitor the session state to review all plugin activity. The 

session page lists stateful work like waiting, running, completed sessions, time-out or 

unused, and an opportunity to drop the session. This value-added function is a hand if the 

activity is no longer relevant to the course. Thus, the admin can collect session information 
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for the lecturer. On the other hand, the system is controlled by plugins for concurrency, as 

it allows only one sit for an experience at a time. 

 

 
Figure (16): Remote lab scheduling plugin administration view. 

 
The student directly goes to the experiment page to experiment. At the beginning of the 

session, a unique window pops up with documents and services, such as experiment 

descriptions, instruction sheets or manuals, slide presentations to be streamed by webcam, 

the equipment, and the webpage URL link where hardware configuration is carried out. 

The experiment returns a URL link to the web page displaying the experiment's status, such 

as hardware errors and the students who are already running if any experiments are being 

run. The link to the web service allows experiments to download a file, including the 

session's results and the session’s minimum and maximum length. The administrator sets 

these time limitations to configure the experimental session in courses. Also, the 

administrator can create an optional pause duration between experiments with a minimum 

duration for each laboratory, which the instructor can change. Finally, a timer is available 

to give the students an indication of the time remaining in the session. A button is available 

for the students to download student experiment data. A copy of the data will also be stored 

in Moodle's private directory. The experiment’s GUI and a live webcam stream are shown 

in Figure (17). 
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Figure (17): A pilot renewable energy remote lab homepage. 

 
Students can verify that the hardware platform reacts to the user interface controls and 

value changes by checking the live streaming of the webcam. At the end of each 

experiment, students verify that they typed all the code correctly before ending the session. 

Students give themselves enough time for the result to be downloaded by clicking the save 

button and saving it as an Excel file that can be downloaded. At the end of the task, students 

analyse the results and send them to the instructor through e-mail or Moodle. 

5.4 Lab Chain: Securing Remote Lab Using Blockchain 

The way Blockchain technology decentralises ledgers, creating a distributed database that 

is shared across a peer-to-peer network, is a paradigm shift. It allows for simultaneously 

decentralised yet intrinsically trusted transactions without a single point of failure or a 

single point of centralised control. This is possible because, in exchange for removing a 

trusted third party, the system relies on the distributed consensus that no single set of nodes 

can alter a Blockchain’s contents without the network's explicit agreement. PoA consensus 

is an alternative to energy-intensive PoW systems. In PoA, a small set of validators are 

trusted by their reputation or validate transactions due to their pre-established position in 

the network. These validations are independently carried out, and then the validators go 

through an aggregating procedure across the nodes through the network that has been 

chosen as validators. PoA’s speed comes from smart contracts running on the validators’ 

hardware rather than wasting energy in every node. It means that PoA is especially suited 
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to permissioned networks, where the nodes are not an unknown quantity because it offers 

benefits including speedier transaction processing, lower energy needs and better 

governance of the network, a prime model for consortium or private enterprise Blockchain 

networks needing to balance speed and throughput over absolute decentralisation 

(Rodrigues & Rocha., 2021) (Saini, et al., 2021) (Ncube & Terzoli., 2020) (Son, et al., 

2021) (D & Maragatham., 2021) (Chan, et al., 2019). 

An architecture called “Lab Chain” has been developed for managing remote laboratory 

data in a university environment using Ethereum private Blockchain as the ledger to store 

lab data from distributed sources using smart contracts. The flexible architecture presented 

in Figure (18) shows how web applications can interact with the Ethereum private 

Blockchain network to manage remote laboratory data in a university environment. Lab 

Chain's heart lies the Ethereum private Blockchain, upon which we built smart contracts to 

store this critical data.  
 

 
Figure (18): Proposed Blockchain-based remote lab management architecture. 

Placing this data in a distributed ledger ensures data transparency, immutability, and 

decentralised control. Mapping (structure) and array (a multiple structure) used to create a 

data storage mechanism that is robust and scalable inside smart contracts for securing data. 

Another critical aspect we put in place was the IPFS for storing data. This started with a 

formalisation of the Lab Chain framework, setting up a symbiotic relationship between 

web applications and the Ethereum private Blockchain network, facilitating their 

interaction and data exchange: Each laboratory hosts its own Ethereum node that connects 
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to the shared Blockchain in the network via the web3.js API and the Geth client. At a high 

level, the Geth client configures the nodes, enrols the nodes to the Ethereum network, and 

has access to the distributed ledger for transaction execution and data management. The 

features of decentralisation and tamperproof immutability of the records on the Ethereum 

private Blockchain ensure that remote laboratory data will be stored and can be made 

available to other authorised parties within the university community. The same features 

add to the trustworthiness and accountability of each consortium member. Moreover, a 

distributed architecture reduces the risk of sites or servers being singled out as attack points 

for malicious campaigns, making the system more resilient to failure. 

Lab Chain addresses three related problems with remote laboratory data management in 

academia. It makes data more accessible to protect, more straightforward to verify, and 

easier to share and verify collectively, using open-source software that any research lab 

could set up. If the Blockchain technology utilized by LabChain can effectively guarantee 

the provenance of products, it may also be capable of ensuring the integrity and traceability 

of scientific experiments. This could enable more effective forms of individual and 

collaborative research than feasible today. It would help more labs do more science in new 

ways. 

Implementing the Lab Chain protocol to manage remote laboratory data within a university 

setting follows a predefined data-flow process. Upon successfully deploying and setting up 

Lab Chain’s private Ethereum Blockchain, the web app communicates with the Ethereum 

node using the HTTP protocol. To allow this communication, APIs (application 

programming interfaces) for Web3 are made available for commonly used programming 

languages such as JavaScript, Python, PHP, and others. The first step is to import the 

web3.js API, which defines the protocol to transfer the information stored on the 

Blockchain between the application on the browser and the Geth client. This web3.js HTTP 

request triggers the smart contract execution mechanism, which executes the pre-written 

rules and computations in the smart contract to manage the data securely and transparently 

from the remote laboratory. 

One of the basic principles behind the development of Blockchain’s is to interface every 

single instance of the management information systems and integrate it directly with the 

Blockchain infrastructure. Lab Chain is based on this architecture since it articulates a 
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roadmap of how to link legacy Web 2.0 apps with Web 3.0 Blockchain’s through libraries 

and APIs that facilitate the connection with their nodes. Furthermore, the Lab Chain 

architecture described in the framework consists of a frontend, a backend and a service 

layer created by integrating the Ethereum platform with the IPFS. This architecture 

replaces existing learning management systems, such as Moodle, with a Blockchain-based 

architecture designed for organising and conducting remote laboratory sessions. The 

frontend layer of the Lab Chain comprises a CMS for students and instructors to interact 

with the remote lab environment. The backend layer handles the data on behalf of the users, 

carrying out the necessary processing and management using Ethereum Blockchain, IPFS 

and other decentralised solutions to store and retrieve controllable laboratory data under a 

distributed environment.  

The Lab Chain framework allows the university to maintain its laboratory data remotely, 

using the Ethereum-private Blockchain's power and smart contracts. Figure (19) shows the 

flowchart of the design of the Blockchain learning management system. The development 

of the framework began by setting up our Ethereum Blockchain environment on a local 

and dedicated IPFS server. An Ethereum Node, web-server applications, and a MySQL 

database server are provisioned. Dashboard development: Programming in HTML, CSS, 

and JS, as well as a small quantity of Python, to interface with the HTTP method and 

communicate and interact with the Ethereum nodes. Learning management system 

development and deployment; Remix IDE for Solidity programme, a compiler used to 

create machine-level bytecode executed on the Ethereum nodes in the Ethereum VM, and 

smart contract testing, debugging and deployment. This is possible because all nodes in an 

Ethereum Blockchain are provisioned from Geth to enable decentralisation. The data 

produced by the experiment is distributed among all devices in the Blockchain: the third 

step is putting the students' data (theoretical or practically pulled from servers of the 

University Registration Authority) in an Excel spreadsheet. 

 



 

Page | 115 

 
Figure (19): Flowchart of design of the Blockchain learning management system. 

 
 

The registrar lists students, including their name, number, and specialisation. This list of 

students is then entered into a MySQL database server on which an admin can keep a 

record. Geth is also creating trial accounts. A Geth creates accounts by generating two hash 

keys (public and private key) – a public key as the student’s anonymous ID and a private 

key as a password that the system will accept. Students are granted some Ether (the 

currency of Ethereum) that they can spend to connect to a remote lab (coded inside a 

browser's extension called MetaMask) over an off-chain data management system 

("Registered student" status is true if the connected account is a student from the enrolled 

student list and false otherwise). 

The list of labs and corresponding experiments in remote labs will be displayed on the 

dashboard, and the experiment name, duration, URL, and data web service link will be 

included. After a student submits the private key to the smart contract’s user dashboard 
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home page, they can search for remote experiments available, book sessions within an 

allotted time window, and then run the experiments using the instructions provided. Once 

the experiment is triggered, the trial has been tracked, and the confirmation payment has 

been captured. Then, the SOLIDITY Mapping Array will download the experiment data 

(streaming from the experiment) until the allocated time expires. From the SOLIDITY 

Mapping Array, the experiment data (streaming from the experiment) are transmitted to 

the IPFS location for the smart contract in the form of Excel sheets to allow the record of 

experiment data for archive purposes. Suppose a lecturer or teacher asks for the evaluation 

of a paper by a particular student. In that case, the lecturer’s or teacher’s details are 

extracted from the MySQL server. The relevant experimental data is simultaneously 

extracted from the Blockchain mapping array and IPFS and evaluated. By using Ethereum 

private Blockchain, smart contracts and IPFS, Lab Chain provides a secure, transparent, 

and decentralised environment for remote laboratory data management, enhancing 

collaboration and increasing the efficiency of scientific research across the university 

community. 

5.5 Secure and Transparent Learning 

The remote data management system was first tested on a renewable energy lab consisting 

of rooftop solar panels and wind turbines. These experiments were programmed in a 

graphical language named LabVIEW, which was installed on the web server. The obtained 

data was transferred to the lab computers via a programmable automation controller. Wind 

and Photovoltaic Energy illustrates a laboratory to nurture students' knowledge of the 

properties of PV panels and wind generators. Students will develop their skills by 

monitoring PV panels and wind turbines' output current, voltage, and power. Other 

experiments include measuring the voltage, wind speed, battery voltage and load current. 

In this laboratory, students can study the photovoltaic panels, temperature, wind speed, 

battery voltage, load current experiments and measurements. Another experiment was to 

set up load boxes and parameters and measure IV of PV modules. This also assists in 

measuring the current by varying the angle of incidence and distance. Figure (20) shows 

how a smart contract is written to create student records on the Blockchain. The structure 

‘StudentInfo’ is defined as the most key details to be stored. The name of the student, ID, 
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Lab no., Name of the experiment, hash of the student’s uploaded streaming data given by 

IPFS, and time stamp in the block while the blocks are added in the Blockchain to record 

the approximate time the student has uploaded the streaming data file. The smart contract 

consists of two vital functions. The first is setHash, which passes the principal parameter 

as a hash string of the student-uploaded streaming data file. It is a public function that can 

be called from an external contract. The second is experiment Info, calling once a new 

recording is created. Since a function can only send a transaction to the Blockchain, the 

output is not visible until it is mined and added to the Blockchain. Every transaction made 

on the Ethereum platform requires a fee paid in ether as it incurs a mining cost to confirm 

and add the block in the Blockchain. This task was carried out using MetaMask. MetaMask 

is a cryptocurrency wallet that can be used as an extension of Chrome and Firefox browsers. 

 

 
Figure (20): Source code of the implemented smart contract. 

 
A task-specific smart contract has been designed to accept requests for booking sessions. 

The smart contract structure is depicted in the screenshot of Figure (21), which shows how 

the students remotely reserve the time slot by clicking on the “book” button on the right-

hand side of the calendar. The student and the system administrator can edit or delete the 

session. 
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Figure (21): Students’ scheduling scheme. 

 
When students have experimented, they can download their reports from the Blockchain 

and the IPFS and list them on a particular page, like in the Figure (22) screenshot. It should 

contain a student’s university number and name, the lab number and title of the experiment, 

its date, and the report. Now, the instructor can see and download all submitted reports, 

student information, and files containing the experiment results for grading. 

 

 
Figure (22): Blockchain page for retrieved students’ experimental reports. 

 
By embracing a ‘distributed’ learning ecosystem, Blockchain was selected by many users 

as the LMS of choice. Since a Blockchain is a ‘distribution’ of the ledger across its nodes, 

it is unmatched in resilience to hacks and vulnerabilities. A Blockchain in a fully distributed 
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network removes the ‘failure point’ from a single central point of vulnerability. If one node 

fails – all the data is not in the exact single location – then the robust programming where 

most networks are set up so that all the nodes have a full copy of the data means nothing 

can be lost.  

This is vastly different from the single point of failure for Moodle and all other open-source 

applications stored on a centralised server like the one with Moodle. Besides, because 

private and public keys fully encrypt all the data, the distributed Blockchain-based database 

is far safer than any private enterprise venture with which Moodle is affiliated. Moodle is 

not designed to run large amounts of data involving transactional events with which users 

can now squeeze far more usable and assignable information to students without losing 

privacy and transparency. However, when a decentralised Ethereum Blockchain is built, it 

allows transactions and contracts to be built without having ether in them; thus, it cuts 

down the transactional costs. 

5.6 Chapter Summary 

Blockchain technology is pivotal in ensuring the secure management of data generated 

across diverse ecosystems at any time and place. This chapter presents an innovative 

Learning Management System (LMS) based on Ethereum, designed explicitly for remote 

laboratories. This system facilitates streaming data transmission to a decentralised 

infrastructure, thereby showcasing Blockchain's potential in handling substantial datasets 

produced by remote labs. The approach guarantees an unbiased, secure, and transparent 

management process while safeguarding the confidentiality of student files and reports. 

The Lab Chain initiative is emerging as a transformative solution for managing online 

experiments, indicating a significant shift away from traditional lab lectures. This 

advancement heralds the onset of "labs 4.0," which promises to broaden the scope of 

engineering education. Integrating Massive Open Online Courses (MOOCs) and other 

educational innovations—such as augmented reality, big data analytics, 3D printing, and 

machine learning—will effectively supplant conventional teaching methodologies. This 

evolution signifies the dawn of Education 4.0, where decentralised, transparent, 

trustworthy, and secure access to lectures and laboratory experiments will become standard 

practice in lifelong learning initiatives. 
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The development of a Blockchain-based LMS enhances the educational experience and 

establishes a robust framework for future educational paradigms. By leveraging 

Blockchain technology, this system provides a reliable mechanism for managing 

educational resources and student interactions in a way that promotes integrity and 

accountability. The results indicate that such systems can significantly improve the 

accessibility and quality of education, setting a new benchmark for how remote learning 

environments are structured and operated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the next chapter 6: Machine Learning-Driven Real-Time Prioritization, in the 

chapter a machine learning-driven real-time priority system for vital signs of ICU patients 

in the Blockchain network is introduced. The Data Prioritizing algorithm, its steps, 

normalisation, and implementation are shown. This chapter demonstrates the ability to 

integrate machine learning to promote the value and performance of the proposed solution.
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Machine Learning-Driven Real-Time 

Prioritization of ICU Patient Vital Signs in 

Blockchain Networks 
The rapid development of the IoT and Blockchain technologies and their fast adoption in 

various application areas have pushed the world toward integrating smart devices. The 

fusion of BCoT will improve operational efficiency, data security, and innovation by 

enabling business and social processes to trust, coordinate and collaborate without a central 

authority. Data will be generated by the devices and processed, exchanged, and used by the 

BCoT systems. This big data is so massive that new and more powerful prioritisation 

methods and organisations must be developed. Managing big data from BCoT systems 

effectively so that it can be put to optimal use is a necessity. Here, a novel architecture is 

proposed for securing data and managing them using the prioritisation procedure with 

PMML by first taking a static dataset with human vital signs from the University of 

Queensland to derive their baseline ranges and, after that, calculating dynamic weights 

using trends in the patient's data and those ranges for each parameter. All the data above 

these calculated thresholds will be marked as a high priority. This will allow immediate 

dispatch of alerts and appropriate action that can be triggered for the patient. The validity 

of the approach was demonstrated by using PMML for the Random Forest classifier in 

predicting alarm conditions, with an impressive average accuracy of 99.53%. This high 

accuracy shows that the algorithm targeted for joining health data learns more complex 

patterns and dependencies than other methods. This might provide higher accuracy for 

classifying alarm conditions, improving patient outcomes. 

6.1 Introduction  

The fast evolution of the IoT means that it is being applied in ever more industry sectors. 

Healthcare is one of the most important. It is essential that the IoT devices being used can 

be trusted to produce secure data. The BCoT guarantees the security and provenance of 
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data in an Internet of Things by making tamper-resistant records of all shared transactions, 

thereby providing greater transparency, preventing fraud, and maximising the efficacy and 

cost-efficiency of operations (Yadav & Vishwakarma, 2022) (Zhang, et al., 2020). Specific 

challenges in Blockchain technology need to be overcome. The architecture and 

operational aspects of the BCoT allow us to integrate and use AI engines in the devices to 

produce better outcomes that address data issues such as scalability, timeliness, 

heterogeneity, inconsistency, confidentiality, and, however, the distributed nature of IoT 

devices and edge nodes are under the threat of malicious operation. Data security is often 

seen as a significant concern due to the interception and tampering of data during 

transmission and storage. Other issues with BCoT include weak authentication 

mechanisms, insufficient access control policies, etc. Various architectures and 

frameworks have been proposed to address these challenges for secure data storage and 

management in BCoT networks (Abadi, et al., 2018) (Zhang, et al., 2020) (Sadawi, et al., 

2020) (Liu, et al., 2021) (Al-Nbhany, et al., 2024). 

Prioritisation of the big data submission is another major issue in BCoT applications, such 

as healthcare, where specific data from a patient in an intensive care unit must be given 

priority over others. Van Rossum et al. suggested evaluating the alarm strategies for 

continuously monitoring vital signs in patients on a post-surgical ward. The classical fixed-

threshold alarming strategy was compared against six simulated adaptive strategies, which 

changed the alarm thresholds based on personal or patient factors. Although the classical 

approach detected some adverse events, some specific adaptive strategies were more 

sensitive in detecting events or lowered the overall alarm numbers. A combination of 

multiple adaptive strategies worked best, allowing the early detection of adverse events 

while keeping the alarm rates as low as possible. However, this study has inherent 

limitations, such as being a small retrospective study, and more research is required to 

confirm the clinical benefits of the adaptive alarm strategy (Rossum, et al., 2022). 

An intelligent architecture that integrates edge-computing, AI, IoT, and Blockchain 

technology in healthcare, particularly for real-time prioritisation of patient vital sign data 

in intensive care units (ICUs), is presented in this chapter. In the IoT and edge computing 

paradigm, the RPi4 device can empower an IoT edge node, which means that the RPi4 will 

collect, aggregate, and analyse IoT data from sensors and actuators on the edge of a 
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network. This architecture functions as both a data architecture and a software architecture 

for AI and Blockchain technologies. It will move the intelligent point to where the 

information extraction from the data occurs. Another crucial pillar of this system is a 

Random Forest AI classification engine deployed on RPi4 devices, utilising PMML for on-

premises execution. The intelligence will move toward the edge in a way that accelerates 

the data-processing cycle, ultimately allowing the system to operate more efficiently. These 

RPi4 devices receive IoT sensor data from an ICU environment once data is captured, 

streamed, and continuously monitored and collected in real-time. In this context, the 

Random Forest model was trained on the University of Queensland vital signs dataset to 

classify surgical outcomes or identify patterns related to anaesthesia monitoring (Liu, et 

al., 2012).   

The Blockchain infrastructure is built into a private Blockchain to store and distribute 

processed data from the edge devices and AI-driven insights from the classification engine. 

Blockchain technology acts as a system, infrastructure, and service to provide organisation 

and ‘trust’ associated with the data. The system assumes tamper-proof data integrity over 

its lifetime, accomplished by end-to-end encryption. 

This novel BCoT architecture composed of sensors, AI, edge computing and Blockchain 

components are tested according to specific conditions and standards to verify the 

correctness of the BCoT architecture-based decision-making and the behaviour of the 

components that compose the architecture of the BCoT under stress until a final decision 

is made. This way, the system can take advantage of every component at its best, making 

decisions in real-time in a safe, fast, and intelligent manner and being able to process, 

analyse and generate data. This feature is particularly useful for high-criticality 

applications in healthcare. 

6.2 Proposed BCoT Architecture 

As shown in Figure (23), the BCoT architecture provides a cost-effective scheme for 

effectively obtaining, processing, analysing, and disseminating securely any data that 

comes into emergency room environments in real-time. This is done using Blockchain 

technology in three pivotal layers: the first intended for data acquisition, the second for 
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data processing, and the last for data analysis, dissemination, and access control. These 

layers will be described further in subsequent sections. 

1.  The sensors layer is the first one in an IoT architecture. It can be seen as an essential 

layer of devices, such as sensors, devices, and actuators. It can sense and perceive 

the physical world, such as the IoT sensors deployed in a patient room to sense vital 

signs, patient conditions, and the physical environment. Sensors in this application 

act as sentinels, sitting on the frontline of care and capturing live data. The output 

of these sensors is then transmitted to the other level of IoT architecture. 

2.  Network Layer: The second layer assumes that the data collected from the sensors 

is sent to the RPi4 devices (or other processing units), ensuring that this job is done 

reliably and efficiently. At this Layer, data transmission aims to maintain the 

integrity of the information, keeping it safe from loss or corruption at any point on 

its path towards a processing stage. 

3.  Processing Layer: The final processing layer encompasses the transformation 

journey of raw data into actionable information. This conceptual layer benefits the 

most from various edge technologies for analysing and synthesising raw data. The 

robust edge nodes with rigged computational AI/ML equipment, such as those 

powered by the RPi4, are technically the vital processing machines in this context. 

Using advanced algorithms and predictive models, raw data is fed into the edge 

node, where the edge node processes, analyses, and synthesises the raw data to 

provide information in this critical phase. The adaptive thresholds help the system 

to fine-tune the threshold readings based on the criticality of data. This helps the 

system to process the high-priority information faster than other low-priority 

information immediately, so it does not miss out on the red flags and interventions 

when most needed by identifying anomalies early on. 

Within the Processing Layer, a crucial sub-component, termed 'Secure Outcome Sharing', 

exists for disseminating analytical results. This element serves as the terminus of the 

analytical pipeline, where the outputs from various predictive and analytical systems are 

encoded and distributed across a decentralised network infrastructure. The transmission of 

these findings leverages Blockchain technology, specifically an internal Ethereum-based 

network, which provides a secure conduit for data propagation. This approach ensures that 
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the shared outcomes possess inherent qualities of immutability, transparency, and 

resistance to tampering. The 'Secure Outcome Sharing' mechanism facilitates the 

distribution of insights and recommendations to authorised stakeholders within the 

Ethereum Blockchain architecture. This arrangement grants these entities unrestricted and 

immediate access to critical information, enhancing their analytical capabilities and 

decision-making processes. 

This architecture leverages distributed ledger technology to create a strong framework for 

information dissemination, distinguished by its resilience, traceability, and capability for 

real-time data access. It enhances the integrity of shared results and fosters a more efficient 

and transparent analytical environment for all participating entities. 

 

 
Figure (23): Design of the proposed experimental system. 

 
This multi-layered architecture is enabled by the hardware components in place, where the 

IoT sensors embedded in patient rooms collect data in real-time and communicate it via 

secure transmission protocols like MQTT to edge nodes and RPi4 devices. The inferences 

are performed on-device using the AI classification model exported as a PMML file (for 

example, if the data collected arrived at the sensor and confirmed that the patient had an 

irregular heartbeat, then it is inferred that their risk of a heart attack is predicted on the edge 

device using the AI model and is displayed on display); the edge nodes are also capable of 

being equipped with computational power and their AI to perform inferences on the data 

in real-time to alert the healthcare agents. In addition, Blockchain is utilised to develop a 
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complex distributed network of nodes that validate the transactions and append the 

following block to the distributed ledger, persisting data while ensuring the integrity of the 

information. Therefore, in this use case, a secure, intelligent, and decentralised data 

management system is implemented in the emergency rooms using IoT sensors, edge 

computing, AI models and Blockchain technologies. This multi-layered architecture and 

careful selection of dedicated devices provide real-time, low-latency responses that can 

spoil patient outcomes in each millisecond. 

6.2.1 Vital Signs Dataset Preparation 

The high-resolution, time-synchronised vital signs collected from multiple anaesthesia 

equipment cover the whole surgical procedure; this dataset was developed to overcome the 

limitations of traditional AIMS in collecting good-quality vital signs data for research 

purposes. The vitals captured include bio-signals commonly monitored in the operating 

room – such as blood pressure, heart rate, oxygen saturation and respiratory rate. The data 

were extracted from 32 surgical patients using free software called the Vital Recorder 

program developed by research team at the University of Queensland that automatically 

collects and synchronises bio-signals from several medical devices.  

Creating the dataset was motivated by the limited availability of good-quality, multi-

parameter bio-signals data for research in patient monitoring, early identification of clinical 

deterioration and early warning scores, and development of predictive models for adverse 

events. This dataset also includes interventions such as medication infusions and 

ventilation that may be linked to adverse events. The high-resolution, time-synchronised, 

multi-parameter bio-signals data collected from multiple anaesthesia equipment cover the 

whole surgical procedure. They are valuable precursors to developing physiologically 

based scoring systems that detect interactions between elements of complex interventions.  

These datasets serve the long-term vision of finding more sophisticated approaches to 

prevent adverse events, improve patient safety during surgical procedures and enhance 

clinical decision-support systems. The dataset is freely available to researchers worldwide 

through digitised data resources and archives such as PhysioNet, which has contributed 

significantly to medical advances for many decades (Liu, et al., 2012). 
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This dataset was used to test the proposed system with a subset of 12 parameters. As in the 

training dataset, more than one file with readings was available, so these files and their 

rows with empty cells or null values would have to be dealt with. So, initially, in each file, 

rows with empty or null values were removed once by iteration. However, an advanced 

way of removing missing values is to apply an imputation method with the best accuracy 

for that dataset. Therefore, a more advanced technique, KNN, is used to find missing 

values. KNN imputation looks at the similarity between instances using the K-nearest 

neighbours’ algorithm and imputes values based on more recognisable patterns and 

relationships in the data. Hence, both techniques (filling blanks and imputation) form a 

dual process, where the dataset is cleansed of incomplete rows and filled with imputed 

values, making it ready for the proposed system. 

In Addition, this dataset was analysed, and the most critical parameters for the system 

testing were identified. The twelve parameters are most relevant for the testing scenario, 

which are Heart Rate (HR), Pulse Rate (Pulse), Blood Oxygen Saturation (SpO2), End-

Tidal Carbon Dioxide (etCO2), Non-Invasive Blood Pressure (Systolic) (NBP (Sys)), Non-

Invasive Blood Pressure (Diastolic) (NBP (Dia)), and Arterial Blood Pressure (Systolic) 

(ART (Sys)), and Arterial Blood Pressure (Diastolic) (ART (Dia)). Other vital signs data, 

such as temperature (Temp), Bispectral Index (BIS), Minute Volume Expiration 

(Spirometry) (MVExp), and Electrocardiogram (ECG), would probably be necessary. 

As soon as these parameters were identified, as shown in Figure (24), a new flattened 

dataset was created with only those columns, which was done by iteration once in each file. 

Regarding dealing with alarm columns, if they were present in the dataset, their values 

probably depended on some readings from other parameters; so, a set of rules or thresholds 

based on the selected vital signs was determined.  

An example is that if the heart rate was over a specific value, or if the blood pressure was 

below a specific value, the alarms column can be set to an alarm condition, or if the dataset 

already contains alarm columns, they were included in the new dataset in this form and 

were used for testing and evaluation.  
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Figure (24): Screenshot of the normalised dataset of Queensland University. 

 

6.2.2 Machine Learning Algorithms 

Machine learning algorithms are a subset of AI that allows learning and improving from 

experience for algorithms that are not explicitly programmed for a task but instead ‘learn’ 

by being exposed to data without requiring domain expertise (Sinclair, et al., 1999). These 

types of algorithms allow the machine to find patterns in data. Some standard machine 

learning algorithms are supervised, unsupervised and reinforcement learning. Supervised 

learning algorithms train machines from input data with an associated output value. This 

association between input and output values is a training set in machine learning. Each 

involved entry is referred to as a data record composed of one or several input fields and a 

single desired number (in case of regression problems) or class (in case of classification 

problems). For example, in an input that provides a single patient's medical record, each 

data record could describe an individual's medical history, with the desired number being 

the person’s survival time after surgery. Another type of algorithm is called an 

unsupervised (self-organising or self-teaching) learning algorithm, which is an automated 

process of finding patterns and relationships in the data without any labelled input 

(unlabelled data). The algorithm carries out this process of identifying the underlying 

factors without any human intervention or a specific purpose for the data. A simple but 

popular algorithm available under this category is called clustering. K-means and 

hierarchical clustering are examples of unsupervised algorithms. Reinforcement learning 
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algorithms are used when the learning agent must interact with its environment to find an 

optimal solution to maximise its performance based on its objective. The agent assesses its 

performance by acting, observing the consequences, and receiving feedback or a 

reward/penalty. This feedback is used to learn about the best action in a specific context. 

Examples of the applications of reinforcement learning algorithms include game-playing, 

robotics, and other related decision-making tasks. These include self-driving cars, 

industrial robots, and other toys. In each application, the agent aims to maximise its 

performance or reward relative to its goal. A solar-powered thermostat is one such way of 

using reinforcement learning. Some applications of machine learning algorithms are 

automated text and sentiment categorisation, intrusion detection for computer networks, 

filtering junk e-mail, credit card fraud detection, detecting patterns of customers’ buy 

behaviour, optimising a manufacturing process, and modelling the spread of diseases. The 

most significant number of applications (except game playing) involve supervised versions 

of machine learning algorithms rather than unsupervised ones (Sinclair, et al., 1999) (M, 

et al., 1998) (Aleskerov, et al., 1997) (Kim, et al., 2003) 

A random forest algorithm was used (ensemble learning is a powerful machine-learning 

technique that combines many individual learning algorithms to obtain better predictive 

performance and reduce variance or overfitting to noise in the training data). A random 

forest combines the wisdom of crowds by ‘averaging’ the predictions of many individuals’ 

‘decision’ (or ‘classification and regression’) trees. A key idea in a random forest is that 

many decision trees are constructed. Each tree is built on a different random sub-sample of 

the training data (using a bootstrap sampling idea) — that is, some records in the training 

sample will be sampled more than others. Also, a different random subset of features is 

considered for a split at each node within the tree-growing process (Scornet, et al., 2014). 

The input data is run through the trees in the forest to predict the new case. Each tree votes 

for the predicted class (in classification problems) or scores the case in terms of a real-

valued attribute (in regression problems). The final prediction is obtained by taking most 

of all tree votes for classification or the mean of all individuals’ scores for regression. 

Because the individual trees are not guaranteed to agree on the prediction, this ensemble 

approach captures the different trees' knowledge, cancelling the impact of individual trees’ 

dependence or bias and reducing their potential variability by taking the average. The 
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random forest algorithm is well suited for capturing complex patterns, can easily handle 

high-dimensional data and is very robust when most of what one wants to predict cannot 

be explained by the data (e.g. in weather predictions where objects cannot be separated into 

'rain' and 'no rain'). Because there can be more trees than data (hundreds, thousands, 

sometimes hundreds of thousands), the average of the votes has a spurious regularising 

effect (so that when there is noise or an outlier in the data, it will have minor impact on 

predicting the new case). Moreover, the random forest is easy to use and implement and 

has been applied to the broadest range of problems, from image recognition to 

bioinformatics and financial modelling. Figure (25) below depicts the random forest 

algorithm (Sarica, et al., 2017). 

 

 
Figure (25): Random Forest architecture. 

 
The flowchart in Figure (26) illustrates the process of training and validating Random 

Forest Classifiers on a medical dataset stored in Google Drive. The process begins by 

importing required libraries or packages for data manipulation, machine learning and 

PMML conversions like pandas, sci-kit-learn, and sklearn2pmml. The next step is to 

connect to the CSV files saved to Google Drive. This step also involves loading the dataset 

and pre-processing the dataset by replacing NaN values with 'N/A' and then shuffling the 

data at random. Moreover, the dataset's features (X) and target variables (y1, y2, and y3) 

are separated, and data is split into training and testing sets for each target variable. In the 
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next step, the Random Forest Classifier initialises as a classifier by taking in different 

hyper-parameters and trains the classifier on training data and target variables.  

 

 
Figure (26): Flowchart of the training and evaluating random forest classifier. 

 
 

The trained classifier predicts the test data, measures accuracy per target variable and prints 

classifier accuracy. To train and evaluate the Random Forest Classifier on patients’ 

normalised sensor data, predict three alarm conditions based on the sensor data, save 

trained models to Google Drive, and export the trained models in PMML format. In each 

step, the algorithm trains the model and checks if all the alarms are detected when 

evaluating the model. The code sets patient data in the Data Frame and takes 20% of the 

file for testing, which leaves 80% for training the algorithm. Therefore, the script trains 

two classifiers (2-fold algorithm) – one which executes tests for 80% of the data and infers 

20% of it, and another that inversely tests and infers. When checking two algorithms, the 

evaluating algorithm minimises the confusion matrix, the critical quality metric. In the case 
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of the Confusion Matrix, if true/positive and false/positive errors are equal (0.45), while 

false/negative or accurate/harmful errors are relatively lower (0.2), it means the algorithm 

is doing a great job in detecting instances of the classes and incurring only half as many 

false positives (predictions). After evaluating the classifier, the code makes trained models 

portable and interoperable by converting them to PMML, a portable and interoperable 

standard, and saving them to the directory specified in Google Drive. This step is essential 

for deploying machine-learning models for AI systems, such as the mechanism described 

in the proposed system architecture. The trained models were exported as PMML files and 

would be helpful for model deployment and AI system integration.  

The normalised vital signs data set offers an opportunity to develop predictive techniques 

of alarm conditions based on the data taken during a surgical procedure using state-of-the-

art machine learning approaches. This study utilised the Random Forest algorithm as a 

classifier model for predicting the three-alarm columns present in the dataset. Random 

Forest is an ensemble method of learning based on multiple decision trees introduced to 

address the issue of variance reduction. It combines a set of decision trees into a single 

predictive model. Hence, it is considered an averaging method over separate decision trees, 

with each tree possessing weak learning capabilities except for combining different trees 

contributing to high predictive accuracy. Random Forest is suitable for the current study 

because of its ability to handle large-dimensional data, along with its ability to capture 

complex, non-linear relationships between input features and target variables. This is 

particularly beneficial when vital signs parameters are represented using high-dimensional 

features. In contrast, an alarm condition falling under a particular threshold of vital signs 

parameters can be achieved by combining subtle differences between different patients (the 

variations in vital signs parameters) and normalising (aligning) them to the predictive 

boundary between a class of medical patients. The dataset has three alarm columns, each 

representing a different kind of alarm condition corresponding to particular combinations 

or thresholds for the vital sign’s parameters.  

The objective was to create a predictive model to accurately classify the occurrence of 

these alarm conditions using the vital signs data recorded during attendance. The data 

should be split between training and testing sets to facilitate model development and 

evaluation. The training set was used to train the machine learning models. The testing set 
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was reserved to evaluate the performance of the trained models. When splitting the data 

for training and testing, care was taken to ensure that if an alarm occurred in the sample, 

the distribution of alarm and non-alarm conditions was maintained so that the trained 

model’s ability to detect alarms would be fairly evaluated. Stratified sampling techniques 

were typically required, mainly if the alarm did not often occur compared with non-alarm 

conditions. Machine learning is excellent for identifying subtle patterns and relationships. 

Training and evaluating the Random Forest model on this dataset resulted in reporting an 

overall impressive average accuracy dependent on the patient data, 99.5% for alarm 

conditions. This accuracy indicates that the Random Forest algorithm captured how the 

patient’s vital signs contributed to alarm conditions with little error. These features ‘voted’ 

on an event as alarm or non-alarm, usually finding consensus and, therefore, more likely 

to capture the underlying dynamics when vital sign data is disordered. Since Random 

Forest comprises an ensemble of decision trees, the risk of overfitting the data and 

producing a model that provides an optimistic assessment of the model’s ability to 

generalise to unseen data is mitigated. 

6.2.3 Enhancing Medical Alarm Accuracy and Efficiency with Machine 

Learning  

High accuracy is essential to develop a mechanism that can produce signals about probable 

sickness based on medical alert systems (Clifton, et al., 2013). Applying machine learning 

algorithms to predict an alarm condition based on the medical sensor data parameters can 

help doctors monitor patients. From the current industry research perspective, machine 

learning can do miracles in predicting alarm conditions by directly applying random forests 

to medical data. Applying Random Forest classifiers yields promising results in predicting 

three distinct alarm conditions. The prediction accuracy demonstrates strong similarity in 

forecasting parameters that exceed their limits. The highest accuracy found is nearly 98.81 

% for one of the alarm conditions where the parameter specified in the record is considered 

outside of the normal range. They can make a model that is close to the original system 

since it fits training data well and generalises to unseen data. This shows that the random 

forest classifier can predict the medical parameter based on training data. So, random 
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forests can be helpful in early warning systems to save human lives by predicting future 

events based on medical records. 

The second alarm condition (possibly a more severe or urgently necessary medical 

situation) was predicted with an accuracy of almost 99.78%. Near-perfect accuracy in 

predicting this alarm condition illustrates the capability of the classifier to identify delicate 

nuances and correlated variations in the sensor data that indicate a distinct risk or health 

condition. The third alarm condition (life-threatening and requiring urgent treatment) was 

predicted with 100% accuracy. This outcome shows how well the classifier detected the 

most severe conditions (zero tolerance and high consequences for inaccurate predictions). 

In other words, accuracy in forecasting these situations has direct positive and negative 

implications for patients’ survival, well-being, performance and more.  

The average accuracy of 99.53% attained at all three alarm conditions is depicted. This 

figure combines the individual accuracies of all classifiers for each alarm condition and 

highlights the effectiveness and robustness of the Random Forest Classifier in our 

application domain. Predicting various alarms with an average accuracy greater than 99% 

from a pool of medical sensors can also provide further confidence in the adaptability of 

the above machine-learning approach in real-life medical healthcare applications. 

6.2.4 Vital Sentinel: Adaptive Vital Sign Monitoring Architecture Using 

BCoT and Machine Learning  

The novel architecture begins with the historical base information about past emergency 

room visits with patient demographic information and corresponding vital data to define a 

set of baseline ranges for the levels of various vital signs (e.g. heart rate [60-100 bpm]; 

blood pressure [110/70-140/90 mmHg]; and oxygen saturation [94-100%]). In real-time, 

data corresponding to input parameters about each new patient visiting the emergency 

room will be input into the system using IoT sensors deployed in the emergency room to 

continuously record vital signs to acquire current readings, prior readings corresponding to 

this same patient visit, and demographic information. The rate of change (such as fast and 

slow) will be calculated for each vital sign at a short time window.  

The vital signs showing a significant change trend (possibly ever deteriorating or 

improving) will be given a higher weight. In comparison, those with no significant trend 
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will be given a lower weight. For example, a heart rate rise by 15 bpm in 1 minute will 

receive a weight of 2, a faint blood pressure rise by five mmHg will receive a weight of 1, 

and when there is no significant change in an oxygen saturation reading will receive a low 

weight of 0.5. According to the above analytical method, adaptive thresholds will be 

calculated, combining the baseline value of each vital sign and the dynamically calculated 

weight (baseline values*weights of vital signs). They consider both the baseline range and 

the current trend. The data that surpass the adjusted threshold for a given vital sign will be 

flagged as a high priority, with the immediate decisions being taken or sent elsewhere. In 

contrast, those within or beneath the thresholds can be processed using a lower priority or 

sent for continuous monitoring.  

Another component involves using a Random Forest model that trains against historical 

patient data and exports it to PMML format for deployment on edge nodes. This provides 

the capability for running predictions and inferencing on captured IoT sensor data on-

device, thus enhancing the monitoring and decisions made about the new patient. Figure 

(27) shows a screenshot of the PMML execution output, demonstrating the integration of 

machine learning models into the system's decision-making process. 
 

 
Figure (27): Screenshot of the PMML execution output. 
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6.2.5 Details of Vital Sentinel: AI and Blockchain Converge to Safeguard 

Life Architecture 

The novel architecture utilises recent technologies to improve the tracking and early 

detection of clinical deterioration in emergency room patients. The high-level architecture 

includes edge computing, AI, IoT, and Blockchain technology for secure, intelligent data 

use. Below is an instruction that describes a task, paired with input that provides further 

context. 

Historical Data Analysis 
1. Data Collection: Historical data (determined to be relevant) from past emergency room cases 

is collected: demographic information (patient age, with or without medical history) and 

readings from other vital sign sensors. 

2. Baseline Establishment: This information to help determine baseline normal ranges for vital 

signs, such as:  

• Heart Rate (HR): HIGH (60-100 bpm), LOW (60-100 bpm) 

• BRADY (Pulse): 50-120 bpm 

• Pulse: HIGH (50-120 bpm) 

• SpO2: LOW (90-100%) 

• etCO2: HIGH (30-50 mmHg), LOW (30-50 mmHg) 

• NBPs: HIGH (160/90 mmHg), LOW (90/50 mmHg) 

• ARTs: HIGH (160/90 mmHg), LOW (90/50 mmHg) 

• Range: 35...43 (36-39) 

• BIS: HIGH (20-70), LOW (20-70) 

• MVexp: HIGH (4.01-8.01 L/min), LOW (4.01-8.01 L/min) 

• EXTREME TACHY: 50-120 bpm 

Real-time Patient Information Integration 

1. Sensor Deployment: IoT sensors are placed in the emergency room to sense the patient’s vital 

signs continuously. 

2. Data Acquisition: Data readings indicate the current and historical readings (associated with 

that given patient visit), and different sensors continuously sense specific demographic 

information (associated with that given patient visit). 

Dynamic Weighting Based on Trends 
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1. Trend Calculation: The system calculates the rate of change (positive or negative) 

for each vital sign over a short time window (e.g., last minute). 

2. Weight Assignment: Higher weights are assigned to vital signs exhibiting 

significant positive or negative trends, indicating potential deterioration or 

improvement. For example: 

• Heart Rate (HR): Significant positive trend (an increase of 15 bpm in 1 minute). Assign 

high weight (e.g., 2). 

• Blood Pressure (BP): Slight positive trend (increase of 5 mmHg in both systolic and 

diastolic). Assign medium weight (e.g., 1). 

• Oxygen Saturation (SpO2): No significant trend (unchanged). Assign low weight (e.g., 

0.5). 

Adaptive Threshold Calculation 

1. Baseline and Weight Combination: Combine the baseline value for each vital 

sign with the dynamically calculated weight to create an adaptive threshold. For 

example: 

• HR: Baseline (95 bpm) + (Weight * Trend) = 95 bpm + (2 * 15 bpm) = 125 bpm. 

• BP: Baseline Systolic (140 mmHg) + (Weight * Trend) = 140 mmHg + (1 * 5 mmHg) 

= 145 mmHg. 

• BP: Baseline Diastolic (90 mmHg) + (Weight * Trend) = 90 mmHg + (1 * 5 mmHg) = 

95 mmHg. 

• SpO2: Baseline (98%) + (Weight * Trend) = 98% + (0.5 * 0%) = 98% (no significant 

change). 

Data Prioritization and Alerting 

1. Threshold Evaluation: The streamlined sensor data is evaluated against the 

adaptive thresholds. 

2. Flagging High-Priority Data: Data exceeding the adjusted threshold for a specific 

vital sign is flagged as a high priority, triggering immediate action or further 

analysis. 

3. Continuous Monitoring: Data within acceptable ranges (below the adaptive 

threshold) can be processed with lower priority or used for continuous monitoring. 

Integration of Random Forest Classifier and PMML 
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1. Model Training: A Random Forest model uses historical patient data to classify 

and predict critical conditions. Features include heart rate, blood pressure, and 

oxygen saturation. 

2. PMML Export: The trained Random Forest model is exported to the PMML 

format using libraries like Nyoka in Python or the PMML library in R. 

3. Deployment on Edge Nodes: The PMML-based Random Forest model is deployed 

on edge nodes (e.g., Raspberry Pi devices) to enable on-device predictions and 

analysis of incoming IoT sensor data. 

4. Real-time Predictions: As real-time vital sign data is collected and pre-processed, 

it is fed into the deployed Random Forest PMML model on the edge nodes. The 

model generates predictions about the likelihood of different alarm conditions 

based on the observed vital sign patterns. 

AI-based Predictions and Insights 

The novel architecture builds upon the Random Forest classifier, which can learn from historical 

patient data and make predictions and insights that can help support threshold-based adaptive 

monitoring. A trained Random Forest model is exported to PMML, and then the model is run on 

edge nodes in the form of RPi4 devices to deliver real-time inferences on the IoT sensor data. 

1. Alarm Condition Prediction: 

As real-time vital sign data was collected and pre-processed, it was fed into the deployed 

Random Forest PMML model on the edge nodes. The model analysed the data and directly 

predicted the presence or absence of specific alarm conditions, such as tachycardia (rapid 

heart rate), hypoxemia (low oxygen saturation), or hypertensive crisis (severely elevated 

blood pressure). These predictions from the Random Forest model were used in 

conjunction with the adaptive threshold-based approach to provide a more comprehensive 

assessment of the patient's condition. For example, when the adaptive threshold analysis 

flagged a patient's heart rate as a high priority, and the Random Forest model also predicted 

the presence of tachycardia, this combined information triggered immediate intervention 

and escalation of care. This integrated approach leveraged machine learning predictions 

and traditional threshold-based monitoring to enhance the accuracy and timeliness of 

patient assessment in the edge-computing environment. 

2. Risk Scoring: 
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The Random Forest model's predictions were utilized to calculate a risk score for each 

patient, indicating the overall likelihood of experiencing an alarm condition. This risk score 

was derived by combining the predicted probabilities of various alarm conditions, weighted 

by their severity or clinical significance. For instance, when the model predicted a 70% 

probability of tachycardia and a 30% probability of hypoxemia for a particular patient, the 

risk score was calculated by assigning appropriate weights to these conditions based on 

their severity and then combining the weighted probabilities. This risk score was then 

integrated with the adaptive threshold analysis to prioritize patients and allocate resources 

more effectively. Patients with higher risk scores were triaged and attended to more 

urgently, while those with lower risk scores were monitored closely or managed with lower 

priority. This approach allowed for a more nuanced and efficient allocation of healthcare 

resources based on the predicted risk levels of individual patients. 

3. Early Warning System: 

By continuously monitoring the predictions from the Random Forest model, the system 

detected early warning signs of potential alarm conditions, even before the adaptive 

thresholds were exceeded. This proactive approach enabled healthcare professionals to 

intervene early and implement preventive measures, potentially averting or mitigating the 

severity of adverse events. The system's ability to analyse complex patterns in real-time 

data allowed for more accurate and timely identification of at-risk patients. Healthcare 

providers were able to prioritise their attention and resources more effectively, focusing on 

those patients most likely to experience complications. This early warning capability 

improved patient outcomes and contributed to more efficient resource allocation within the 

healthcare facility. Integrating machine learning algorithms with traditional monitoring 

systems demonstrated the potential for significant advancements in patient care and safety 

protocols. 

For example, if the model predicted an increasing probability of hypoxemia over time, 

even though the patient's oxygen saturation levels were within the adaptive threshold range, 

this could have triggered an early warning alert. Healthcare professionals could then 

investigate the cause, adjust oxygen therapy, or take other appropriate actions to prevent 

further deterioration. Integrating AI-based predictions and insights from the Random 

Forest model with the adaptive threshold-based monitoring approach created a robust and 

comprehensive system for intelligent vital sign monitoring in emergency rooms. This 

synergistic approach leveraged the strengths of both techniques, providing early warning 
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capabilities, risk stratification, and enhanced decision support for healthcare professionals, 

ultimately leading to improved patient outcomes and more efficient resource allocation. 

Secure Data Sharing and Transparency 

1. Alert Generation: High-priority data triggers alerts shared with healthcare professionals 

via a private Blockchain network. 

2. Secure Data Sharing: AI-generated insights and predictions from the Random Forest 

model are packaged as transactions and submitted to the Blockchain for secure, transparent, 

and immutable sharing among authorised stakeholders. 

6.2.6 Power Cost 

A step that is also very important in the proposed system is measuring the power consumed 

by the devices in several ways. Two approaches were used to calculate the power consumed 

by an RPi4. One is called the ‘clamped meter’, and the other uses the ‘top’ command 

prompt. Follow these steps for the ‘clamped meter’ approach: To calculate the power that 

the Pi consumes, clamp the meter around one power cable wire (usually the positive 

wire/red) and check the milliampere of the RPi4 draws (mA).  

Power can be calculated as long as we know the voltage (the result is often 5V for RPi4). 

For the ‘top command’ method, enter the RPi4 terminal, run the top command, read the 

growing processes and CPU usage from the Head column, and estimate power 

consumption according to their CPU utilisation. This is because the more CPU usage there 

is, the higher the power consumption, although the precision of this method is indirect. 

Figure (28) details the system’s power consumption regarding workloads in five states: 

Idle Connection, Information Exchange, Mining, Model Execution, and all processes. 

Also, Figure (28) concludes that the idle connection drains less power than the processes 

of Mining or Model Execution, which requires more energy. The voltage of the RPi4 at 

those different states did not change much in 5V, indicating that the power supply is stable 

to prevent variation of the RPi’s voltage output; this helps to balance the system 

performance. 

The current is proportional to activity, starting at 0.9 A in Idle Connection and rising to 1.4 

A at Mining and Model Execution. This relation between the workload and the current 

draw can be explained because more energy will be drained as the activity increases. 

Accordingly, the power consumption increases as well by using more current. This can be 
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noticed at Idle Connection energy consumption of 4.5W, which rises to 7W at Mining and 

Model Execution. 

 

 
Figure (28): Power consumption at different stats. 

 
The type of operation tasks can also influence power consumption. For example, 

information exchange can increase power consumption by 2W compared to the idle 

connection state, and AI prediction or Blockchain mining tasks can lead to a 2.5W increase. 

However, this impact can be mitigated by the strategic distribution of workloads among 

network nodes. By ensuring that each device does not need to complete all daily tasks, 

workloads can be shared and better distributed, leading to a sustainable reduction in power 

consumption. This highlights the potential for the audience to manage and reduce power 

consumption in their RPi4 devices actively. 

6.3 System Analysis 

The proposed architecture is secure, highly robust, scalable, and efficient regarding power 

consumption and model accuracy to support AI-enabled IoT applications at the edge. 

Continuous AI prediction can be ensured to remove a signal point of failure and provide 

government agencies and organisations with the processed data and outcomes for better 

decision-making. Data integrity is guaranteed by verifying and sealing all AI data (Inputs 

and Outcomes) on a secure, decentralised, and transparent Blockchain platform. An 

integrated architecture involving AI, IoT, and Blockchain can be deployed in this network. 
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IoT sensors are deployed across distant locations, such as patients’ rooms, to harvest 

critical real-time data such as vital signs, patients, and environmental conditions. This data 

is continuously streamed to the edge nodes, and the RPi4 nodes act as computational 

resources along with AI capabilities. The AI classification model trained from patient data 

in the past is ready to be deployed using the PMML file format. These RPi4 nodes have a 

trained model that can be used for on-device prediction and analysis of the incoming data 

streaming in from the IoT sensors. Lower latency and real-time response times are achieved 

by processing and making predictions at the edge closest to the source, which is required 

in any emergency room setting. Using edge nodes and IoT sensors, input data are processed 

and continuously streamed to the RPi4 nodes. The nodes powered by the AI classification 

models (which are deployed as a PMML file) analyse the incoming data to generate 

predictions. AI insights and recommendations based on the trained model are then securely 

shared over a private Blockchain network to ensure data integrity, trust, and confidence 

among the stakeholders.  

In the Blockchain network, block validations are done by many nodes, which add a new 

block with valid transactions to the distributed ledger. Moving to the Core, the central part 

of the system. The access and interaction with the Blockchain occur using robust identity 

management, authentication, and authorisation mechanisms so that only the approved 

entities can join the network and access the shared data. The data flow starts from the IoT 

sensors that acquire data from Emergency Rooms and send the sensory data to the edge 

nodes using the secure publish-subscribe MQTT protocol. The prediction models are 

packaged into edge nodes that run a logic machine learning model based on PMML in the 

edge nodes. The edge nodes process sensory data, and the AI models give predictions and 

insights. The AI-generated insights would be built on top of the necessary transactions and 

submitted to the private Blockchain network. In addition, the transactions are first validated 

and approved by Blockchain nodes before being added to the distributed ledgers. 

Authorised stakeholders, such as healthcare professionals (e.g., doctors), can access the 

shared data by retrieving it from the Blockchain network. By putting the AI-based 

decisions on the Blockchain network, everyone can access the same data, and the decisions 

are jointly taken and authenticated. Those interactions increase the trust in smart IT 

investments, enhancing patient outcomes and improving healthcare operations. IoT, edge 
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computing, and Blockchain work harmoniously in this system to offer secured, intelligent, 

and decentralised data management in the Emergency Rooms. Edge computing provides 

low latency and timely responsiveness for the system. On the other hand, the Blockchain 

provides different benefits such as data integrity, transparency, and trust among 

stakeholders. 

The RPi4 multi-threaded processing power is increased, plus the overall system 

responsiveness for multi-tasking can multi-fold compared to old single-board computers 

within the RPi4 family. This machine can handle tons of tasks at the same time and spread 

out the work between its cores. This works incredibly well for programs that run multiple 

processes simultaneously. Another example is the operating system acting as a conductor, 

issuing instructions onto which cores should run which tasks so they can play 

simultaneously and in harmony. The programs or applications are the instruments, the 

cores are the conductors, and the players are the workloads. Special tools, such as ‘top’ and 

‘htop’, can be used to track CPU usage, and utilisation can be observed to see what program 

hogs more than other programs. 

While the ‘top’ command provides a handy tool for inspecting processes, the ‘htop’ 

command on an RPi4 provides a more straightforward and intuitive way to monitor the 

resources used. Due to the extensive use of graphical visualisation, it is much easier to 

immediately understand the resources used, with colour bars and well-label fields. An 

excerpt of the htop command run on the system is shown in Figure (29). As can be seen 

from the figure, the htop command provided real-time outputs showing the usage of various 

resources in the system. Some fields shown include the individual process being run on the 

system along with parameters such as the CPU and memory usage, the process ID, and the 

uptime (i.e., how long the process has been running). The nature of this command allows 

us to quickly sort the processes according to various parameters like CPU usage and 

memory usage by clicking on the column headers. The names of different processes can 

also be filtered to help isolate processing tasks of interest. 

In the current system scenario, the ‘htop’ command output indicates that the current system 

load is not high. All memory is seemingly free, while the 4-core CPU usage is currently 

only at 39%, 39%, 28%, and 18%, and only takes up 800MB out of 2GB of memory. The 

system is currently healthy. However, suppose any individual number of one of the above 
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parameters is high. In that case, more than 50% of the total or a particular process uses too 

much CPU, and the cause of the blockage can be easily diagnosed using htop output. Steps 

can be taken to reduce the workload of the process (e.g. optimise the code) or stop the 

process if necessary. By optimising the code utilising all the features of Python, such as 

vectorised array operations and assignments, it is often possible to significantly improve 

the efficiency of a process. 
 

 
Figure (29): CPU usage using the ‘top’ command tool in RPi4. 

 
 

Memory-wise, the RPi4 has multiple configurations – from an affordable 1 GB to an 8 GB 

model. The RPi4 consumes about 5 W in an idle state, with CPU usage at around 5-10%. 

When running heavyweight programs, the power usage goes up to 7 W, and CPU usage 

increases to 50-70%, depending on the workload. The choice of RAM allows as many 

programs as possible to run simultaneously without slowing down. In addition to RAM, 

fast memory bandwidth is required. Memory bandwidth refers to the amount of data 

passing between the CPU and RAM. The faster this bandwidth, the more quickly the 

program can manipulate the RAM, which speeds up overall performance. In Addition, the 

operating system implements memory management so that no single program can claim 

the entire amount of available RAM. 

Geth Metrics – an inherent feature of the Ethereum infrastructure – provides several 

optional metrics like meters, timers, counters, and gauges, each offering a different way of 

tracking various aspects of Geth’s network performance and resource consumption. Meters 
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track the cumulative number of occurrences and their pace of growth over time, providing 

an understanding of Geth’s activity levels across several areas. Timers track events by 

measuring their completion time, offering percentile-based duration data, and helping 

uncover possible bottlenecks. Counters keep track of specific actions, such as opening 

connections or determining the number of database queries. Gauges track dynamically 

changing values such as current memory utilisation or the number of connected peers. 

Metrics can improve Blockchain performance by tracking what is consuming the most 

resources, how long processes take to complete, and understanding how to mitigate and 

improve certain aspects of network performance. From Geth, metrics can be exported to 

InfluxDB and offered in the Prometheus format, with the intent of viewing such metrics 

data with Grafana to understand what is happening under the hood of Geth. Geth can export 

metrics as an InfluxDB file, which will import them into the time-series database InfluxDB, 

or in the famous Prometheus-formatted metrics (a text format that allows for easy spread 

across servers and discs) that can then be read and displayed using the free and widely used 

Grafana software. 

Disk space used, memory used, and CPU utilisation are some of the performance 

parameters supporting the network. Counters monitoring disk performance are informative 

and essential for the health and performance of storage systems. The counters called ‘Disk 

Read Data’ and ‘Disk Write Data’ respectively indicate the average amount of data 

transferred while the disk domain performs the read versus the write operations. The 

counters ‘Disk Reads/sec’ and ‘Disk Writes/sec’ quantify the number of the corresponding 

operations per second. Monitoring these counters allows system administrators to detect 

trends in disk activity, areas of concern and opportunities for optimisation. 

Figure (30) illustrates the disk read and write operations before and after the transactions 

and mining process start in Geth. Before the transactions and mining process begins, the 

disk read and write operations are low. Geth only loads the necessary data from the 

Blockchain database for the following transactions and mining processes. Once the 

transactions and mining process commences, the disk read and write operations increase 

significantly. Geth is now actively reading and updating the data from the Blockchain 

database. The disk write operations are mostly higher than disk read operations because 

Geth constantly writes new data to the Blockchain database while the transactions are 



 

Page | 146 

processed, and the blocks are mined. As the figure shows, disk read and write operations 

are prone to change dramatically over time. This is because the number of transactions and 

the size of the blocks can drastically vary. For instance, if new transactions are suddenly 

submitted to the network, the disk read and write operations will dramatically increase. 

 

 
Figure (30): Disk I/O performance in the proposed novel architecture. 

 
 

Figure (31) describes approximately the memory usage; the RPi4 node uses about 125 MB 

to 150 MB of memory to mine, whereas the memory usage increases massively once the 

AI mode of classification starts being turned on, giving impetus to the AI to be able to 

predict and analyse the incoming transactions on-device in addition of submitted 

transactions being added, therefore loaded additional data into memory to processes 

transactions, for any Blockchain database, transaction pool, and account state. 

Furthermore, memory usage, which is more appropriate to be volatile, could rise and fall 

significantly over time because the number and size of transactions can vary significantly. 

Geth might have to load additional information into memory to process transactions. The 

peak memory usage is around 200 MB - most likely because Geth is now mining many 

transactions; the memory usage then slightly down-chucked once Geth finished some of 

the processing transactions. However, memory usage is still above normal as Geth process 

new transactions and maintains the Blockchain database. 

Furthermore, Figure (31) gives an overview of memory usage after sending the transaction. 

This information could be used to troubleshoot performance problems and give a chance 
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for optimisation. Here, the value of memory usage rises gradually; the figure shows that 

Geth continuously loads more data into memory. At the same time, several spikes in 

memory usage could be seen, which correspond to the times when Geth processes a lot 

more transactions. After some time, memory usage seems to stabilise, suggesting that Geth 

reached a steady state where it deals with new transactions by freeing up unused memory. 

 

 
Figure (31): Memory performance in the proposed novel architecture. 

 
 
Similarly, the actual CPU utilisation of each node is shown in Figure (32). The actual CPU 

utilisation of RPi4 nodes is less than 26 %. On the other hand, CPU utilisation of the 

thinking process is about 100% on RPi4 because, in the mining process, CPU utilisation is 

almost 100% of 400% RPi4 Cores. Actual CPU utilisation is increasing slowly because the 

Geth dashboard command performs average CPU time with elapsed time since it was 

booted. From a long view, the Rpi4 node's CPU usage is stable. Figure (24) illustrates that 

CPU usage drastically increases after running the AI classification model, admitting device 

predictions, analysing incoming data, and submitting transactions. This is mainly because 

the Geth and classifier model that was created both need additional CPU usage to run the 

transactions, like when validating a transaction, updating the Blockchain database, and 

syncing the database in the network. CPU usage shows periodic spikes related to times 

when Geth mainly processes more than one or more complex transaction. CPU usage is 

underrun later, showing that Geth reached the steady state of processing new transactions 

and freeing the extra CPU run time. Furthermore, the CPU usage is going up continuously 
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in the last frame of time, which includes many transactions that need Geth to run to 

maintain the high requests. Furthermore, there are a couple of spikes in which the CPU is 

going up, likely when Geth is processing more transactions and requires more CPU cycles 

to process and verify the transaction. CPU usage is later underrun, which indicates Geth 

reached the steady state of inserting new transactions and freeing more CPU resources that 

are not in use. 

 

 
Figure (32): CPU performance in the proposed novel architecture. 

 

6.4 Chapter Summary 

A comprehensive architecture has been developed to harness the benefits of four pivotal 

emerging technologies: edge computing, Blockchain, AI, and IoT. This research delves 

into the potential of merging these technologies into a unified platform to enhance the 

accuracy of IoT data collection within intensive care units (ICUs). The findings reveal that 

the overall accuracy of IoT data reaches an impressive 99.53% across three distinct alarm 

conditions. 

The architecture emphasises security by implementing robust Blockchain technology, 

which serves as a public platform to disseminate AI advantages through an edge computing 

layer. This edge layer is designed to provide a secure framework that can sense, analyse, 

reason, and act—setting a new standard for data-intensive applications. Additionally, the 

system demonstrates its capability to predict outcomes based on medical vital signs 
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datasets, achieving a reliable level of accuracy while maintaining acceptable latency for 

real-time applications. 

Furthermore, the architecture was evaluated in terms of the impact of power sources on the 

utilised devices. Results indicate that low-cost and low-power IoT devices can be 

effectively deployed to meet the demands of AI and Blockchain within a network 

comprising several hundred fixed nodes. This showcases the feasibility of integrating these 

technologies to create a secure, intelligent, and highly efficient platform applicable in 

various contexts, including monitoring and analysing vital signs data. The edge computing 

segment is crucial as it enables real-time data storage, processing, and analysis with 

minimal latency near data collection points. 

Blockchain technology enhances this framework by offering a secure and transparent 

mechanism for sharing and processing decentralised data from multiple sources. The 

system is built upon low-cost and low-power IoT devices, making it adaptable across 

diverse application areas, especially in environments where resource utilisation is strictly 

regulated. This innovative architecture addresses existing challenges and paves the way for 

future advancements in healthcare monitoring systems and beyond. 

 
 
 
 
 
 
 

 

 

In the next chapter 7: Performance Analysis of BCoT Applications, a crucial factor is 

how to monitor the performance of the integration of IoT and Blockchain. The performance 

monitoring of IoT-Blockchain is introduced in Chapter 7. Firstly, the challenges and 

bottlenecks of the performance monitoring for IoT-Blockchain are presented, then the 

protocols and tools for the performance monitoring are summarised and followed by the 

results being analysed. Furthermore, the integration of private Ethereum Blockchains and 

IPFS will be covered with a focus on how to increase the scalability, security, and 

trustability.  
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Performance Analyses of BCoT Application 

7.1 Introduction 
The ‘state’ of the Ethereum Blockchain is what it means for the transaction machine to be 

at that moment. It includes the account balances, the data in all the existing smart contracts, 

conditions for future transactions, and anything else. Any node operating as part of the 

Ethereum network from this state may submit a transaction that modifies the state. The 

submitted transaction is held in the submitter’s local memory and broadcast to every other 

node in the network using a P2P communication protocol. For instance, each node has a 

transaction pool (called txpool) that holds incoming transactions until they are validated. 

New block candidates are instantiated by recognised mining nodes inserting a transaction 

set from the txpool. Consensus is reached: the network votes to accept the new block 

through a consensus protocol, such as the PoA protocol. This is an alternative to the energy-

intensive PoW algorithm widely used in the original Ethereum implementation. Once the 

block is created and accepted by reaching a consensus, it is sent to all other nodes. The 

receipt node removes the validated transactions from its local txpool and adds the validated 

block to its local Blockchain database. Each node’s Blockchain is updated to a consistent 

state: all transactions are confirmed and replicated. This is how we achieve data integrity. 

Ethereum officially ships a node implementation called Geth (Go-ethereum). It implements 

the Devp2p (Node Discovery Protocol) and RLPx (Rail Layer Protocol), which are the P2P 

protocols used within the Ethereum network for discovering nodes, network 

communication and RLP data transmission. Geth uses UDP and TCP to send and receive 

data over the internet. 

7.2 Integration of IoT with Ethereum Blockchain (BCoT) 

Using Blockchain to integrate the IoT seems feasible because this technology can 

potentially resolve many issues related to device interconnectivity and management, data 

and user privacy, and network, data, and device security. However, it is essential to 

remember that there are inherent limitations in the number and type of functions an IoT 
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device can perform based on processing power and battery power and that scalability and 

latency issues, often attributed to Blockchain technology, need to be considered. Any 

realisation of the potential of integrating Blockchain with the IoT implies balancing 

Blockchain's highly desirable security and privacy benefits and the realistic limitations of 

resource-constrained IoT devices. This requires imagination, research, and joint effort 

among technology stakeholders to build a healthy ecosystem in which economic, technical, 

social and governance considerations offer a path toward the responsible use of technology 

(Zubaydi, et al., 2023). 

Efforts in integrating Blockchain-IoT need to focus on finding solutions that leverage the 

benefits of Blockchain technology, such as lightweight Blockchain implementations 

optimised for IoT, effective data management solutions, and techniques for offloading 

heavy computational workloads to more robust devices on the cloud, while considering the 

resource constraints of IoT devices. These potential merits render the combination of 

Blockchain and IoT most attractive in advancing IoT and Blockchain technology, which is 

why research in this direction is ongoing. The research addresses related issues, from 

adapting the Blockchain platform, distributing trust and processing workloads, 

programmability of distributed systems, and security aspects such as replay and Sybil 

attacks to global-scale applications and deployment considerations. With these 

explorations, the research in IoT and Blockchain approaches one of the most promising 

examples of a symbiotic relationship: bringing us closer to a future where innovation in 

how we connect, control and secure devices and IoT data in a hyper-connected world is 

disruptive because it is effective and fosters trust (Aitizaz, et al., 2022) 

However, the core of this research contribution is system design, programming, and 

implementation, as well as the use of smart contracts to coordinate and automate system 

implementation. 

7.2.1 Node Discovery Protocol  

The Ethereum network employs a DHT protocol inspired by Kademlia for peer discovery 

and content dissemination across its P2P infrastructure. In private Ethereum Blockchain 

implementations, nodes are manually integrated into the network, and a Kademlia-derived 

node discovery mechanism for peer routing is utilised. Each node is assigned a unique 256-
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bit identifier, a 'node ID', generated using the Secp256k1 elliptic curve cryptography. The 

protocol defines inter-node distance as two node IDs' exclusive OR (XOR). Nodes 

maintain Ethereum Node Records (ENRs) containing current information about 

themselves and their neighbouring nodes. 

A node's routing table stores information about its neighbours, organised into multiple k-

buckets based on distance metrics. The current implementation utilises k = 16. Within these 

k-buckets, node entries are maintained in sorted order, with the most recently updated 

entries positioned at the tail and the least recently updated at the head. This decentralised 

approach to node discovery and routing enhances the network's resilience and efficiency 

in content storage and sharing across the P2P network. The system's design facilitates 

dynamic peer management and optimises network topology for improved performance and 

scalability (Eisenbarth, et al., 2022) (Jean-Philippe, et al., 2023). 

7.2.2 The RLPx Transport Power Protocol  

RLPx is a network transport protocol derived from TCP, designed to enable 

communication between Ethereum nodes. It facilitates the transfer of encoded and 

serialized data in a manner that is both encrypted and authenticated. To establish a session, 

two nodes engage in a two-phase handshake process before exchanging critical messages. 

During this handshake, they share their public keys to ensure that messages are encrypted 

and authenticated. Once the handshake is complete, they negotiate further capabilities 

using a Hello message, which is exchanged upon receiving the initial handshake message. 

The foundation of this process is an RLPx Connection, which is established by forming a 

TCP connection and negotiating an ephemeral key pair for secure communication in the 

future. To illustrate the RLPx protocol, consider the following scenario: the initiator creates 

an ephemeral key using a shared secret and sends this encrypted secret to the recipient via 

an auth message. The recipient then uses the shared secret to generate the same key from 

the ephemeral key and responds with an auth-ack message. All messages exchanged after 

the initial handshake are framed. After negotiating the ephemeral key, both clients send a 

Hello message followed by a disconnect message, as they will eventually disconnect. 

During disconnection, the sender encodes a single byte of the reason code received by the 

network on the fragment.  
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7.2.3 Ethereum Wire Protocol  

Based on the RLPx protocol, Ethereum defines several sub-protocols for different client 

conditions. The Ethereum Wire Protocol (ETH), used in this work, sees networks 

interconnected by full nodes sharing information about the Blockchain to update their 

respective ledgers. The Light Ethereum Sub-protocol (LES) is used by nodes and is defined 

as ‘light’, providing them full functionality to access the Blockchain safely. LES clients do 

not mine blocks; hence, they are not part of any consensus layer. A variation of LES for 

Parity Ethereum clients (Parity Light Protocol, PIP) was defined. We will refer to the ETH 

version eth/64 for this work. Nodes agree to use ETH and exchange Status messages 

containing the Total Difficulty (TD) and the hash of the latest block. Transactions are 

propagated similarly using one or more Transactions messages. For new blocks, nodes use 

NewBlock and NewBlock Hashes messages to communicate with their neighbours. The 

entire block is sent to a small set of connected nodes, while the new block's hash is 

forwarded to the rest of the peers. 

7.3 Novel BCoT Architecture Design  
Blockchain solutions for IoT (BCoT) applications have been getting more and more 

attention in the last few years due to the intrinsic merits of Blockchain technology in 

facilitating the security, transparency, and decentralisation of IoT’s applications. However, 

existing solutions have several limitations, including a lack of scalability, performance, and 

security (Nguyen, et al., 2024) (Dorri, et al., 2017) (Gerald, et al., 2022) (Sabrina, et al., 

2022). Based on these limitations, an interoperable novel BCoT architecture have been 

designed and evaluated, as shown in Figure (33). each playing a crucial role in mining and 

propagating new blocks within a private Ethereum PoA Blockchain network. These nodes 

are configured to perform specific tasks based on their designated roles. As validators and 

signers, they are responsible for ensuring the integrity of transactions and adding verified 

blocks to the Blockchain. This setup allows for efficient block propagation and maintains 

the security and reliability of the network. 

Each node is considered as one entity of a Blockchain. Multiple micro-controllers such as 

Arduino Nano, ESP32, ESP8266, and Raspberry Pi Pico W. All act as an interface, adding 

multiple sensors streaming data onto the Blockchain node using MQTT communication 
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protocol. Afterwards, edge-computing techniques were set up and tested to process and 

store IoT data locally before recording it on the Blockchain. 

An Ethereum PoA client also has been set up and implemented on all three nodes. The 

smart contract has been developed and optimised for IoT functionalities such as storing 

sensor data and controlling the actuators, as it is the most efficient and scalable solution. 

PoA is to be used for integration between IoT and Blockchain, which has been evaluated 

as the most efficient and scalable solution. Node-RED, a visual programming tool, has 

been applied here to program the system’s workflow using a dashboard and module. The 

workflow of sensors and actuators has been configured and established with the help of 

Node-RED. Additionally, Node-RED has been integrated with InfluxDB and Grafana 

modules to provide data visualisation and analysis. In Addition, IPFS is implementing a 

filing system to provide additional off-chain storage. The edge-computing techniques are 

used to process and locally store IoT data before they integrate the Blockchain. 

 

 
Figure (33): Proposed BCoT novel architecture design. 

 
A scheme for Identity management, authentication, and access control was established for 

IoT devices that interact with the Blockchain to protect the security and privacy of IoT 

data. The first step was securing identity management for all devices. The immutability 

and robust framework of Blockchain make it an ideal data store for managing the identities 

of devices. In this work, we provided each device with a unique and unalterable identity 

stored on the Blockchain to authenticate and authorise it during its interactions in the 
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network. Clear and practical steps were taken to secure the channel between source and 

destination. Authentication-based policies are implemented to secure communication 

between microcontrollers and the RPi4. To transfer sensor data from microcontrollers to 

RPi4, we used the MQTT protocol via the wolfMQTT library and Transport Layer Security 

(uTLS) protocol. The combination of wolfSSL and uTLS provided strong security; 

encryption and authentication were enforced to prevent eavesdroppers and man-in-the-

middle attacks barred from decoding data whenever they tried to listen in or inject 

unauthorised content during the transit process. Access control for IoT via Blockchain 

involves setting unalterable rules that specify a user’s eligibility to access resources within 

the network. On the Blockchain, rules are immutable, and thus, everybody (both legitimate 

network members and malicious actors) must agree to change them, which is virtually 

impossible. This approach further secured IoT by preventing the wrong entity from 

accessing network resources, tracing all access actions, and putting all access attempts in 

the public domain for audit. 

The proposed novel architecture deployment was completed by programming the micro-

controllers using Arduino IDE or Python and establishing communication with the nodes 

assigned according to the computing capabilities. Some RPi4 are designated validators and 

signers, i.e., for checking ethical transactions and adding new blocks to the Blockchain. 

The rest of the RPi4 devices have been configured to be regular nodes in the Blockchain 

network. The testbed was set to run for about three days, with each actor doing transactions 

every second and minute to have it look and operate as realistically as possible. Therefore, 

this enables the timeframe to adequately assess the statistics, metrics, and framework. To 

validate the collected data and check for potential issues, hourly averages or percentages 

for relative metrics were taken instead of depending on specific time measurements. 

Having the data checked for potential issues regarding the timing of data collection offers 

a complete picture for assessing the system. It would help further tune the design, 

configuration, and overall performance to suit the proposed IoT applications and use cases. 

Data from the sensors is picked up by the microcontrollers and then transmitted to the RPi4 

network through the MQTT protocol. 

Node-RED then published the data to the MQTT RPi4 broker to make the data available 

to other BCoT architecture components. This event kick-starts the asynchronous (non-
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blocking) data exchanges in the BCoT ecosystem and involved applications. The Node-

RED workflows can be extended with custom integrations, providing Blockchain 

capabilities to the Node-RED application. Using that custom node, sensor data can be 

submitted to the Blockchain. The Node-RED application can perform transformations and 

validations to the data, store the data to IPFS, and store the content identifier for the saved 

file in the Blockchain. With this integration, the Node-RED application will save the sensor 

data (and possibly other data) to the IPFS decentralised storage network, and all the 

metadata associated with the saved file to the actual Blockchain. In this case, the sensor 

data and its data provider will be recorded as objects in the Blockchain network, potentially 

establishing complete trust in the innocent data. The Geth Metrics block provides a 

confirmation monitor for the Blockchain to ensure that the data will be immutable and 

provides catch-all errors and logging to provide an audit trail for troubleshooting. With this 

integration, sensor data (and possibly other sensor data) can be easily saved using the 

Blockchain and have the added security of being stored on a decentralised storage network 

and as verifiable metadata on an immutable Blockchain. 

This data, and associated timestamps, was stored in InfluxDB, a purpose-built time series 

database, so it can be instantly searched, retrieved, and analysed for ‘historical’ data from 

which trends can be derived – which often helps when optimising system operation based 

on real-time, comprehensive data logging. InfluxDB was then interfaced with Grafana, a 

powerful visualisation front-end, where all of the sensor data is extracted from and laid out 

in various forms (charts, graphs, and dashboards) gained from that robust database. This 

layer serves as a primary tool for those who continuously monitor the operation and status 

of the BCOT, letting them watch over key parameters to prevent any unwanted anomalies 

in the data. 

Integration of IPFS adds a layer of distributed content management to the architecture. 

Furthermore, the proposed novel architecture became decentralised using IPFS and MQTT, 

Node-RED, InfluxDB and Grafana to add a layer of resilience, scale, and efficiency. 

Inherent in the IPFS distributed storage model, data is never lost because it gets replicated 

across the network of nodes, substantially increasing data availability and fault tolerance. 

Lastly, content-addressed storage enhances the robustness and resiliency of the BCoT 

system, and the composition of the IPFS Chaincode with an IPFS Docker image facilitates 
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easy and seamless deployment and management of IPFS nodes as part of the system 

architecture. With the decision to incorporate IPFS, we can now securely store and retrieve 

data using the content-addressed addressing format of IPFS. The containerised IPFS nodes 

can interact with the system, and Node-RED manages the data flows to and from these 

nodes for storage and retrieval. At the same time, InfluxDB continues to work with time-

series data storage, and Grafana serves as the user interface for interactive visualisation and 

analysis of the data. The ‘proposed novel architecture using IPFS for decentralised storage’ 

provides a single compact framework for addressing all the challenges involved with data 

management. Here, we have leveraged the inherent benefits of Blockchain domains such 

as distributed trust, decentralised control, security, and P2P transactions, the foundational 

MQTT communication protocol, and the distributed content-addressed storage capability 

of IPFS in this unified framework.  

7.4 Methodology 

7.4.1 Latency Characterisation 
In the scope of the thesis, this chapter focuses on an IoT-based application in the context 

of a private Ethereum network and scenarios wherein some IoT devices (e.g., due to 

performance constraints) cannot perform mining. However, mining is required for the 

Blockchain to continue operating. To overcome this, a proposed novel architecture 

introduces an optimised network architecture for a private Ethereum network, utilising 

Raspberry Pi 4 devices as computing nodes. Instead of employing all nodes as signer nodes, 

a role-based approach is adopted to enhance efficiency and effectively utilise resources. 

Two of the Raspberry Pi devices are designated as dedicated network signer nodes. These 

specialised nodes, strategically placed within each household on the network, possess the 

computational capability to perform mining operations and record new transactions onto 

the Blockchain. In addition, a linear topology was chosen for the network where, instead 

of using a node discovery protocol, we manually configure the nodes with the static IP 

addresses of all other nodes in the network.  

The proposed novel architecture aims to build a new round of Ethereum chain-based 

networks based on Raspberry Pi devices. The Raspberry Pi operates as a node of the 

Ethereum network, helping to record, store, check and respond to the requests of other 
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users. By combining a lightweight client, such as ‘Geth’, which requires less Blockchain 

data to be stored, with a reduction in the size of the Blockchain data to be stored and 

synchronised, we have minimised the computational impact on the non-signing node, as 

well as the resources (both electricity and information bandwidth) required for displaying 

the Blockchain information to those not involved. This network connectivity is 

accomplished bottom-up through what is known in software engineering as ‘handshaking’, 

a process in which each node explicitly defines the topological, or network, structure. Each 

Raspberry Pi maintains, in effect, a TCP connection open with each other RPi4 in the 

network. Furthermore, the architecture employs the Kademlia DHT protocol, in which each 

Raspberry Pi shares its k-bucket table with all other nodes in the network. This allows the 

network nodes to maintain a clear picture of the network topography, giving them the 

knowledge to share data efficiently. This novel architecture bundles lightweight clients, a 

Codec that reduces the amount of data stored, direct node-to-node connectivity, and the 

Kademlia DHT protocol to power a scalable and low-energy Ethereum Blockchain mesh 

of resource-constrained edge nodes such as RPis. 

To bootstrap these Blockchain connections and gain consensus on which nodes should 

share what data, the Ethereum (ETH) protocol is brought to life on the network. IoT devices 

or other network participants transmit their transactions to signer nodes, which authenticate 

and add them to the Blockchain. The predetermined chosen nodes, or ‘signer nodes’, 

validate pending transactions and new blocks for the Blockchain. All validated transactions 

and the newly created blocks get distributed back to the network using the links created 

with the born RPi4 nodes. Thus, all nodes should have the new blocks and the latest 

transformation of the Blockchain. This novel design takes advantage of the strengths of the 

RPi4 devices while optimising resource usage and network efficiency. Specific nodes are 

assigned to sign and validate blocks to ensure everyone stays on the same page, and 

lightweight clients are featured for the non-signing nodes. This architecture allows for 

consistency between Blockchains, achieves security and reduces the overuse of resources 

in the network, thus employing the RPi4s for a private Ethereum network with pre-known, 

trusted participants. 

A PoA consensus mechanism's transaction lifecycle differs slightly from a PoW's. The 

transaction lifecycle refers to the three steps in the life of a transaction, from the time it is 
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added to the transaction pool until it is considered committed. This starts with submitting 

transactions to the transaction pool and broadcasting those transactions to the validator 

nodes (nodes which have been pre-approved to do validations in PoA). For PoA, it is not a 

computationally intensive algorithm run by the mining nodes (equivalent to validator nodes 

in PoA) as PoW, but rather validation using pre-approved identities of the controller nodes 

to create a new block containing the pending transactions and seal it. Moreover, when a 

validator node generates a new block that is considered acceptable by consensus and is 

successfully sealed on the chain, the new block is propagated throughout the network, 

where it gets verified by the network nodes. Upon successful verification, the transactions 

in the block will become effective and are committed and recorded on the Blockchain 

forever. In this context, there are two processes: transaction and block propagation on the 

Ethereum private network. The transaction propagation cascading process here is called 

the ‘transaction-oriented latency’. The block propagation cascading process is called 

‘block-oriented latency’. On the other side of the transaction lifecycle, submissions and 

travelling blocks are carried out by the Ethereum client software such as Geth. By analysing 

the Geth log at its highest verbosity level (--verbosity 5), an insight gained into the 

workflow of transaction propagation and block propagation processes, as well as explore 

the transaction lifecycle in a PoA based Ethereum private network.  

7.4.1.1 Transaction latency 

In PoA Ethereum networks, transaction propagation and processing resemble many aspects 

of other types of consensuses. A transaction's life includes several discrete phases, each of 

which is important to the integrity of its network. 

When a node receives the inbound transaction, it is queued for validation. Once this step is 

complete, it moves to a holding list, sometimes called the transaction pool, which acts as a 

holding stage. In this list, it is possible to see that multiple transactions have been collected 

before they are sent to a block in Ethereum. Once validated, the node spreads, sending the 

transaction to its peer network, which consists of other validator nodes. It does this through 

a special protocol for Transaction messages. The peer nodes receive and add the incoming 

transaction to their corresponding queues in the special storage block containing new, 

pending transactions. Next, the peer node validates and checks the transaction itself. If all 
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checks pass, the transaction gets promoted out of the queue and into active status. It is 

added to the peer’s transaction pool for further processing and block inclusion. This multi-

stage process ensures a robust and decentralised approach to transaction management 

within the PoA Ethereum ecosystem, facilitating efficient and secure operations across the 

network. 

 
Figure (34): Lifecycle of transactions in the Ethereum Blockchain network. 

 
 

A peer node does the same thing about this transaction, which will again be delivered to 

the rest of the PoA network. Transaction Latency of a PoA network can be formally defined 

as the time delay between when a transaction is sent out by a sender node to a peer node 

and when the validated transaction is brought up to the peer’s transaction pool, as shown 

in Figure (34). 

The lower the Transaction Latency, the quicker the transaction, once submitted, will reach 

the entire PoA network and be transacted upon, that is, accepted and validated by the set 

of authorised validator nodes. Transaction Latency is an important metric when executing 

or verifying transactions on a PoA-style Ethereum pseudo-peer-to-peer private network. 

7.4.1.2 Block Latency 

Block propagation and validation involve a complex interplay of nodes and transactions in 

Blockchain networks. The sequence commences when a mining node selects a subset of 

transactions from the transaction pool (txpool) and assembles them into a block. This newly 

mined potential block is then communicated to peer nodes via a NewBlock message. Upon 
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receipt, the propagated block enters a queue at the recipient node. Subsequently, the block 

undergoes importation and processing by the peer node. This processed block is then 

transmitted to additional nodes within the network, perpetuating the propagation cycle. 

Each node validates the block and incorporates it into its local database during this process. 

The propagation cycle concludes when the new chain segment, comprising the recently 

mined block, fully integrates into the network. To mitigate redundant transmissions, nodes 

announce their block ownership, preventing scenarios where multiple peers attempt to 

propagate the same block simultaneously. 

A critical metric in this process is block latency, the temporal interval between a block's 

mining and its importation by peer nodes. This metric approximates the time required for 

a block to traverse various network hops during propagation. This intricate process ensures 

the distributed consensus and integrity of the Blockchain, facilitating the network's 

decentralized nature while maintaining synchronisation across all participating nodes. 

7.5 Performance Analysis 

7.5.1 Geth Metrics 
Geth, a platform, offers a collection of optional user metrics. Most are turned off by default 

to save computational resources. A user can then enable those using some flags, and some 

are considered expensive metrics, requiring another flag. The design goal is to let the 

engineers add metrics quickly all over the code, thus allowing it to automatically collect 

and query every executed function and letting the user explore the visualised outcomes 

without any abstraction and embedding constructs. 

 

Metric types 

The Geth Metrics Dashboard is a portal into the inner workings of the Ethereum node. It 

displays a variety of metrics based on meters, timers, counters, and gauges. Collectively, 

this information helps monitor Geth's performance and health. 

Meters: Each measure a ‘thing’ that happens, the rate at which it happens, and how many 

times that rate has occurred over the last day. The meters are all digital odometers 

continuously updated every microsecond with each new event that enters the node. Each 

meter registers the total number of events, the average rate since the meter’s counter was 
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first initialised, and the degree to which the node was busy within the past 1, 5 and 15 

minutes. 

Timers: Taking meters a step further, timers record the length of events, including 

percentiles (5th, 20th, 50th, 80th, 95th) – we can think of these percentiles as thresholds 

that measure the duration of certain events. For instance, events that are speedy form our 

5th percentile, while fast but less frequent events form our 20th percentile; similarly, 

relatively fast events and their distribution is roughly symmetrical (i.e., 50 per cent below 

and 50 per cent above the median) form our 50th percentile, and the 80th or 95th percentiles 

include slower but still frequent events that probably deserve some alleviation. 

Counters: These are simple counters that use a single integer field to keep track of 

something arranged. To see the current value, one needs to write a query to the dashboard 

anytime. 

Gauges: Like counters, gauges track a single integer value with extra flexibility. They can 

be incremented, decremented, or set directly, providing a dynamic view of specific metrics 

of the running Geth node. Properly utilising these different metric types, a Geth Metrics 

Dashboard can help develop a clear picture of the node's status, identify areas of possible 

slowdowns, and keep the node running smoothly on the Ethereum network. 

7.5.2 Performance Evaluation Process 

To evaluate the real-time performance of the proposed BCoT architecture, the IoT data was 

exchanged at the Blockchain node, and the process, as depicted in Figure (35), was 

performed.  

While the IoT data was processed, the Geth metric was presented. The purpose was to 

assess the system's performance as the CPU usage of the node, allocation of the node 

memory, disc I/O, latency, and throughput of node transactions have been allocated. 

Geth's standard metric used to monitor metrics that include: 

• The network traffic calculates the traffic volume, including in or out. This 

indicates the volume of incoming and outgoing packets at the Geth node. 

• The block processed in time is considered a metric, which shows the time the 

Geth node needed to process the block. 
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• Network connection that indicates the number of network connections with the 

Geth node that was created. 

These metrics are imported for monitoring the Geth node's health and performance, where 

it will detect when it fails. 

The evaluation process is achieved using Geth, a client implemented on the Ethereum 

platform. Geth is written in the programming language Go and comes with a built-in EVM 

that processes transactions and deploys smart contracts. Geth comes with some default 

metrics. By default, the metrics are disabled to leave computing overhead for the average 

user. However, enabling command-line arguments using the—-metrics flag when starting 

the node allows the user to enable detailed metrics. 

 

  
Figure (35): Data flow diagram for BCoT performance evaluation. 

 
 

With each advancement in blockchain technology and subsequent waves of adoption, 

meticulous observation and analysis become increasingly crucial. By tracking metrics, one 

can identify bottlenecks or inefficiencies, determining whether these issues can be resolved 

or tolerated. Obtaining metrics for Ethereum-based blockchains is an effective method for 

monitoring and analysing various performance aspects of a blockchain. 

The evolution of Blockchain technology is an ongoing process characterised by the 

introduction of novel features, algorithmic enhancements, and fluctuations in transaction 

volumes, all of which can significantly impact its computational attributes. In this context, 

Geth metrics serve as a vital tool for gaining comprehensive insights into these 
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transformations. These metrics enable developers and system administrators to critically 

evaluate the ramifications of updates, identify performance bottlenecks, and implement 

informed modifications to optimise system efficiency. Consequently, this data-driven 

approach facilitates the refinement of Blockchain systems, ultimately leading to an 

enhanced user experience. 

The continuous development of Blockchain technology necessitates a robust framework 

for monitoring and analysing its performance characteristics. As the technology progresses, 

incorporating new functionalities, refining algorithms, and adapting to varying transaction 

loads, it becomes imperative to assess the implications of these changes on the system's 

computational profile. Geth metrics provide a crucial mechanism for capturing and 

interpreting these evolving dynamics, offering valuable insights to Blockchain 

development and management stakeholders. By leveraging these metrics, developers and 

administrators can effectively gauge the impact of system updates, pinpoint areas of 

inefficiency, and implement targeted optimisations. This data-driven approach to 

Blockchain management enhances system performance and improves user experience, 

fostering wider adoption and utilisation of Blockchain technology across various domains. 

One of the significant benefits of Geth metrics is their ability to monitor resource usage 

(e.g., memory and CPU usage), allowing them to pinpoint bottlenecks in performance. 

Once the reason for a performance bottleneck is identified, the affected components can be 

optimised, whether it is a software patching and upgrades or hardware or network 

configuration. Another essential metric in Geth is monitoring network traffic for capacity 

planning and performance optimisation. This enables the administrator to spot the traffic 

patterns and accordingly scale resources or use optimisation techniques to eliminate any 

performance bottlenecks or congestion on the system ahead of time. Moreover, Geth 

metrics enable benchmarking between different Blockchain systems and help decide which 

offers the best performance for a particular use case. This will give developers and 

organisations options and flexibility by allowing them to design, build and operate a 

‘bespoke’ custom Blockchain that suits their needs. Even more importantly, Geth metrics 

contribute to increased performance and a pleasant user experience. For instance, 

preventing potential problems with user experience – for example, slow response times or 

congestion in the network – means that administrators can collect, monitor, and react to 
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these metrics before these problems happen. However, monitoring and optimising the 

performance will become critical as Blockchain technology matures and becomes more 

widespread. Geth metrics will provide a valuable framework for this task to Ethereum-

based Blockchain developers and administrators to keep their systems well-maintained and 

ready to grow at the pace of the demand. 

Geth is the component that exposes the metrics directly to an InfluxDB database—using 

the --metrics. influxdb flag, along with the URL, username, and password where it should 

be stored by specifying --metrics. InfluxDB will monitor the node in near real-time. 

Prometheus-formatted metrics data can be fetched by requesting it at the 

/debug/metrics/Prometheus URL. Grafana, a monitoring application for collecting and 

analysing data, offers an out-of-the-box dashboard for monitoring Geth nodes that provides 

rich insights into the operational aspects of our Ether node. It separates these metrics into 

system, network and Blockchain metrics. System metrics include overviews of the BCoT 

node’s resource utilisation, which monitor CPU usage, memory consumption, disk input 

or output, and the amount of network data sent and received. It is a good idea for the system 

page to validate under what conditions the CPU jumps by looking at the CPU metric; 

alternatively, it also monitors the number of concurrent Disk I/O reads or writes similarly. 

In Addition, one can directly observe a two-time series of the memory utilised by Geth, as 

well as the total memory available to the node and other information. The network section 

logs the number of peer connections, while one can select and monitor a specific peer. One 

can then be selective of which peers to prune. 

From a programming philosophy perspective, Geth's metrics model is designed to be 

seamlessly integrated throughout the codebase, akin to the application of software logging. 

Minimal effort is required to introduce a metric at any point, and the API will expose it. 

Metrics can and should be updated safely anywhere in the codebase while the system is 

operational. They are automatically recorded via an API and can be displayed as needed. 

 

Metrics become accessible when the --metrics flag is enabled at start-up, with an HTTP 

server providing them if --metrics.Address is specified. The default address for metrics is 

127.0.0.1:6060/debug/metrics, though custom addresses and ports may be set. The --
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metrics.Expensive flag enables more computationally intensive metrics, activated by the 

following command:  

sudo geth --datadir "./pidata" --syncmode "full" --port 30305 --http --http.addr 

"192.168.1.80" --http.port 8546 --http.api "personal,eth,net,web3,txpool,miner" --

networkid 101020 --nat extip:192.168.1.6 --netrestrict 192.168.1.0/24 --unlock 

0xd5e47682bf66a3b34ba04ddda399827c575b7359 --password "./pidata/PWSS.txt" --

allow-insecure-unlock --http.corsdomain '*' --mine --miner.etherbase 

"0xd5e47682bf66a3b34ba04ddda399827c575b7359" --metrics --metrics.influxdb --

metrics.influxdb.endpoint "http://192.168.1.80:8086" --metrics.influxdb.username 

"admin" --metrics.influxdb.password "Jordan@2020" --bootnodes 

enode://cbf4c5e21d15592a9d1ec9b7204cdb4905103aa0ee2b758798c436bbc43f5ccb2de

a2e53a9d9b3ec373ed9df018b6df3a0c2733ebfe58bdd13eaa1f5c40d7762@192.168.1.6:0

?discport=8008 --ws --ws.port 8544 --ws.addr "192.168.1.80" --ws.origins "*" --ws.api 

"web3, eth" --metrics --metrics.addr 192.168.1.80 --metrics.port 9090 --

metrics.expensive console 

As such, Geth metrics are piped into Grafana and displayed as panels with information on 

every metric of the BCoT's performance. The Grafana dashboard can have multiple panel 

options, which provide data points that give insight into the health and performance of a 

Geth node. Grafana is integrated with Geth, enabling real-time monitoring of these values, 

meaning the Geth nodes can stay in optimum shape, making informed choices with the 

help of live monitoring. 

7.6 Performance Characterization and Validation of BCoT Architecture 

Experiments were conducted to assess the real-time capabilities of an architecture designed 

specifically for the RPi4. The studies examined the average total time, transaction 

submission latency, and average throughput of a private Ethereum network at different 

transaction volumes. 

The findings, outlined in Table (2), provide a thorough summary of performance features 

noted across transaction volumes varying from 10 to 1000 transactions. To guarantee a 

comprehensive assessment, the tests were carried out in two phases, with phase one 

employing 2,000,000 units of gas and phase two using 10,000 units. 
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An innovative element of this research is examining gas limit and gas price parameters, 

which substantially impact user transaction fees. During the initial stage, a gas limit of 

4,700,000 units was established with a gas price of 1 GWei, and every transaction used up 

10,000 units of gas. The gas limit remained at 4,700,000 units during the next round, but 

the gas price was increased to 4,700,000 Wei. This change led to higher transaction fees 

due to the increased gas price, even though the computational resources required for each 

transaction were reduced. 

The experimental findings demonstrated that the interaction between gas price and gas 

consumption significantly impacts transaction fees and overall throughput. This insight 

enables users to experience varying charges based on their willingness to pay for expedited 

transaction processing, which is particularly beneficial for devices with limited resources, 

such as the Raspberry Pi 4. Moreover, the experiments emphasise how gas-related factors, 

like gas limit and gas price, are crucial in indicating the system's approach to resource 

management. Setting a gas limit of 4,700,000 units and a relevant gas price, the research 

showcased a well-rounded strategy for resource distribution, crucial for upholding system 

efficiency while handling. 

 
Table (2): Average total time, latency, and throughput for different transaction volumes. 

Transactions 

Average Total Time 

(s) 
Average Latency (s) 

Average Throughput 

(transactions/s) 

Round 1 Round 2 Round 1 Round 2 Round 1 Round 2 

10 0.3504 0.2813 0.0350 0.0281 28.53 35.68 

20 0.6634 0.5532 0.0330 0.0271 30.18 36.76 

30 1.0537 0.8060 0.0351 0.0269 28.39 37.40 

50 1.7147 1.3272 0.0344 0.0262 29.16 37.64 

100 3.5752 2.6280 0.0358 0.0266 28.04 37.91 

1000 36.2298 26.9746 0.0362 0.0269 27.81 37.96 
 

 

Regardless of the different and variable transaction volumes, the experimental average 

value of the total time to process transactions changed linearly, confirming the 

architecture's proportional dependence on transaction processing. It is precisely what is 

expected from an architecture working with transactions since the higher the transaction 
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volume, the higher the total processing time. The average latency per transaction shown in 

Figure (36) remained relatively stable throughout the experiments, which confirms the 

consistency of resource use in processing individual transactions. As such, such stability is 

a positive characteristic of the system’s responsiveness during a growing load, which 

means that the Blockchain network demonstrated a stable level of response to transactions 

over different loads. 

 

 
Figure (36): Average total times to process the transactions (s) in the rounds (1,2). 

 
Throughput measures the volume of transactions generated and processed within a given 

period. The throughput was constant for different numbers of transactions issued, whether 

round 1 or round 2. The highest number of throughputs is 1000 for an average of 37.96 per 

second. This constant possibility can imply that the system can handle the load of 

transactions. The transaction volumes are slightly higher than their previous volumes. This 

could imply that there is a point that the system works in total efficiency at all of its 

transaction volumes. 

The average metrics table interpretation is a system that maintains stability in latency, takes 

predictable jumps in total processing time with a more significant number of transactions, 

and hits an optimum throughput at a high transaction load. These inferences are significant 

when understanding the system-wide performance characteristics of the Blockchain 

network while sending transactions of varying frequencies. 
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A comparison of the transaction cycle for the second round i) throughput ii) average latency 

Additionally, a comparison of the results of the two rounds reveals that the system was able 

to support a higher throughput with many transactions, that is, having a peak of 37.96 

transactions per second for 1000 transactions. Moreover, it is possible to note how the 

average latency computed per received transaction decreases with the transaction load 

growth (i.e., latency proportionally grows with the increase of additional transactions 

received by the server). Sometimes, the latency has a constant value when the system 

reaches the peak of the processing load, with the lowest latency computed for 1000 

transactions and equal to 0.0269 seconds per received transaction. These results 

demonstrate the scalability of the system and its ability to cope with large transaction loads 

with a very acceptable latency, which is a prerequisite for IoT applications that deal with 

data to be processed in real-time or near-real-time. 

Compared with the results in the previous heterogeneous lightweight Blockchain-based 

marketplace (HLBM) obtained by Guerra et al. (Guerra, et al., 2022), the proposed novel 

architecture demonstrated better performance in terms of both throughputs and latency, 

standing at the top of the table of existing solutions. 

The HLBM was designed mainly to address the problems of using Blockchain to process 

requests from constrained resources IoT devices. The proposal bridges a public Blockchain 

based on transparency and a private Blockchain based on efficiency to establish a secure 

transaction between IoT devices. Furthermore, Chen et al. tested private Blockchain 

transaction throughput, latency, and scalability in an experiment regarding private 

Blockchain technology's performance in IoT applications. The finding indicates that 

Blockchain technology is essential for various applications (Chen, et al., 2021). 

In the proposed novel architecture, the network latency was consistent across the blocks. 

In addition, the entire traffic is well distributed across all the blocks of transactions. Hence, 

the network could handle any scale of traffic. Moreover, the network throughput is higher 

in blocks with more counts of transactions, showing how the system can scale with load. 

As anticipated, we had little fluctuations in errors and network latency throughout the 

rounds of experiments. The measurements made in both rounds of performance 

experiments suggest that Blockchain technology is essential for various applications. 
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The network parameters with performance are disk space usage, memory usage, and CPU 

utilisation. The disk performance counter shows how these parameters store and transfer 

files. The disk reads the data counter, and the disk writes the data counter, indicating the 

average size of data transferred in reading and writing operations. These two counters also 

measure the number of read and write operations per second. Watching these two counters 

helps system administrators see existing trends of disk activity and find the problems and 

opportunities for improvement. Figure (37) shows the disk read and write operations before 

and after the transactions and mining process. When Geth begins to start transactions and 

mining, it will fully load the needed data from the Blockchain database to prepare itself. It 

attempts to reconnect to the network by logging. Once the transactions and mining process 

starts, the read and write operations from disk increase dramatically because Geth now 

actively requests and updates data from the Blockchain database. We can notice that the 

number of disks write operations is usually more significant than disk read operations as 

Geth constantly records new data to the Blockchain database while transactions are being 

processed and blocks are being mined. The figure above shows that disk read and write 

operations can vary significantly over time. We can see that the size of transactions and 

blocks can be of enormous difference due to their various sizes. For instance, if there is an 

abrupt increase in the number of transactions submitted to the network, the disk read and 

write operations will be increased accordingly. 

 

 
Figure (37): Disk performance monitoring using Grafana. 
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Figure (38) illustrates that mining RPi4 nodes requires memory usage ranging from 100 

MB to 200 MB. Furthermore, memory consumption rises notably when the transaction 

being processed loads extra data into memory, like the Blockchain database, transaction 

pool, and account state. Furthermore, memory consumption can fluctuate wildly as the 

quantity and magnitude of transactions can differ significantly. Geth might also have to 

bring more data into memory to handle the transactions. The highest amount of memory 

used is approximately 210 MB, presumably due to Geth handling numerous transactions. 

Memory usage slightly decreases as Geth completes processing a portion of the 

transactions. Still, memory usage stays high as Geth handles incoming transactions and 

upkeeps the Blockchain database.  

Figure (38) offers a helpful summary of memory usage following the completed 

transactions. This data can help address issues with performance and pinpoint opportunities 

for improvement. For instance, memory usage grows slowly, indicating that Geth 

consistently brings more data into memory. Furthermore, there were multiple instances of 

increased memory usage when Geth handled numerous transactions. The memory usage 

seems to level off eventually, indicating that Geth has achieved a consistent state of 

handling new transactions and releasing unused memory. 

 

 
Figure (38): Memory usage using Grafana. 

 
On the other hand, Figure (39) illustrates the CPU utilisation rate of each node. In the RPi4 

nodes, the CPU utilisation is approximately below 33%. At the same time, almost all CPUs 
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are consumed during mining on the RPi4. Because the Geth Metrics command calculates 

the CPU utilisation, it is slowly increasing, and the average CPU time since booting is 

stable. On a long-term basis, CPU utilisation of RPi4 nodes is stable.  

 
Figure (39): CPU utilisation using Grafana. 

 
Figure (39) also shows that the CPU usage increases significantly in the last time-start after 

the transaction is submitted, as Geth needs to use more CPU resources to process the 

transactions, such as inspecting the signatures of the submitted transactions, updating the 

Blockchain database every time a new block filled up with the transactions is generated, 

and syncing up with the other nodes on the same network. CPU usage also appears to 

increase periodically, which is seemingly at the time when Geth is processing many or 

more complicated transactions repeatedly. The CPU usage seems to return to a stable level 

after some time, indicating that Geth has reached a steady state of processing new 

transactions and freeing up any unused CPU resources again. After some time with low 

CPU usage, the CPU usage seems to increase gradually over the period, indicating that 

Geth still continuously uses more CPU resources to process the transactions. Several times, 

when there are too many transactions or somewhat complicated ones to process, we can 

observe some spikes in CPU usage. The CPU usage returns to a steady level after some 

time, indicating that Geth has reached a steady state of processing new transactions and 

freeing up any unused CPU resources again. 
 

The outcomes concerning the performance metrics of latency were benchmarked against 

the results, which showed an average latency of 9ms compared to 35ms for the solution 
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proposed by Chen et al. (Chen, et al., 2021). The lower latency in the study by Chen et al. 

was because the proposal was validated using a high-processing device, specifically a 

laptop, as one of their architecture components. This selection of hardware for validation 

likely led to faster processing and validation of transactions, hence reducing the latency 

compared with the proposed solution. Additionally, latency, throughput, CPU usage, 

memory utilisation and disk I/O results are measured and compared with the HLBM results 

from Guerra et al., presented in Figure (40). Latency measured for 100 transactions latency 

is at 6.5(s), whereas in our solution, latency is at 3.5752 (s). However, the proposed novel 

architecture is more successful in throughput, reaching 35.76 transactions per second, 

which exceeds the HLBM outturn of 21.6 TPS in throughput. These figures suggest a 

possible trade-off between latency and throughput achieved by the two solutions. 

 

 
Figure (40): A comparative analysis of the proposed BCoT system with the Guerra et al. 

 

Further analysis of the CPU resource utilisation shows that, on average, the HLBM has 

higher CPU usage than the memory overhead, which illustrates that HLBM was 11% busy. 

In comparison, ours was 33%, and this might be because of the different amount and nature 

of the algorithm computations that might be different in both implementations. 

Both solutions have similar memory allocations, but in transactions, HLBM and ours 

utilised an average of 3290 bytes/hour and 2581 bytes/hour for funds transfer, respectively. 

This might be because both applications may use almost the same amount of memory in 

these transactions. 
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Finally, the disk I/O usage performance shows that the proposed novel architecture read 

and write was lower than HLBM, and this can be corroborated from the information that 

disk I/O read statistics is 5253 bytes/hour, which is relatively lower as compared to 9745 

bytes/hour in (Guerra, et al., 2022) . 

However, it is essential to consider these performance metrics holistically, all taken 

together, for the entire system of private Ethereum Blockchain works together to deliver 

the economics of the transactions, on the one hand, and the network performance under 

load. From a responsibilities and constraints point of view, a system needs to explore the 

interplay of computational resources, the throughput of data, and the storage required in 

the Blockchain network to optimise its performance while retaining the integrity and 

security of the system. 

7.7 Enhancing IPFS Efficiency in Dockerized Private Networks: A 

Performance Evaluation Perspective 

A comprehensive evaluation examines how IPFS performs in a Docker container 

environment, looking at the impact of migrating IPFS within a containerised setting. The 

latency of writing and reading operations for various file sizes was measured using a test 

system with three IPFS nodes in Docker containers and an IPFS Cluster peer in Docker. 

One significant result of the research is that IPFS performed better in Docker with lower 

latency times than previous studies using IPFS in a stand-alone setup. The efficiency is 

improved due to the critical factors of the IPFS Cluster replication strategy and the 

capability to set replica placement using optimal network routes. The studies also 

emphasise the significance of dynamic resource allocation in maximising the utilisation of 

hardware resources and, in turn, improving the efficiency of IPFS Clusters. All these 

experimental assessments offer significant results for implementing IPFS in a decentralised 

storage setting for a business. The research highlighted the possible use of IPFS in a Docker 

for a productive and scalable solution that can be accessed remotely online. The authors 

illustrated the feasibility of storing, managing, accessing, editing, and distributing data via 

IPFS on Docker, showcasing its suitability for cloud and web applications. The 

combination of IPFS and Docker enhances the benefits of containerisation, significantly 
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improving the HTTP experience compared to the traditional Web with its easy deployment, 

seamless scalability, and precise resource isolation. 

7.7.1 Background and Problem Statement 

IPFS is one of the latest innovations in P2P file-sharing technology that cuts directly at the 

heart of client-server technologies such as HTTP (Zheng, et al., 2018). IPFS combines 

DHT, MerkleDag data structures, and the BitSwap protocol to enable direct P2P file 

exchange. Using a DHT, IPFS allows peers to discover content across the network and 

efficiently retrieve it using content identifiers. MerkleDag data structures allow files and 

directories to be unambiguously addressed, connected, and named (Huang, et al., 2020). 

Tracing back to BitTorrent, BitSwap coordinates data transfer among peers, optimising 

decentralised data retrieval. IPFS promises to offer uncensored file sharing. It is virtually 

impossible to take down shared content using IPFS since each piece has an allocated IPFS 

reference, immutable and permanently linked to the data. This makes it a valuable tool for 

archiving. In addition, the system ensures efficient distribution of the content and can avoid 

redundancy (Pandey, et al., 2023) (Xu, et al., 2018) (Bhadula, et al., 2023) (Shin, et al., 

2023). 

IPFS can also operate fully offline with no internet connectivity, acting as a cache that can 

be accessed despite these limitations. It represents the future for next-generation file-

sharing systems, offering improved resilience, efficiency, and accessibility. 

This research work investigates the performance of IPFS in private networks. This study 

aims to compare the performance of IPFS in Private networks and identify the factors 

affecting its performance when used in Local Area Networks. A private network was 

created using a technology called "Docker-Cluster". All IPFS Cluster nodes formed the 

private libp2p owned by the cluster and maintained the IPFS list of CIDs and the metadata 

about which IPFS node pinning that content. When one of the nodes of the IPFS Cluster 

adds a new file, it informs the Cluster about that operation. Cluster nodes will coordinate 

the replication of that content among three IPFS nodes. The creator may configure the IPFS 

Cluster to keep the content in some specific locations, or it may be configured to pin the 

content across all three IPFS nods based on the storage space. That means one can 

determine where content should be replicated and pin it on nodes with excess storage. 
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Then, several files of various sizes will be created and separated between these Docker 

containers. The operation latency for each operation will be monitored. The question is 

how IPFS performs in writing or reading data to or from an IPFS-Cluster private network 

built using the Docker technology and which affects the performance of IPFS writing and 

reading in private Docker networks. 

The primary objective is to propose an application of using the IPFS-Docker network for 

file-sharing systems as an alternative to client-server-based file-sharing systems. It will 

establish the score for developing a file-sharing application on top of IPFS-Docker for 

private networks. Also, it motivates designers of IPFS to attempt to use new methods in 

the file system to achieve better performance. In addition, another research aim is to 

investigate the impact of using private computing networks on the performance of file-

sharing systems. It focuses on the potential of re-engineering file-sharing systems to take 

full benefit of private networks and achieve optimal performance. 

Several research articles and studies have also investigated the performance of IPFS 

storage, indicating its uniqueness and limitations. For example, Shen et al. (Shen, et al., 

2019) investigated the performance of IPFS on the client side to understand how file size, 

concurrency, node, and network topology affect throughput, latency, and scalability. The 

authors used a custom-built IPF client to run their experiments on an IPFS cluster with a 

variety of node configurations, which helped to understand the performance of the 

decentralised storage on different scenarios and workloads. These findings significantly 

impact the optimisation of IPFS reading and writing and the deployment of IPFS into 

applications. The case study results revealed that increasing the data sizes would degrade 

IPFS performance significantly, even in the case of slow networking – meaning fetching 

data would become slower. Further measurements of the time-based performance of the IO 

operations showed two significant bottlenecks for reading data from remote nodes: the 

resolving process and the downloading of IPFS data blocks. The academic storage cluster 

(ASC), a decentralised storage system based on IPFS, specifically designed as a modern 

peer-to-peer infrastructure for the academic community (Tottleben, et al., 2021), was 

studied. The ASC aims to provide a secure, reliable, scalable storage and sharing system 

for research data, papers, and other academic artefacts. The paper presents the preliminary 

results of the pilot deployment of the decentralised system and its feasibility and benefits 
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for the academic community. The study showed that ASC can show proof of concept that 

provides a secure and decentralised alternative to traditional centralised storage. The 

decentralised nature of the system enables the teacher to protect students’ privacy and 

maintain control of their work. It also showed that an ASC deployment can positively 

impact the academic community’s work and collaborations. This is an ongoing study by 

the research community for decentralised academic and research data storage. Lajam and 

Helmi (Lajam & Helmy., 2021) investigated and evaluated the performance of IPFS in 

private networks and the effects of private network characteristics, such as network size, 

node degree and latency, on various performance metrics, including data retrieval time, 

bandwidth usage and node storage usage. The authors presented the results of simulated 

and empirical studies on the performance of IPFS in private networks. The study 

demonstrated that factors such as network topology, node connectivity, and the number of 

data block copies in the cluster influenced the performance of IPFS in private networks. 

The performance of IPFS in private networks can be improved in several ways, including 

reducing network latencies using methods similar to techniques for traditional client-server 

read and write optimisation. Ahmad et al. (Ahmad, et al., 2023) investigated the 

performance of reading data in the IPFS clusters. They showed that the size of the cluster 

(the number of connected nodes) does not affect performance, but the replication factor 

(the number of copies of data blocks in the clusters) does. An IPFS cluster is a distributed 

set of nodes which acts as a single distributed storage unit in the network. It is different 

from the IPFS private network, where each node has independent files in the network. 

7.7.2 Experimental Testbed 

The experiments were conducted on the host machine with a 4-core 2.5 GHz i5 Intel 

processor, 12 GB RAM, and an SSD disk. As the host machine, windows 11 was installed 

using Windows 11 development tools. Using Docker Desktop, an IPFS cluster composed 

of three IPFS node nodes was installed into three containers. Figure (41) shows the 

architecture diagram of an IPFS cluster. Meanwhile, a Docker container is to host the FTP 

node with the VSFTP technology. With this IPFS cluster architecture, the following 

examines the configuration of the IPFS cluster and the impact on data storage and retrieval 

performance in terms of efficiency. By assigning a different role to each node of the IPFS 
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cluster installed in a Docker container and exploring the details of sharing data in closed-

network scenarios, a typical architecture diagram of an IPFS cluster can be presented, 

showing that node (n) can be different roles such as redistributing blocks of data, storing 

peers list or data to perform tasks such as searching, and verifying the integrity of data. 

Hence, the detailed impact on private network IPFS could be explored further. The goal is 

to build a system of playbooks to perform tasks on end-point device clients that can auto-

detect local applications and have their local data uploaded to an offsite IPFS network for 

more scalable sharing.  

 
Figure (41): The architecture of the IPFS cluster. 

 

This Docker compose file defines several services for IPFS nodes (ipfs0, ipfs1, ipfs2) and 

IPFS Cluster peers (cluster0, cluster1, cluster2). All these services are containerised, giving 

each process an entirely isolated execution environment. Each IPFS node (ipfs0, ipfs1, 

ipfs2) has exposed ports for IPFS, API and gateway. Ports are used for both intra and inter-

service communications. IPFS nodes will be required for data addition to or retrieval from 

IPFS. IPFS ports (12700, 12701 and 12702) are used for communication with IPFS nodes. 

Exposed gateway ports (8080, 8082 and 8083) with 5001, 5002, and 5003 are used for 

reading operations, while ports 5001, 5002, and 5003 can be used for writing operations. 

This includes IPFS content addition (writing content to IPFS) and reading (fetching files 

and performing content addressing). 

Each IPFS Cluster peer (cluster0, cluster1, cluster2) depends on a corresponding IPFS node 

with which to work. This dependency is crucial because it enables communication between 
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Cluster peers with their corresponding IPFS nodes for data management. IPFS Cluster 

peers enabled read operations by coordinated data retrieval from the IPFS node. The 

Cluster peer can handle client requests for data. The peer can retrieve the requested data 

from the IPFS node (CLUSTER_IPFSHTTP_NODEMULTIADDRESS) and serve it to 

the client via Cluster REST API (9094). The operation for this case involved a query made 

to the IPFS node for the requested data and then returned the content to the client. IPFS 

Cluster peers could also write operations by coordinating content addition tasks across the 

IPFS nodes. The peer can access new content to add to Cluster.  

The peer will distribute the added content to the associated IPFS nodes 

(CLUSTER_IPFSHTTP_NODEMULTIADDRESS). The IPFS nodes will then upload the 

content to the IPFS network. Clients mostly used the Cluster REST API (on port 9094), 

which provides endpoints for different operations, including putting and getting data, 

adding/deleting/editing peers, and monitoring the cluster’s status. The ipfs-cluster-ctl 

command-line tool is provided to interact with the cluster, and the operations include 

managing peers, querying data, and monitoring the cluster's performance. One of the 

advantages of using IPFS in Docker with a cluster setup is its ability to provide high 

availability, load balancing, redundancy, fault tolerance and horizontal scalability. IPFS 

Cluster works to coordinate a collection of nodes to provide decentralised, distributed 

access to content requested by parties. 

The data for the cluster can exist on multiple nodes, and at a lower level, these data points 

are asymmetrically connected through an overlay-style network. In a cluster, nodes can 

play different roles. A tracker node keeps track of where content is and forwards requests 

to the storage nodes that know the address of the specified content. These storage nodes or 

pin nodes essentially store and replicate data for redundancy and fault tolerance. Moreover, 

a rest API node is the one that exposes the cluster’s API to external clients for management 

and monitoring capability. 

7.7.3 Experimental Material and Design 

Data files (the materials of experiments) were transferred between nodes in the private 

network, and writing and reading operations were performed on those files. Two groups of 

files, one relatively small and the other large, were included in the experiment. The small 
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files are 1 KB, 4 KB, 16 KB, 64 KB and 256 KB, while the large files are 1 MB, 4 MB, 16 

MB and 64 MB. These sizes of files were chosen based on the work of Lajam and Helmy. 

The IPFS splits the files into 1 MB blocks. Therefore, the larger files require more 

processing time. The files were created manually in those sizes. The content of these files 

was simply arbitrary alphabetical characters equally filled in the created files that the 

experimenter had created. 

Measurements were taken to and from the network via file-writing (into IPFS) and file-

reading (from IPFS) operations. In other words, these measurements were performed on 

the operations of reading a file and writing a file using IPFS. The command ADD written 

in IPFS conducted the file-writing operation. Resetting the IPFS network to keep the local 

state, a file is added to local IPFS, and the local version of the file, once added, is available 

to members of the IPFS network, specifically other peers in that network. The GET 

command conducts the file-reading operation, downloading a file from the IPFS network 

from one or more nodes holding the file. Downloading a file adds it to the local IPFS 

repository for that node that requested it. It becomes available to provide to other IPFS 

network members, increasing the number of contributors (also known as file senders) as 

the number of owners of the file increases. In this experiment, there are two steps: resetting 

to keep the local IPFS network state and either node one or node 2 accepting the operation 

(read or write file) from the other. 

Latency was measured for all operations as the time elapsed from the beginning of the 

operation attempted by the user until its end, i.e., operation completion time, and this time 

includes CPU time, I/O waiting time, and network delay. For writing operations and 

reading operations in IPFS, in the writing operation experiment, the first operation involved 

invoking the content to IPFS via writing it to IPFS. In this process, the 3 API nodes (5001, 

5002 and 5003) were used, and the content was added to the IPFS network via command-

line tools like ‘ipfs add’. In the reading operation experiment, a reading method from IPFS 

data was first selected (via gateway ports, for example), and afterwards, the added content 

was retrieved. Since the reading method was via the gateway port for IPFS, the ‘ipfs cat’ 

was used afterwards to retrieve the content to be retrieved according to the command line 

tools like ipfs add. Test reading from the IPFS cluster via Cluster REST API was performed 



 

Page | 181 

(9094). All operations were invoked for ten files and then measured and recorded 

afterwards. 

7.7.4 Comparative Analysis of Latency and Resource Utilisation in IPFS 
vs. FTP Systems within Docker Environments 

Figures (42) and (43) illustrate the detailed comparison of the latency in writing operations 

between IPFS and FTP for small and large files. The latency measurements for writing files 

to the local IPFS-Docker network and the FTP container show distinct differences between 

the file storage systems. The latency for IPFS is significantly greater in milliseconds 

compared to FTP. The reason for this is the extra tasks carried out during the IPFS writing 

process, like breaking big files into segments and creating distinct CIDs for each segment. 

On the other hand, the FTP writing operation is a straightforward copying process. IPFS 

latencies show minor differences for small files comprising one block but are noticeable 

for large files divided into several blocks. This is because more I/O disk operations are 

needed to manage the increased number of blocks in larger files. This indicates that writing 

one large rather than multiple small files in the IPFS system is more effective. Examining 

the writing efficiency of individual file systems, the findings suggest that writing big files 

to IPFS is not as effective as writing a single big file. This is probably caused by the 

elevated I/O disk operations needed to manage the numerous blocks of a sizable file in 

IPFS. 

 
Figure (42): The latency for the Docker cluster and FTP writing operations for the small-size files. 
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Figure (43): The latency for Docker cluster and FTP writing operations for large files. 

 

Figures (44) and (45) represent the reading operation delay latency to measure the 

improvement of reading efficiency. The latency between IPFS and FTP is small for small 

and large files. 

 

 
Figure (44): The latency for the Docker cluster and FTP reading operations for the small-size files. 
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Figure (45): The latency for Docker cluster and FTP reading operations for the large-size files. 

 
The latency dynamics are different again for a clustered IPFS setup inside Docker. In this 

case, the broadcast nature of BitSwap itself is perhaps not directly relevant (since data 

exchanges start and end at replication-management nodes, by necessity). However, nodes 

in the cluster still exchange data with BitSwap. The latency here ultimately depends on the 

cluster’s replication strategy. The cluster will coordinate handling copies across multiple 

nodes for any new file being added to the system. This coordination means that individual 

nodes will be less likely to receive redundant data, potentially improving latency in this 

setup.  

The existence of specialised gateway ports and a Cluster REST API function as entry points 

for retrieving data, with their effect on latency being more independent of the cluster's node 

count. Instead, the speed of data copying and distribution among the cluster significantly 

impacts latency. By having the cluster handle replication, the chance of receiving duplicate 

data packets is significantly decreased, which could lead to faster response times compared 

to situations where replication is not utilised. Other factors to consider are the cluster's total 

workload, which impacts latency while managing different requests and replication jobs, 

and the connection speed between Docker containers and the main machine, as effective 

network communication is crucial for latency performance. The distributed IPFS cluster 

architecture of IPFS Cluster improves data availability, redundancy, and fault tolerance. 

The cluster comprises multiple coordinated IPFS nodes working together to synchronise 

data and uphold a unified data replication system instead of just one IPFS node. 
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The significance of the cluster's replication and data distribution efficiency outweighs the 

number of nodes in determining latency. When a new file is uploaded to the IPFS Cluster, 

the cluster coordinates the duplication of the file among various nodes. The cluster's 

distribution of file chunks reduces redundant data reception by individual nodes through 

coordinated replication. The primary way the cluster lessens redundant data retrieval is 

through its replication strategy. Through the innovative distribution of file chunks across 

various nodes, the cluster prevents nodes from getting duplicate data while handling 

content requests. This differs from the usual IPFS broadcast model, where duplicated data 

is more likely to be transferred among nodes. Moreover, dedicated gateway ports and a 

Cluster REST API offer access points for data retrieval, helping minimise node numbers' 

impact on latency. The importance of the cluster's replication and data distribution 

efficiency in influencing latency outweighs the impact of the number of nodes (Kim, et al., 

2024). 

Docker is well-suited for deploying IPFS nodes. By utilising Docker containers, developers 

can efficiently operate IPFS in segregated environments. This method enables them to 

benefit from Docker's capabilities in managing resources. Fundamentally, Docker 

simplifies the task of operating IPFS nodes while allowing precise management of resource 

distribution. By imposing restrictions on the memory and CPU utilisation of IPFS 

containers, individuals can guarantee that IPFS nodes do not utilise excessive resources, as 

illustrated in Figure (46), avoiding possible declines in performance or depletion of 

resources on the host system. This is especially crucial in operating several IPFS nodes, as 

it enables better distribution and use of resources. 

On the other hand, it is also possible to run IPFS Docker on top of Kubernetes, a powerful 

container orchestration engine. Kubernetes can be programmed to dynamically manage 

resource allocation to instances based on real-time demands, automatically scaling up or 

down the nodes as needed. This capability ensures that the IPFS cluster is continually 

optimised for both performance and resource utilisation, ensuring that the workload is 

distributed across all available nodes and that no single node will become a bottleneck. 

This combination of IPFS Docker and Kubernetes offers a robust and scalable solution for 

deploying IPFS-based applications in a containerised environment. (Sivasankari & 

Sathyamithran, 2022).  
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Figure (46): The Docker stats command returns a live data stream for running containers. 

 
 

The investigation of resource usage in the IPFS Cluster showed a highly nuanced 

distribution of user and kernel CPU and memory, which was explained by the different 

operational requirements of IPFS nodes and cluster containers deployed at various levels. 

The systematic review and empirical studies helped to further identify the dynamic 

interaction between resource allocation mechanisms and their effect on Docker-Cluster 

environments' performance, usability, and scalability (Ahmad, et al., 2023). 

The CPU usage on ipfs0, ipfs1, and ipfs2 remains steady at 1%, indicating minimal 

processing is required. Upon further investigation of memory usage, it was discovered that 

ipfs0, ipfs1, and ipfs2 had likely consumed significant amounts of their available memory. 

More precisely, ipfs0 uses roughly 6% of its 5.691GB memory, ipfs1 utilises close to 4.7%, 

and ipfs2 consumes about 4%. The reason for this memory usage is linked to the tasks 

related to managing data performed by these nodes, such as data replication, hash 

calculations, and block administration. Low CPU utilisation compared to high memory 

usage indicates that memory resources will likely impact system performance more than 

CPU capacity. These patterns are common in distributed storage systems such as IPFS, 

where nodes manage metadata and store data blocks. The containers labelled cluster nodes 

(cluster0, cluster1, cluster2) also show low CPU and memory utilisation levels. The 

minimal usage indicates that these cluster containers, likely serving as IPFS Cluster peers, 

perform more effectively than other experiment-related elements. These containers mainly 

handle metadata and enable node communication, which requires fewer computational 

resources. Cluster containers are significant in managing cluster operations by effectively 

controlling resource usage, overseeing coordination, managing replication strategies, and 

upholding cluster health. This description of how resources are used highlights how 
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effectively the IPFS Cluster's design distributes computational work based on the needs of 

its components. 

An essential advantage of utilising Docker containers for IPFS Clusters is the capability to 

assign resources dynamically. This implies that the CPU, memory, and storage resources 

can be modified dynamically according to the cluster's present requirements. This vital 

allocation is essential for maximising the efficiency of resource utilisation. The overall 

performance of the IPFS Cluster is improved by automatically adjusting resources based 

on demand. This improvement guarantees that the cluster is adequately equipped to 

function efficiently without expending resources unnecessarily on unnecessary tasks. IPFS 

Clusters can dynamically adapt resource allocations by utilising container orchestration 

tools like Kubernetes and Docker Swarm to respond to changing workloads and operational 

requirements. This flexibility guarantees that IPFS nodes and cluster containers receive the 

necessary computing resources to effectively perform their duties, preventing possible 

obstructions and improving scalability. Additionally, the cluster can distribute 

computational resources more efficiently by setting resource limits and quotas and 

strategically deploying containers according to their resource profiles. This distribution 

enhances the use of hardware resources and improves the stability and reliability of the 

IPFS Cluster by avoiding resource conflicts and ensuring fair resource allocation for 

containers. To sum up, analysing how resources are used in IPFS Clusters shows a complex 

distribution of computational resources corresponding to the specific needs of IPFS nodes 

and cluster containers. Utilising dynamic resource allocation mechanisms in Docker-

Cluster environments enhances efficiency and scalability, highlighting the significance of 

adaptive resource management for maintaining performance and reliability in distributed 

storage systems (Kumar, et al., 2023).  

Further, Docker's resource management features can be utilised to set appropriate memory 

limits on IPFS containers, preventing performance problems. Optimising the cluster's 

replication strategy and preparing data for distribution will help avoid the need for 

additional memory on each node. Container orchestration tools such as Kubernetes can 

dynamically allocate resources to IPFS nodes by ensuring they have the memory required 

to perform their work. 
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7.7.5 System Analysis and Validation 

Figure (47) and Figure (48) show latency measurements for writing files to the FTP and 

local IPFS repository containers named ips0 and running on default port 5001, respectively. 

These graphs illustrate the write operation latency of IPFS for both small and large files in 

the IPFS-Cluster implementation and compare it to findings from Lajam and Helmi, who 

reported lower latency in the current Docker implementation for write operations to IPFS. 

 
Figure (47): Latency of IPFS writing operations of small-size files in ms. 

 

 
Figure (48): Latency of IPFS for writing operations of large-size files in ms. 

 

Additionally, significant variations in latency were noticed between the two setups, Lajam 

and Helmi (Lajam & Helmy., 2021), and the current solution, as the efficiency of IPFS in 

virtual machines and Docker containers can be impacted by various essential factors. 
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Resources in VMs are distributed at the level of the virtual machine, ensuring a higher 

degree of performance assurance for the IPFS instance. Nevertheless, VMs experience 

increased overhead because of an extra layer of abstraction from the virtual operating 

system, affecting both start-up times and efficiency overall. On the other hand, Docker 

containers use the same kernel as the host system, resulting in a more lightweight and 

quicker start-up. However, resource distribution may vary based on the host's workload. 

Storage and network performance are also necessary, as Docker containers can gain 

advantages from the host's direct connection to physical storage and network resources. 

Moreover, the particular IPFS task, including the data size and how it is accessed, can 

significantly impact performance in VM and Docker settings. Although Docker containers 

have benefits in terms of start-up time, isolation, and portability, the performance of IPFS 

deployments dramatically depends on the host system's configuration. (Routray & Ganiga., 

2021). 

However, the latency tests for saving the files to the FTP and the local IPFS storage units 

were carried out using gateway ports ipfs1 (port:5002) and Cluster REST API (port:9094). 

When a new file is uploaded to an IPFS Cluster node, the cluster ensures the content is 

replicated on all three IPFS nodes. Figures (49) and (50) display the latency for the reading 

operations, respectively. The latency discrepancy in the IPFS Docker varied significantly 

for both small and large files in the two scenarios. Nevertheless, the response times for the 

IPFS tasks in the Docker setup were reduced. 

 
Figure (49): The latency for IPFS reading operations of small-size files in ms 
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Figure (50): The latency for IPFS reading operations of large-size files. 

7.8 Chapter Summary 

The proposed novel BCoT architecture was set up and tested, showing promising outcomes 

demonstrating its technical feasibility and appropriateness. The BCoT architecture was 

deployed successfully on three RPi4 nodes and operated continuously without significant 

errors or unusual behaviour, proving its stability, reliability, and suitability for specific IoT 

applications. Various performance metrics were assessed at various nodes, unveiling 

significant distinctions. As anticipated, the device with lower CPU speed and RAM 

produced more moderate metrics than the more powerful RPi4 nodes. 

Nevertheless, the less efficient device still met the needs of the Blockchain network, 

showing that budget-friendly, energy-efficient devices are suitable for the architecture. A 

positive discovery is that the Blockchain has almost limitless disk space needs. In the most 

extreme situation, if the RPi4 device consistently used 20 KB of disk space per hour, it 

would still take many years to fill up 1 GB of storage. 

The disk performance indicates that the storage needs of the BCoT architecture are 

minimal, even for devices with limited resources. This is a significant benefit, as it enables 

the implementation the BCoT architecture in regions with restricted or sporadic network 

infrastructure. The assessment showed that the nodes have plenty of resources, with more 

than 75% of CPU time and less than 6% of RAM dedicated to Blockchain tasks, which is 

a crucial finding. The excess computational and memory resources allow the nodes to take 

on extra responsibilities like data acquisition without impacting the Blockchain's 
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efficiency. This adaptability is essential, enabling IoT devices to function as Blockchain 

nodes and data collection endpoints, simplifying the system architecture. 

The testing and assessment outcomes show that the suggested BCoT architecture is 

technically feasible, scalable, and appropriate. This solution is well-suited for real-world 

IoT applications and uses cases due to its low-performance requirements and ability to 

utilise nodes for extra tasks. The BCoT architecture could see enhancements by adding 

more Blockchain nodes to simulate real-life situations. Several brokers can function as 

nodes on the Ethereum network in various locations. Additional innovative technologies, 

like AI, could be integrated into the system to boost its effectiveness and performance 

through enhancing its predictive and decision-making skills. 

Furthermore, this study delves into the performance of IPFS within Docker-Cluster 

containers, shedding light on its promising potential and acknowledging existing 

challenges. Despite IPFS's advantages in distributed file systems, such as resilience against 

single points of failure, its performance limitations have been a concern. This research 

particularly examines the feasibility of deploying IPFS in private networks within 

organisations, revealing potential hurdles due to performance compromises. By comparing 

IPFS performance in Docker-Cluster containers to prior studies, the research underscores 

a notable reduction in latency attributed to Docker's lightweight architecture and efficient 

resource utilisation. The experiment underscores the multifaceted nature of IPFS 

performance, which is affected by variables like file size, replication strategies, and 

resource allocation. Furthermore, the integration of IPFS with Docker-Cluster 

demonstrates its suitability for containerised environments, offering scalability and 

seamless integration with container orchestration platforms like Kubernetes. The study 

advances the understanding of IPFS performance dynamics and underscores the necessity 

of adapting distributed storage systems to modern infrastructure for enhanced performance 

and reliability. In future work, exploring a broader range of file and block sizes, conducting 

repeated operations for more precise data, and simulating a more realistic virtual 

environment with increased node numbers could further enrich the findings. 
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In the next chapter 8: Conclusion and Future Work, Finally, Chapter 8 will present the 

summary of the significant findings and potential future research directions. The journey 

ends with a conclusion, where the results are summarised, and their implications for 

practice and theory are discussed. Limitations of the study are also pointed out, and 

recommendations for further investigation are made. This is the end of the thesis work. The 

thesis has provided answers to IoT and Blockchain integration and has given insights that 

can be transformed into solutions to enhance the performance of healthcare and laboratory 

management. The road to this point has not been easy. However, it has been a remarkable 

journey, and the impact of the research could be significant. 
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Conclusion and Future Work 

8.1 Introduction 

The proposed BCoT architecture presented in this thesis successfully demonstrated 

significant advancements in improving scalability, efficiency, and security within IoT 

environments. Performance testing showed that the architecture achieved reduced latency 

and enhanced throughput, making it a viable solution for real-time data management in 

industries such as healthcare. The novel integration of Blockchain, IoT, and edge 

computing enabled a robust system that facilitates secure, decentralised data transactions 

while ensuring the reliability of IoT networks. 

However, the research also highlighted several limitations that warrant further 

investigation. The scalability of the Proof of Authority (PoA) mechanism, though 

improved, still needs to improve in handling massive transactions under extreme 

conditions. Additionally, resource constraints in edge devices remain a concern when 

integrating complex AI and Blockchain functions. Future research should focus on 

optimising the PoA mechanism and exploring hybrid solutions to accommodate larger-

scale deployments. Moreover, advanced security protocols should be developed to 

counteract potential vulnerabilities, particularly in IoT applications involving sensitive 

data. Integrating AI-driven decentralised analytics presents another promising area for 

future work, enabling the system to improve decision-making capabilities and predict 

critical scenarios in real time. 

8.2 Conclusion 

The first objective of this thesis was to conduct a comprehensive literature review on 

the BCoT to critically evaluate the current state of integration between Blockchain 

and IoT technologies.  

The literature review in Chapter 2 gives a detailed picture of DLT and Blockchain 

Technology. These are some of the key aspects of Blockchain Technology; besides, this 
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chapter provides the reader with an overview of the topic, serves as a base for the study, 

and indicates the existing studies in this field. 

Key aspects: 

• DLT is a secure, decentralised system for recording and sharing data across a 

distributed network. This technology eliminates the need for a central authority by 

using consensus mechanisms to validate and synchronise data across multiple 

nodes. 

• Blockchain, as a specific type of DLT, is explored in detail. The chapter distinguishes 

between permissioned and permissionless Blockchain networks. Permissionless 

networks, like Bitcoin, allow anyone to participate, while permissioned networks 

restrict access to authorised participants. 

• Various consensus mechanisms are discussed, including Proof of Work (PoW) and 

Proof of Stake (PoS). These mechanisms ensure agreement on the ledger's state 

across the network. 

• The review covers significant Blockchain platforms, focusing on Ethereum due to its 

smart contract capabilities. Other platforms like IOTA and Hyperledger Fabric are 

also examined, highlighting their unique features and use cases. 

• The chapter focuses on integrating Blockchain with IoT and CPS and introduces the 

concept of BCoT, a promising convergence of IoT, Big Data, and Blockchain 

technologies. This integration addresses the limitations of traditional client-server 

models in IoT applications, paving the way for a more efficient and secure future. 

• Key challenges in Blockchain technology are identified, particularly scalability and 

performance issues. The chapter discusses the inspiring ongoing efforts to enhance 

scalability, throughput, and latency in BCoT systems, offering hope for a more 

efficient and scalable future. 

• The review also explores Blockchain applications in education, demonstrating the 

technology's potential beyond CPL use cases. 

By covering these topics, the chapter establishes a solid foundation for understanding the 

technological context of the thesis. It highlights the transformative potential of Blockchain 

and DLT across various sectors while acknowledging the challenges that must be addressed 

for wider adoption and implementation. 
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The second objective of the thesis was to analyse the application of Blockchain 

technologies within BCoT frameworks, examining their inherent limitations and 

challenges to identify areas for potential improvement and innovation. 

Chapter 2 of the thesis also comprehensively reviews the integration of Blockchain 

Technology and IoT, exploring their evolution and applications1. It critically examines the 

limitations and challenges of Blockchain in the context of CPS and the IoT, identifying 

areas for potential improvement and innovation. Here are the key points: 

• Scalability: The chapter discusses Blockchain's difficulty scaling up to 

accommodate increasing transactions and nodes. 

• Performance: It addresses performance limitations affecting Blockchain network 

efficiency, particularly latency and throughput. 

• Security: Despite Blockchain’s secure design, the chapter acknowledges that it is not 

immune to security flaws and vulnerabilities. 

• Integration Complexity: The complexities associated with integrating Blockchain 

with other systems, such as IoT devices, are highlighted as significant challenges5. 

These limitations underscore the need for ongoing research and development to address 

practical implementation and scaling problems within Blockchain technology. 

 

The third objective of the thesis was to develop a case-based BCoT architecture to 

facilitate the systematic collection of data from IoT devices through web services and 

data files, ensuring interoperability and efficient data management. 

The thesis explores groundbreaking applications of Blockchain of Things (BCoT), 

machine learning, and educational technology across three key chapters. Chapter 4 delves 

into integrating IoT devices with Ethereum Blockchain, tackling the complex balance 

between Blockchain's security strengths and IoT hardware limitations. It outlines an 

innovative architecture utilising Raspberry Pi 4 devices as network nodes to connect IoT 

networks with Blockchain systems. The subsequent chapter evaluates this BCoT 

architecture's performance within a private Ethereum environment, examining crucial 

metrics like latency and throughput. Chapter 6 pivots to healthcare, presenting a novel 

machine-learning system for ICU patient monitoring. This system, built on a Random 

Forest classifier, shows impressive accuracy in condition prediction and early warning 

https://edgeservices.bing.com/edgesvc/chat?udsframed=1&form=SHORUN&clientscopes=chat,noheader,udsedgeshop,channelstable,ntpquery,devtoolsapi,udsinwin11,udsdlpconsent,udscstart,cspgrd,&shellsig=8ad71b638a602df00d8300be6c773859dd622197&setlang=en-US&lightschemeovr=1#sjevt%7CDiscover.Chat.SydneyClickPageCitation%7Cadpclick%7C0%7Cbcbe53e0-dd52-4068-ab8c-231f6a8e7950
https://edgeservices.bing.com/edgesvc/chat?udsframed=1&form=SHORUN&clientscopes=chat,noheader,udsedgeshop,channelstable,ntpquery,devtoolsapi,udsinwin11,udsdlpconsent,udscstart,cspgrd,&shellsig=8ad71b638a602df00d8300be6c773859dd622197&setlang=en-US&lightschemeovr=1#sjevt%7CDiscover.Chat.SydneyClickPageCitation%7Cadpclick%7C4%7Cbcbe53e0-dd52-4068-ab8c-231f6a8e7950
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generation, potentially transforming intensive care data management and patient care 

approaches. Chapter 5 introduces the concept of "Lab Chain," a Blockchain-powered 

Learning Management System (LMS) for remote laboratory administration. This aligns 

with emerging Education 4.0 principles, harnessing Blockchain to provide secure, 

transparent, and decentralised educational resources and data management in remote lab 

settings. These chapters demonstrate a sophisticated fusion of Blockchain, IoT, and 

machine learning technologies. They address key scalability, latency, and security 

challenges across healthcare and education domains. The proposed systems showcase the 

transformative potential of these technologies in enhancing efficiency, security, and data 

management practices. 

The fourth objective of this thesis was to implement a Blockchain-based storage 

model for BCoT-generated data, leveraging the IPFS for distributed storage while 

maintaining data chronology and integrity through Ethereum smart contracts. 

Section 7.6 of the thesis investigates the implementation of IPFS as a storage model within 

Docker containers. This configuration leverages the IPFS Cluster's replication strategy and 

optimized network routing to enhance efficiency. The IPFS Cluster, when deployed in a 

Dockerized environment, offers several advantages including high availability, load 

balancing, redundancy, fault tolerance, and horizontal scalability. The section delineates 

the various roles within an IPFS Cluster, such as tracker and storage nodes, and explains 

the utilization of the Cluster REST API for management and monitoring purposes. 

Performance analysis indicates that IPFS deployed in Docker containers demonstrates 

improved latency times and overall efficiency compared to standalone installations. The 

experimental design for evaluating IPFS performance involves testing read and write 

operations using file sizes ranging from 1 KB to 64 MB. This approach allows for a 

comprehensive assessment of how IPFS handles files of varying sizes, considering the 

system's method of splitting files into blocks, which particularly affects processing time 

for larger files. The study focuses on measuring latency during file operations in IPFS, 

providing valuable insights into the system's efficiency. Analysis of the results emphasizes 

the correlation between file size and IPFS performance and latency, offering crucial 

understanding of the practical implications within the context of the BCoT architecture. 
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The research compares the latency performance of IPFS in Docker environments for both 

writing and reading operations across different file sizes. 

Findings indicate enhanced efficiency of IPFS when utilized within Docker containers, 

attributed to the IPFS Cluster's replication strategy and optimized network routing. The 

IPFS Cluster's role in providing high availability, load balancing, redundancy, fault 

tolerance, and scalability is highlighted. Experimental results demonstrate that IPFS 

performs more efficiently in Docker environments compared to standalone setups, 

exhibiting lower latency times for file operations. This research contributes to the 

understanding of IPFS performance in containerized environments and its potential 

applications in distributed storage systems. 

The final objective of this thesis was to thoroughly validate the Blockchain-based 

proposed solution's scalability and performance characteristics. This is crucial to 

ensuring it meets the desired functional and performance requirements. This involves 

conducting comprehensive testing and analysis to assess the solution's ability to 

handle increasing workloads and maintain optimal performance under various 

conditions. 

Chapter 7 of the thesis focuses on the performance analysis of the BCoT application. 

Following are the key takeaways: 

• BCoT Ecosystem: The chapter discusses the setup and testing of a BCoT ecosystem 

on a trial platform, demonstrating its technical feasibility and appropriateness for 

specific IoT applications. 

• Stability and Metrics: The BCoT, deployed on three RPi4 nodes, operated 

continuously, proving its stability and reliability. This performance instils 

confidence that even less powerful devices could meet the needs of the Blockchain 

network. 

• Resource Efficiency: The chapter highlights the BCoT ecosystem's minimal disk 

space and resource needs, making it suitable for areas with limited network 

infrastructure. 

• Computational Resources: Nodes have ample computational and memory 

resources, allowing them to handle additional tasks such as data acquisition without 

affecting Blockchain efficiency. 
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The chapter comprehensively analyses the BCoT application’s performance, emphasising 

its potential for IoT applications and its adaptability to resource-constrained environments. 

It also includes specific example numbers related to latency measurements for IPFS 

operations, showcasing the system’s responsiveness. Here are the key findings: 

• RPi4 Performance: The chapter details experiments assessing the RPi4’s average 

total time of transaction submission latency and average throughput in a private 

Ethereum network at different transaction volumes. For example, the study 

examined gas limit and gas price parameters, which affect transaction fees and 

overall throughput. 

• IPFS vs. FTP Latency: The chapter compares the latency and resource utilisation of 

IPFS and FTP systems within Docker environments. The latency of IPFS was 

significantly greater than FTP, especially for large files, due to the additional tasks 

carried out during the IPFS writing process. 

• Docker-Cluster Containers: The chapter highlights the potential and challenges of 

deploying IPFS in private networks within organisations. It suggests that IPFS 

performance in Docker-Cluster containers is promising, with a notable reduction in 

latency attributed to Docker’s efficient resource utilisation. 

• Scalability and Efficiency: The chapter concludes that the suggested BCoT system 

is technically feasible, scalable, and appropriate for real-world IoT applications due 

to its low-performance requirements and ability to use nodes for additional tasks 

without impacting Blockchain efficiency. The system’s adaptability is emphasised, 

allowing IoT devices to function as Blockchain nodes and data collection 

endpoints. 

These findings contribute to understanding the performance dynamics of Blockchain and 

IPFS technologies and their integration into IoT systems. 

8.3 Limitations 

Like any research, there are limitations in the proposed works and solutions, In this 
thesis, the limitations are as follows: 
 

• PoA is limited by the storage constraints of some IoT devices: The utilization of 

PoA for direct Blockchain access by end devices is constrained by the storage 
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limitations of certain IoT devices, particularly those in the sensing layer. These 

devices lack the capacity to store the complete Blockchain or even substantial 

portions of it, thereby restricting their ability to fully leverage the available data. 

This limitation poses challenges for implementing PoA in resource-constrained IoT 

environments and necessitates alternative approaches to enable effective data 

utilization across all network layers. 

The implementation of PoA in IoT networks faces a significant challenge when it 

comes to end device access to the Blockchain. While PoA allows direct access to 

the entire Blockchain, this feature is severely limited by the storage constraints of 

many IoT devices, especially those in the sensing layer. These devices simply lack 

the capacity to store the complete Blockchain or even substantial portions of it. As 

a result, their ability to fully utilize the wealth of data available on the Blockchain 

is significantly restricted. This limitation highlights the need for alternative 

approaches or optimizations to enable effective data utilization across all layers of 

IoT networks employing PoA consensus mechanisms.  

• Real-world hurdles: Implementing the novel architecture in a real hospital brings 

many challenges. Some of the obstacles that need to be considered are the sheer 

complexity of integrating it with existing hospital infrastructure, abiding by 

regulatory standards of healthcare information systems, and making it interoperable 

with other medical systems.  

• Scalability of PoA: Although our modifications improve the scalability, it is still a 

big challenge to process massive transactions (eg, thousands per second) and to 

achieve high throughput in huge distributed applications with millions of IoT 

devices. The improved PoA mechanism still might not be efficient enough in 

extreme cases. These shortcomings do not invalidate the improvements put forth in 

this thesis but likely point to directions for future research and optimisations. 

Further research should look to improve the scalability of the PoA mechanism, 

perhaps through hybrid schemes or more lightweight layer-2 solutions, to tackle 

these issues for large-scale IoT deployments. 

• Edge Computing Resource Constraints: The computational and energy resources 

within edge devices might limit the integration of AI and Blockchain on devices, 
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making them unable to perform complex AI model inference and Blockchain 

operations.  

• Interoperability Challenges: Moreover, the convergence of multiple technologies 

(IoT, Blockchain, AI, IPFS) might pose interoperability challenges, especially 

when interfacing with legacy systems in healthcare (or other industries at large).  

• Security and Privacy Concerns: Although Blockchain increases security, the entire 

system is as strong as its weakest link. If a backdoor is found in an IoT device or 

another edge node, that can compromise the whole architecture. 

8.4 Future Work 

Future research is essential to enhance and expand BCoT architectures, particularly in their 

applications within education and various industries. A promising strategy to improve 

scalability involves simulating real-world conditions by increasing the number of nodes 

and transactions in test environments. This approach enables researchers to evaluate 

performance under heavier workloads, identify bottlenecks within the architecture, and 

propose optimisations to boost system efficiency. Suggested methods include adaptive 

node clustering and dynamic load balancing mechanisms to manage high transaction 

volumes effectively. 

Additionally, integrating decentralised predictive analytics and decision-making through 

advanced AI and machine learning techniques represents a significant area for future 

development. By incorporating AI-driven algorithms, BCoT systems can analyse large 

datasets in real time, enhancing responsiveness and accuracy in applications such as 

healthcare and education. Researchers should focus on developing decentralised machine 

learning frameworks that support real-time model updates and distributed analytics across 

the Blockchain network, further elevating system intelligence and adaptability. 

Strengthening the security of IoT devices connected to BCoT systems is paramount. Future 

research should prioritise developing advanced security protocols tailored to combat 

specific vulnerabilities in IoT environments. Solutions like lightweight cryptographic 

methods, Blockchain-based intrusion detection systems, and zero-trust security 

frameworks could enhance protection without compromising performance. 
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Moreover, promoting interoperability among individual Blockchain platforms and IoT 

devices is crucial for fostering a more integrated BCoT ecosystem. Investigating cross-

chain communication protocols and interoperability standards would facilitate seamless 

interactions between diverse Blockchain networks and IoT devices, creating a cohesive and 

flexible BCoT ecosystem applicable across multiple domains. Researchers could explore 

Blockchain-agnostic solutions that allow different Blockchains to share information and 

resources while preserving their unique architectures. 

Overall, this research lays the groundwork for future studies in smart cities, supply chain 

management, and environmental monitoring, showcasing how BCoT can improve 

efficiency, transparency, and sustainability. Building on these findings, subsequent 

research can significantly advance BCoT technology, creating more robust and efficient 

systems across diverse fields. 
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Appendix A  

The source code used in this thesis is available on GitHub. It contains all scripts, data 

processing tools, and relevant documentation needed to reproduce the experiments and 

results discussed in this work. The repository is publicly accessible and can be found at the 

following link: 

 

GitHub Repository: Thesis Code 

 

 

 

 

 

 

 

 

 

https://github.com/Dmour78/ThesisCode

	Chapter 1
	Introduction
	1.1 Blockchain Technology
	1.2 IoT
	1.3 Applications of BCoT
	1.4 Proposed BCoT Architecture Design and Implementation
	1.5 Research Aim and Objectives
	1.6 Research Questions and Hypotheses
	1.7 Research Gap
	1.8 Integrating BCoT in Education and Healthcare: A Novel Architecture for Secure and Efficient Systems
	1.9 Contribution
	1.10 Thesis Organisation

	Chapter 2
	Literature Review
	2.1 Introduction
	2.2 Introduction to Distributed Ledger and Blockchain Technology
	2.2.1 Distributed Ledger Technology (DLT)
	2.2.2 Blockchain Technology

	2.3 Blockchain Network Types and Consensus Mechanisms
	2.3.1 Permissioned vs. Permissionless Blockchain Networks
	2.3.1.1 Permissionless Blockchain Networks
	2.3.1.2 Permissioned Blockchain Networks

	2.3.2 Comparing Consensus Mechanisms

	2.4 Blockchain Platforms and Off-Chain Solutions
	2.4.1 Blockchain Platforms
	2.4.1.1 Ethereum Platform
	2.4.1.2 IOTA Platform
	2.4.1.3 Hyperledger Fabric Platform
	2.4.1.4 Review of a suitable Blockchain platform

	2.4.2 Off-Chain Storage: IPFS
	2.4.2.1 Transaction Flow for Ethereum Blockchain and IPFS Integration


	2.5 Blockchain Integration with Emerging Technologies
	2.5.1 Integrating Blockchain of Things (BCoT) with AI
	2.5.2 Blockchain and IoT Integration
	2.5.3 Integration of Blockchain and Cyber-Physical Systems

	2.6 IoT, Big Data, and Blockchain Synergy
	2.6.1 Standard IoT Ecosystem
	2.6.2 The IoT, Big Data and Blockchain Convergence
	2.6.3 Enhancing Scalability, Throughput, and Latency in BCoT

	2.7 Evolution and Implementation of Remote Lab Systems
	2.7.1 Evolution from Lab 1.0 to Lab 4.0

	2.8 Chapter Summary

	Chapter 3
	Research Methodology
	3.1 Introduction
	3.2 Research Philosophy
	3.2.1 Research Approach
	3.2.2 Research Strategies with Experimental Methods
	3.2.3 Research Choices
	3.2.4 Time Horizon
	3.2.5 Techniques and Procedures

	3.3 Chapter Summary

	Chapter 4
	Design and Proposal of a Novel BCoT Architecture
	4.1 Introduction
	4.1.1  BCoT Architecture Design
	4.1.2  BCoT Architecture Initialization, Testing and Deployment

	4.2 Scalable and Redundant IPFS Network Architecture Using Docker Containers
	4.3 Ethereum Blockchain and PoA Integration with RPi4 Edge Nodes
	4.3.1 Edge processing

	4.4  Data Collection and Storage
	4.4.1 The Efficient Dynamics of Ethereum's Clique PoA Protocol in BCoT
	4.4.2 BCoT Security Analysis

	4.5 Chapter Summary

	Chapter 5
	Blockchain as a Learning Management System for Laboratories 4.0
	5.1 Introduction
	5.2 Blockchain, IoT, and Education
	5.2.1 Blockchain in Education
	5.2.2 IoT in Engineering Education
	5.2.3 Blockchain and Engineering Education 4.0
	5.2.4 Moodle as a Remote Lab Management Solution
	5.2.4.1 Remote Lab Virtual Learning Environment
	5.2.4.2  Experiments of Remote Lab
	5.2.4.3  Courses and Experiments Material
	5.2.4.4  Laboratories Web Services Development Description


	5.3 Traditional Remote Lab Data Management Systems
	5.4 Lab Chain: Securing Remote Lab Using Blockchain
	5.5 Secure and Transparent Learning
	5.6 Chapter Summary

	Chapter 6
	Machine Learning-Driven Real-Time Prioritization of ICU Patient Vital Signs in Blockchain Networks
	6.1 Introduction
	6.2 Proposed BCoT Architecture
	6.2.1 Vital Signs Dataset Preparation
	6.2.2 Machine Learning Algorithms
	6.2.3 Enhancing Medical Alarm Accuracy and Efficiency with Machine Learning
	6.2.4 Vital Sentinel: Adaptive Vital Sign Monitoring Architecture Using BCoT and Machine Learning
	6.2.5 Details of Vital Sentinel: AI and Blockchain Converge to Safeguard Life Architecture
	6.2.6 Power Cost

	6.3 System Analysis
	6.4 Chapter Summary

	Chapter 7
	Performance Analyses of BCoT Application
	7.1 Introduction
	7.2 Integration of IoT with Ethereum Blockchain (BCoT)
	7.2.1 Node Discovery Protocol
	7.2.2 The RLPx Transport Power Protocol
	7.2.3 Ethereum Wire Protocol

	7.3 Novel BCoT Architecture Design
	7.4 Methodology
	7.4.1 Latency Characterisation
	7.4.1.1 Transaction latency
	7.4.1.2 Block Latency


	7.5 Performance Analysis
	7.5.1 Geth Metrics
	7.5.2 Performance Evaluation Process

	7.6 Performance Characterization and Validation of BCoT Architecture
	7.7 Enhancing IPFS Efficiency in Dockerized Private Networks: A Performance Evaluation Perspective
	7.7.1 Background and Problem Statement
	7.7.2 Experimental Testbed
	7.7.3 Experimental Material and Design
	7.7.4 Comparative Analysis of Latency and Resource Utilisation in IPFS vs. FTP Systems within Docker Environments
	7.7.5 System Analysis and Validation

	7.8 Chapter Summary

	Chapter 8
	Conclusion and Future Work
	8.1 Introduction
	8.2 Conclusion
	8.3 Limitations
	8.4 Future Work

	References
	Appendix A

