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Abstract 

This project aims to create a Bayesian network (BN) for predicting student retention based 

on expert elicitation. It aims to construct a Bayesian network (BN) that can be used to 

predict student retention among and between the variables in the domain.  

The model is created primarily by eliciting the necessary information on the types and 

strength of relationships in the system from the student retention experts. 

The participants involved in the elicitation session are experts in their field. It is envisaged 

that sessions involved interviews and interactive modelling. Session involved a group of 

domain experts.  

The information required from the experts is a causal structure, detailing cause and effect 

relationships at work in the system being modelled and estimates of probabilities, to 

capture the strength and characteristic of these relationships. 

The values elicited from the experts were used to create the Bayesian network (BN) model. 

The model was validated by the domain experts.   

Academic progress, academic engagement, academic skills, attendance, and financial and 

moral support from: government, university, partner, family and friends are identified as 

key variables related to student retention.  

Predicting student retention in order to detect students at risk in the early stages of 

education is essential so that higher education institutions (HEIs) can minimise students 

not graduating on time or drop out outrightly. 

The study shows that in a situation where domain data is sparse or not available at all, the 

knowledge-driven approach is suitable to be used to elicit estimates of probabilities from 

domain experts.   
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Definition of Terms  

  

Attrition – refers to students leaving school. 

Dropout – refers to a student who has discontinued his/her study with no immediate plan 

to re-enrol. 

 

Goal commitment – refers to the degree to which the student is committed or motivated to 

get a university degree in  general. 

GPA – refers to Grade Point Average. 

CGPA – refers to Cummulative Grade Point Average. 

Retained – refers to the students who graduated from the university. 

Retention – refers to the ability of an institution to retain a student from admission to the 

university to graduation. 

Retention rate – refers to the percentage of students who were enrolled at the university and 

stay there until they graduated. 

 

 

  

  

  

  

  

  

  

  

  



 

 

Chapter 1  

Introduction 

1.1 Context  

The PhD research, titled ‘Bayesian network for predicting student retention based on expert 

elicitation’, aims to construct a Bayesian network that can be used to predict student 

retention. The estimates of probabilities for the variables in the domain are elicited from 

student retention experts. The experts that are eligible to participate in this study involve 

student affiars officers, level coordinators, examination officers, lecturers, and faculty 

officers.  

The domain experts were asked to provide information on the types and strength of 

relationships among and between the variables in the domain, such as “Change in 

Circumstances”, “Mode of Entry”, “Academic Skills”, “Academic Engagement”, 

“Academic Progress”, “Attendance” and a host of other variables as well as the interactions 

among and between the variables enumerated above. 

Student retention is the measure of the rate at which students re-enrol from one academic 

session to the following one until they graduate. According to (Gragg, 2022), student 

retention is the measure of students that enroll, continue, and finish their academic studies 

in the same school. It is a fundamental mission of a university to retain students and 

advance them towards successful graduation (Kang & Wang, 2018). In efforts to attain this 

mission, a university must be able to recognise and understand all the factors impacting 

student retention and success (Bytheway & Venter, 2014). 

Universities need to practise student retention as it ensures support systems are in place to 

enable students to remain at university and succeed. According to (Simpson, 2005), student 

retention improves graduate rates, decreases loss of tuition revenue from students that 

either drop out or transfer to another institution, and brings reputation to an institution as 

well. It helps students by improving their lives, the lives of their families as well as 

affording them the opportunity to make a positive contribution to their local community.  
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Generally, there are three main approaches for constructing a Bayesian network, namely:   

data-driven, a mixture of data- and knowledge-driven, and knowledge-driven. Typically, 

if domain data is available, then a data-driven approach can be used, but if domain data is 

sparse, elicitation can be used to supplement the sparse data (Meyer & Booker, 2001; 

O’Leary, 2015).  However, in a situation where domain data is not available at all, the 

knowledge-driven approach is used to elicit estimates of probabilities from domain experts.   

 

In this research, estimates of probabilities were elicited from the domain experts for the 

various variables and states in the Bayesian network. The estimates of probabilities 

provided by the domain experts served as input data that fed into the Bayesian network. 

However, the knowledge-driven approach is associated with problems of heuristics and 

biases, such as anchoring and adjustment, availability, and representativeness (Tversky & 

Kahneman, 1973; Tversky & Kahneman, 1974; Kahneman, 2011). Since these problems 

could adversely affect the accuracy of the encoding process, the experts were checked 

against those problems previously mentioned, when they are providing probability 

distributions/summaries since these human judgemental (cognitive) errors might affect 

their assessments. In order to obtain accurate estimates of probabilities from the domain 

experts in the elicitation session, they need to be motivated by the facilitator by asking 

questions logically as well as avoiding multiple questions in one. 

1.2 Aim of the Investigation 

The aim of this project is to propose a Bayesian network (BN) for predicting student 

retention based on expert elicitation and to evaluate different methods of eliciting estimates 

of probabilities and identify the appropriate one for predicting student retention. 

The following objectives will be developed to achieve this research aim: 

1. To undertake a literature review on techniques to inform the development of a 

method of eliciting estimates of probabilities from domain experts, that is, student 

retention experts.  
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2. To undertake a literature review on techniques to inform the development of a 

method of eliciting estimates of probabilities from multiple experts. 

3.   To motivate domain experts when eliciting causal structure and estimates of 

probabilities from them in order to obtain better results. 

4. To construct a Bayesian network for predicting student retention. 

5. To test the Bayesian network in order to find out how well it performs. 

1.3 Research Ouestion 

The below research question was formulated for this research based on its objective. 

 

To what extent does motivation impact on elicitation of estimates of probabilities from 

domain experts? 

1.4 Scope of Investigation  

The scope of the research described in this thesis covered elicitation of causal structure, 

and estimates of probabilities, how to obtain accurate estimates of probabilities from 

domain experts as well as construction and testing of Bayesian networks as shown in Figure 

1-1 below. The thesis aims to obtain causal structure and estimates of probabilities from 

domain experts on student retention. The thesis investigates different techniques for 

obtaining accurate estimates of probabilities from domain experts in an elicitation session.  

The causal structure and estimates of probabilities obtained from the domain experts was 

used to construct a BN, which has been used to predict the probability of students to enrol 

the following academic year and continue to complete their study in the university or 

otherwise.  
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                         Figure 1-1 Scope of the work 

1.5  Contributions to Knowledge 

The primary contributions to knowledge include: 

• Impact of motivation on elicitation 

• A novel elicitation protocol 

• Development of a software tool to predict student retention. 

Secondary contributions: 

• An evaluation on the effectiveness of different approaches to elicitation with a 

particular reference to trouble shooting of reachability and security issues in a 

computer network - Direct and Indirect elicitation methods. 

• A study on the impact of motivation on elicitation of estimates of probabilities from 

domain experts. 

1.6 Research Approach 

The research method is involved with research approaches and philosophies. It is important 

the selected research method serves the research purposes (Saunders, et al., 2009). 

Elicitation of 

causal structure and 
estimates of 
probabilities

Bayesian network 
(BN)

Accurate    
estimates 
of 
probabilitie
s
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The research approach can be classified into three types qualitative, quantitative, and 

hybrid methods. The two main categories are qualitative and quantitative. A qualitative 

approach is used to obtain non-numerical data to understand the reasons, opinions, and 

motivations. It is considered subjective since the researchers are involved in the experiment 

themselves (Creswell, 2014).  The inductive approach and interpretivism philosophy are 

related to this method because they are commonly applied to understand facts and generate 

general principles which related to an interpretivism philosophy.  

Conversely, a quantitative approach is objective, as it typically deals with numbers, 

statistical data, or statistical analysis (Creswell, 2014).  A quantitative approach is applied 

to analyse the data involved with numerical data such as statistical data and graph 

(Saunders, et al., 2009). This method is commonly used with a deductive approach based 

on a positivism philosophy (scientific philosophy). The deductive approach is based on 

using knowledge and information to perceive or produce an opinion about something and 

a positivism philosophy believes in proved facts instead of ideas. Therefore, a research 

based on a positivism philosophy usually uses a deductive approach and quantitative 

method to find out the proved facts of something. 

The hybrid method is a mixture of quantitative and qualitative approaches. It is applied to 

analyse data by using both qualitative and quantitative methods. 

This research adopts the hybrid method (qualitative and quantitative approaches). The 

qualitative method based on the inductive approach and interpretivism philosophy as well 

as the quantitative method based on the deductive approach and positivism philosophy are 

used to elicit the causal structure of the variables in the domain (qualitative in nature) as 

well as the estimates of probabilities of their relationships (qualitative in nature) while 

analysis of estimates collected in the session is quantitative in nature. Furthermore, the 

research strategy adopted to address the topic was an experimental one. 

The qualitative approach involves the interview method where estimates of probabilities 

are elicited from the domain experts in student retention.  

The quantitative approach involves the use of a questionnaire which was completed and 

returned by the domain experts in student retention. 
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The research onion is a popular way to depict the research approach, philosophy, and 

strategy to be used for research. This research makes use of the positivism and 

interpretivism as indicated in the figure below. 

To develop a robust algorithm to predict student retention, it is required to accurately 

quantify the performance over a range of data representative of operational conditions. The 

available tools to evaluate the effectiveness of such approach and visualize the results are 

the image quality performance metrics. The Figure 1-2 below shows the sequence diagram 

of the adopted research methodology.  

 

 
Figure 1-2 The research ‘onion’ (Saunders et al., 2009). 

1.7 Ethical statement 

The research complied with the Staffordshire University’s and British Computer Society 

(BCS) ethical rules guiding the conduct of research. The reasons for the ethical compliance 



 

 

7 

 

are to ensure transparency, confidentiality, and to protect the participants (Creswell, 2014). 

The research elicited a causal structure and estimates of probabilities from the participants 

who do not fall under any category of people considered vulnerable.  

For the purposes of ethical approval, the Proportionate Review Ethics Form had been 

completed and the study had been approved by the School of Digital, Technologies and 

Arts Ethics Panel (see Appendix 9). The participants were not forced to answer any 

questions against their wish, and they had the right to withdraw at any stage of the study.  

Special considerations were given to the ethical principle regarding academic honesty by 

acknowledging the authors whose works were used in this research. Furthermore, their 

names and the dates of publications of their works were cited, both in the text and reference 

sections of this PhD thesis.  

The ethical considerations included the adherence to policies concerning computer usage 

such as privacy, confidentiality, anonymity, and security (Banegas & Villacañas de Castro, 

2015). 

1.8 Thesis organisation  

This thesis consists of 6 chapters, in which this chapter has described the problem area, and 

the aims and objectives of the study.  This thesis is organised in the following way:  

Chapter 1 gives an overview, the objectives, as well as the contribution to knowledge of 

this research work are stated. Finally, the chapter concludes with a brief overview of the 

chapters to follow. 

Chapter 2 investigates the existing literature on elicitation of estimates of probabilities 

student retention and Bayesian network. 

Chapter 3 presents Primary Research 1, which focuses on Bayesian Networks and their 

applications with a particular reference to troubleshooting of reachability and security 

issues in a computer network based on elicitation of knowledge from a domain expert while 

Primary Research 2 focuses on impact of motivation on elicitation of estimates of 

probabilities from student participants who serve as experts in Internet usage in the UK 

due to their existing knowledge. 
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Chapter 4 provides a description of the experiment on elicitation of the causal structure 

and estimates of probabilities from domain experts. 

Chapter 5 is devoted to data analysis and interpretation of results. 

Chapter 6 summarises the findings of the study, makes recommendations and draws 

conclusions as well. 

 



 

 

Chapter 2  

Literature Review 

This Chapter discusses the previous work carried out on elicitation of causal structure and 

estimates of probabilities. Furthermore, it discusses construction of Bayesian network (BN) 

and its application areas as well as that of student retention. 

2.1 Elicitation of Estimates of Probabilities 

Elicitation is the process of extracting expert knowledge about some unknown variable or 

variables and expressing that information as a probability distribution (O'Hagan, et al., 

2006). In a situation where there is a little or no statistical data about a variable or variables 

of interest, probability values are typically elicited from domain experts (Huang & 

Darwiche, 1994). Usually, the use of expert opinion is adopted to provide probabilistic 

inputs where other sources of information are unavailable or are not cost effective. 

Elicitation was used to estimate some potential causes of automobile failure in an 

experiment using the fault trees technique (Fischhoff, et al., 1978).  

 

Elicitation was utilised to carry out a study of dry deposition of radioactivity, the experts 

were told that the deposition surface was northern European Grassland, but they were not 

told the length of the grass which is thought to be an important determinant of the rate of 

deposition (Harper, et al., 1994). 

 

The use of expert opinion to provide probabilistic inputs was employed in the risk analysis 

of nuclear power generation in the particular aspects of power plant safety being 

investigated, that is, The Reactor Risk Reference Document (NUREG-1150) (Hora & 

Iman, 1989). 

The elicitation and expert judgement were used to assess the performance of high-level 

radioactive waste repositories tagged NUREG/CR-5411 (Bonano, et al., 1989). 

The expert judgement was also used in the safety assessment of the final disposal of 

radioactive waste. The method of formal expert elicitation was developed by the US 
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Nuclear Regulatory Commission during the safety studies of nuclear reactors and provided 

the basis for expert judgement methods used in the license application for the waste 

isolation pilot plant (WIPP) (Hora & Jensen, 2002). 

The expert judgement was used between a manager (an expert) and an analyst (Kirkwood) 

to elicit the number of engines that a company would sell in a particular year (Shephard & 

Kirkwood, 1994).  An elicitation exercise was undertaken where signs and symptoms are 

mapped out to obtain probabilities for Oesophageal cancer network (van der Gaag, et al., 

2002). 

In clinical trials, (Kadane, 1994) used elicitation of priors from experts to compare two 

alternative drug treatments, with the success measure being systolic blood pressure (SBP) 

after open-heart surgery.  

Hurd & McGarry, (2002) explored survival analysis by eliciting people such as the 

following: 

“Using any number from 0 to 10 where 0 equals absolutely no chance and 10 equals 

absolutely certain, what do you think are the chances you will live to be 75 or more?”  

They concluded subjective survival analysis did have some predictive power. 

In 2010, Johnson, et al., (2010) used “bins and chips” method to elicit the probability of 

being alive at 3 years for an average group of newly diagnosed SSc-PAH patients not 

treated with Warafin medication.  

Zapata-Vazquez, et al.,(2012) elicited the efficacy of a new antibiotic in patients who are 

hospitalised in the Paediatric ICU (PICU) and who are severely infected by pneumococci 

in order to know the proportion of patients that would survive in good condition, to have a 

sequel or die.  

A combination of data- and knowledge- driven approach was used to elicit causal structure 

and estimates of probabilities to construct a model on student retention (Dunn, 2016). 

In clinical and pharmaceutical research, (Best, et al., 2020) and (Alhussain & Oakley, 

2020a) used the prior elicitation approach to obtain estimates of probabilities about 

variance from domain experts. 



 

 

11 

 

In business research, (Ming, et al., 2016) utilised the prior elicitation approach for 

predicting Radar System based on new Dirichlet prior distribution.  

In decision sciences, (Dias, et al., 2018) as well as (Hanea, et al., 2021) used expert 

knowledge elicitation to get estimates of probabilities from domain experts. 

Prior elicitation approach was used to obtain estimates of probabilities from domain 

experts in Bayesian model (Stefan, et al., 2020). 

In clinical research, (Azzolina, et al., 2021) utilised expert knowledge elicitation to get 

estimates of probabilities from domain experts for clinical trial design and analysis. 

2.2 Student Retention 

Student retention is the measure of the rate at which students re-enrol from one academic 

session to the following one (Caruth, 2018) and this assertion was also posited by 

(Haverila, 2020). It is the fundamental mission of a university to retain students and 

advance them towards successful graduation. In efforts to attain this mission, a university 

must be able to recognise and understand all the factors impacting student retention and 

success  (Bytheway & Venter, 2014). Also, (Mahmoud & Zohair, 2019)  noted that in most 

higher education, predicting students’ retention has become one of the pressing challenges. 

This is critical to assist at-risk students and ensure their retention, as well as to provide 

excellent learning resources and experience and also to improve the university’s ranking 

and reputation. Hence stakeholders in the education system are faced with difficult choices.   

Universities need to practise student retention as it ensures support systems are in place to 

enable students to remain at university and succeed (Caruth, 2018). Student retention 

improves graduate rates, decreases loss of tuition revenue from students that either drop 

out or transfer to another institution, and brings reputation to an institution as well. It helps 

students by improving their lives and that of their families, as well as affording them the 

opportunity to make a positive contribution to their local community  (Sani, et al., 2020).  

If the above outcomes were not obtained, it may result in a waste of government and private 

of funds as well as educational time. According to (Kapur, 2018) and (Oragwu, 2020), the 

entire number of years spent by students who are unable to complete their degrees 
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programmes is referred to as educational wastage. Predicting students’ retention may aid 

both educators and students in identifying and improving students deficiencies. 

Students’ inability to complete their degree programmes represents a serious waste in 

education because limited resources that could have been allocated to other profitable 

sectors are spent on education that does not yield the desired outcomes in terms of 

graduation (Silas, 2003). This assertion was also posited by (Ochuba, 2005) as well as 

(Odekunle, 2007). 

Forecasting student retention would help educational institution administrators discover 

students who are at risk thereby lowering dropout rates and ensure on-time graduation. 

In most educational institutes, predicting students’ retention has become a dire need. This 

is critical to help at-risk students and ensure retention, to provide excellent learning 

resources and experience, as wqll as to improve the university’s ranking and reputation 

(Mahmoud & Zohair, 2019). 

A range of students’ background characteristics as well as a range of characteristics 

associated with students’ study: age; gender; socio-economic class/parental education 

level; mode of study (part-time/full-time); pre-Higher Educational country of domicile; 

Entry examination points obtained; distance travelled from journey time; attendance; 

health; religion and home sickness are some of the factors used in predicting student 

retention (Tinto, 2006); (Tinto, 1993). 

According to  (Tinto, 1993), a university is fundamentally responsible for student retention. 

In addition, failure to offer effective institutional environments, which promote student 

engagements in university activities as well as comprehensively understand student 

characteristics in addition to their cultural backgrounds, may bring about high dropout rates 

or transfer to another institution, which can actually work against the primary role of a 

university. Furthermore, (Tinto, 1993) states that for the objectives of a university to be 

realised and put into perspective, there is a high need for a university to understand the 

relationship between student characteristics including cultural settings, student 

engagements, and learning outcomes  (Kapur, 2018).  
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Some of the factors that impact on student retention are academic failure, financial reasons, 

health reasons, personal problem, course choice, university choice, home sickness, peer 

relationships, staff-student relationship  (Tinto, 1975) as well as (Tinto, 1993), and (Kapur, 

2018).  

Another factor that impacts student retention is the increase in tuition and living costs 

which have made it difficult for students and parents to pay for their university, hence some 

students have to abandon their studies (Kapur, 2018). 

The method of retaining students being adopted by the University is the creation of a 

number of new programmes to keep students engaged in their classes and involved in 

campus. This includes welcome week, campus funded tutoring, freshman seminar courses, 

intramural sports (Astin, 1985) 

When a student participates, he/she forms both social and emotional ties to the university 

that both encourage the student to do well academically and prevents the student from 

leaving the school before graduating (Tinto, 1975) and (Tinto, 2006). When a student likes 

his/her course as well as his university such a student is more likely to complete his/her 

study without having any cause to abandon his/her course due to home sickness. 

Intelligent planning systems that can predict student performance using the Neuro-Fuzzy 

was created by (Saxena & Singh, 2012). The variables that were used are Cumulative Point 

Average (CPA) and Grade Point Average (GPA). The result showed that the Neuro-Fuzzy 

performed better than the Fuzzy Systems using the same instances. The drawback of this 

study is that other factors that affect student academic performance were not considered. 

Student performance was predicted by (Singh & Kaur, 2016). The important finding of this 

study was that J48 algorithm gives more accurate result than REP Tree (Reduced Error 

Pruning Tree) algorithm for student performance prediction. The overall accuracy of J48 

algorithm is 67.37% and for REP Tree algorithm is 56.78%.                                                      

The prediction of Malaysian student’ academic performance was studied by (Ahmad, et 

al., 2015) using Grade Point Average (GPA), race, and gender as factors.  The important 

finding of this study was that the Rule Based had the maximum accuracy of 71.3%. 
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Gender, first language, locality, and previous semester grades were used as variables by 

(Saa, 2016). This study concluded that the Naïve Bayes classifier has the highest accuracy 

value. 

Student success employing student’s grades (scores in each term) in previous academic 

year, in every topic, and academic period was predicted by (Rojas, et al., 2021). The 

accuracy was 90% when using a scale of 0 to 100. The research’s shortcoming is that it has 

a high computational and time cost. 

Student retention was predicted using the Bayesian network (BN) and machine language 

approach alongside a combination of data- and knowledge- driven approaches to elicit 

causal structure and estimates of probabilities to construct a model on student retention 

(Dunn, 2016). 

(Riyadi, 2020) described how to forecast student graduation using Fuzzy Soft Set Theory 

where he used variables including 1st GPA, 2nd GPA, NE score and 3rd GPA. According to 

findings, the accuracy of this approach was up to 89.32%. The work’s weakness is that no 

evaluation of existing methodologies was done to compare the results and choose the best 

to enhance accuracy. In addition, most elements that affect student performance were not 

taken into consideration. 

Studies have shown the following: When staff-student relationship is good, a student is 

encouraged to complete his/her study and graduate. In the same vein, when peer 

relationship is good a student relates with his/her colleagues and succeed  (Tinto, 1975) as 

well as (Tinto, 1993) ; (Tinto, 2006). In this case, it is more likely that a student will try to 

transfer to another school if he/she does not enjoy his/her present school or course as a 

result of having made the wrong choice of college or failing to settle at university and 

consequently have to move to another college which he or she prefers more (Dissanayake, 

2016). 

When a student enters a university with a minimum qualification of advanced level (A/L) 

such a student is more likely to perform academically better than a student that enters with 

GCE ordinary level (GCSE). Hence, a student with a previous academic qualification that 
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is higher than the latter is more likely to complete his/her programme of study (Yorke, 

1999) ;  (Willmot & Lloyd, 2015).  

Similarly, a student who studies on full-time basis is more likely to perform academically 

better than a student who studies on part-time basis.  Since a full-time student would devote 

more time to his/her study and concentrate on it as well, he is more likely to complete 

his/her programme of study than a student who studies on part-time basis  (Yorke, 1999). 

When a student develops academic skills such as critical thinking, reflection, verbal, and 

written communications the student performs well academically and prevents the student 

from leaving the school before graduating (Kift et al. 2010a; Nelson et al. 2012; Loes et 

al., 2012).  

If a student is confronted with financial problems or concerns due to costly education or 

low education funding, he/she will find it difficult to pay tuition fees as well as to buy 

educational materials for his/her needs and this will affect his academic performance as he 

will not be able to concentrate with his/her studies. This situation can be arrested by 

receiving financial support from partner, family members and friends, as well as receiving 

scholarship, loan or bursary from government (Swaner & Brownell, 2008; Crosling et al., 

2009;  (Dissanayake, 2016). 

Journey time is another factor that hinders a student from performing well and 

consequently complete his/her study. It is advisable a student travels within one hour from 

his university in order to minimise cost  (Dissanayake, 2016). If a student thinks that he or 

she is staying too far from school, in which case the student must rent an apartment closer 

to the university or seek university accommodation due to journey time, which could 

impose an additional financial stress on the student and could eventually cause the student 

to abandon his or her study and consequently drop out from university. This could later 

have an effect if the student decides to transfer to another university that is closer to his 

or her home. In this case, the student’s present university has failed to retain him or her. 

When a student is healthy, he/she will be able to attend classes, engage with his studies, 

participate, and consequently graduate. Health reasons could be either physical, mental or 

both (O’Keeffe, 2013). 
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When a student attends lectures regularly coupled with other factors, he/she is more likely 

to make substantial academic progress. Hence, it is a requirement that a student needs to 

attain at least 75% attendance before sitting for an examination at the end of a semester 

(NSUK, 2019) ;  (FTU, 2020). 

2.3 Bayesian Networks (BNs) 

Bayesian networks (BN) are graphical structures that allow us to represent and reason about 

an uncertain domain”  (Pearl, 1998) ; (Korb & Nicholson, 2004) ; (Daly, et al., 2011). 

Bayesian network (BN) has a long history dating back to the 1970s. 

A Bayesian network, as shown in Fig 2-1 below, consists of variables (nodes), directed 

arcs, which represent the relationships/dependencies among and between interconnected 

variables (nodes), and a conditional probability table (CPT), or the probability distributions 

that represent the estimates of the probability values provided by a domain expert(s). In a 

Bayesian network, the belief in each state of a node is normally updated whenever the 

belief in each state of any directly connected node changes (Wooldridge, 2003). 

Bayesian methods provide a way to revise probabilities by incorporating new data. The 

Bayesian network approach allows the user to form a hypothesis (H) about the world based 

on the given evidence (e).  The equation below depicts Bayes’ theorem (Bayes & Price, 

1763), in which the probability of H given e (the new data) is modelled as a function of the 

probability of e given H multiplied by the probability of H alone and divided by the 

probability of e, where e is the new data. 

2.4 Bayes’ Theorem 

Principally, Bayesian methods provide a way to revise probabilities by incorporating new 

data. The Bayesian network approach allows the user to form a hypothesis H about the 

world based on the given evidence e.  Equation 2.1 depicts Bayes’ theorem (Bayes, 

1763), in which the probability of H given e (the new data) is modelled as a function of 

the probability of e given H multiplied by the probability of H alone and divided by the 

probability of e. 
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𝑝(𝐻|𝑒) =
𝑝(𝑒|𝐻)𝑝(𝐻)

𝑃(𝑒)
 

Equation 2-1 

 

where p(H|e) is called the posterior probability,  

p(e|H) is called the likelihood of the evidence (the new data), 

p(H) is called the prior probability, and 

p(e) is a normalising constant (Heckerman, 1998). 

For this reason, equation 2.1 is often referred to in terms of the prior, likelihood and 

posterior only: 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 ∝ 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 × 𝑝𝑟𝑖𝑜𝑟 Equation 2-2 

                                               

Bayesian networks (BN) are graphical structures that allow us to represent and reason 

about an uncertain domain” (Pearl, 1998) ; (Korb & Nicholson, 2004).  

A Bayesian network for a set of variables X = {X1,,..., Xn} is the pair (S, P), where S is a 

directed acyclic graph, which we call the structure of the Bayesian network, and P is a set 

of local probability distributions (Chickering & Heckerman, 2000). A BN model consists 

of two parts namely: a qualitative component in the form of a directed acyclic graph 

(DAG), and a quantitative component in the form of prior and conditional probabilities of 

BN nodes. 

A Bayesian network consists of variables (nodes), directed arcs, which represent the 

relationships/dependencies between a pair of variables (nodes), and a conditional 

probability table (CPT), or the probability distributions that represent the estimates of the 

probability values provided by domain expert(s). In a Bayesian network, the belief in each 

state of a node is normally updated whenever the belief in each state of any directly 

connected node changes (Wooldridge, 2003). 

In a BN, a node X is said to be the parent of another node Y provided there is an arc from 

node X to node Y. Parent nodes have a direct influence on their child nodes and each child 

node Xi has a conditional probability distribution defined as P(Xi  | Parents (Xi)) , which 

quantifies the influence of the parents on the child node. If a node has no parent, then it is 
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called a root node, and if a node has no children, then it is a leaf node. However, if a node 

is non-root or non-leaf, it is called an intermediate node.  

Pearl (1998) noted that two random variables X and Y are conditionally independent given 

Z if and only if, given any value of Z, the probability distribution of X remains the same 

for all values of Y, and the probability distribution of Y remains the same for all values of 

X.  

Using the conditional independence assumptions of BNs, the joint probability distribution 

of a set of random variables {X1, X2, X3, …, Xn-1, Xn} can be determined using a chain rule 

as explained in (Pearl, 1998): 

P(X1, X2, X3,, …, Xn-1, Xn ) = ∏ 𝑃(𝑛
𝑖 = 1  Xi  | Parent (Xi))  

In the example below, all the nodes are binary denoted by F (false) and T (true). In a 

situation when rain (R = true) or the sprinkler is on (S = true), the event “grass is wet”      

(W = true). The conditional probability table (CPT) (Table 2-1) below depicts the strength 

of relationship between the two nodes. For instance, it can be seen that Pr(W = true | S = 

true, R = true) = 0.99, and hence, Pr(W = false | S = true, R = true) = 1 - 0.99 = 0.01 (i e., 

first row), thereby making each row sum to 1. The C node is a root node, its CPT depicts 

the prior probability, that it is cloudy, Pr(C = true) = 0.5. Assuming it is a cloudy season, 

it is less likely that the sprinkler is on and more likely that it is raining. The node 

“WetGrass” is independent of its ancestor “Cloudy” given its parents “sprinkler” and 

“rain”. In Bayesian network, this phenomenon is referred to as conditional independence.  
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C P(S = F) P(S = T) 

T 0.9 0.1 

F 0.5 0.5 

C P(R= 

F) 

P(R = 

T) 

T 0.2 .80 

F 0.80 0.20 

S R P(W = 

F) 

P(W = 

T) 

T T 0.01 0.99 

T F 0.1 0.9 

F T 0.1 0.9 

F F 1.0 0.0 

 

Figure 2-1 Example showing a simple Bayesian network (Russel and Novig, 2010) 
 

Bayesian networks, are considered to be appropriate for this study because of the following 

reasons (Geng et al., 2019 ; Wu et al., 2020): 

• Bi-directional reasoning: A Bayesian network technology is capable of reasoning 

from cause to effect and vice versa thereby providing diagnostic and predictive reasoning. 

Hence the proposed system should be capable of predicting probability of students being 

retained the following academic session.  

• A Bayesian network technology is capable of handling dynamic changes in 

dependency therefore the proposed student retention expert system should be capable of 

        Conditional probability table 
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Cloudy 
Sprinkle
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 WetGrass 

Sprinkler 

Cloudy 

 Rain 

Cloudy 

 

P(C) = 0.5 
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permitting relationships among clinical variables to create patterns of dependence and 

independence which will change as evidence on the states of the variables are obtained. 

• Holistic: A Bayesian network technology is holistic in nature hence the input 

variables of the proposed student retention expert system should produce evidence 

considered as a whole. 

• Flexibility: A Bayesian network technology is flexible in nature therefore the 

proposed student retention expert system should be flexible such that evidence can be 

entered anywhere in the system and propagated in both cause-and-effect directions.  

• The belief in each state of a node is normally updated whenever the belief in each 

state of any directly connected node changes (Wooldridge, 2003). 

• Combination of domain experts’ knowledge and empirical data: In a situation 

where data is sparse, probability estimates can be elicited from the domain experts and 

same can be used to supplement the sparse data.  

 

2.5 Bayesian Networks and their application areas  

The ‘Expert systems’ is a branch of artificial intelligence that imitates the human mind in 

providing solution to a particular problem. The purpose of an expert system is to assist an 

individual in the performance of a task (Darlington, 2000). In this study, the Bayesian 

network technology is going to be used to create the student retention system, being a 

technique of artificial intelligence (AI). 

Areas of application of Bayesian network (BN): Bayesian network technology (BN) has 

innumerable application areas hence it has been deployed successfully in many areas. 

These areas include and are not limited to student retention, enginneering, medicine and 

healthcare, military, ecology, site suitability, education, river pollution, and air pollution. 

 

BN has been used for military applications (Malbasic & Duric, 2019) and, more 

specifically, in threat evaluation by Johansson & Falkman (2008) who developed a threat 

evaluation system that could handle data better than imperfect observations of humans and 

other systems. 
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Hossain, et al. (2019) applied a Bayesian network to quantify the resilience of the port 

infrastructure, which indicated that maintenance, alternate routing, and manpower 

restoration are the leading factors. Also, Hossain, et al. (2020) used a Bayesian-network 

based approach to assess and develop cyber resilience of a smart grid system. The research 

showed the efficacy of a BN to assess and enhance the overall cyber resilience of the smart 

grid system. 

The use of Bayesian networks for ecological modelling has increased since the last two 

decades. It includes applications to a variety of problems including fisheries assessment 

(Lee, 1997; Kuikka, et al., 1999), habitat restoration (Rieman, et al., 2001). Applications 

to aquatic ecosystems include eutrophication in the Neuse River estuary, North Carolina 

(Borsuk, et al., 2004), an ecological assessment of the impacts of changed environmental 

conditions on native fish communities in a catchment in Victoria, Australia (Pollino, et al., 

2007; Nicholson, et al., 2010). Ames, et al. (2005) used BNs to model phosphorous 

management in the East Canyon watershed in USA. BN was also used to assist in 

prioritizing river restoration options in response to changing flows and land use (Stewart-

Koster, et al., 2005; Howitt, et al., 2007; Webb, et al., 2010).  

Ticehurst, et al. (2007) have also used BNs in the assessment of the sustainability of eight 

coastal lake-catchment systems, which are located on the coast of New South Wales in 

Australia. They found that BNs factored all the variables in a less complicated and easier 

to understand way than other processes. Presenting a case study as evidence, they proposed 

that BNs should be used more often for ecological analysis, due to their simplicity of use 

and reliable output. BN was also used to assess and monitor the water quality of rivers 

based on macroinvertebrates see (Boets, et al., 2015; Forio, et al., 2015).  

BN has been successfully used for natural language processing (NLP) of the English 

language, such as spell checking (Haug, et al., 2001), text categorisation and retrieval 

(Yang, 1994) and speech recognition (Bilmes, 2004).  

Kwan et al. (2007) demonstrated the potentials of BN model in computer forensics analyses 

which is in accordance with the actual court verdict of guilty. 
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The BN has also been applied in the medical domain to diagnose various ailments. Azab 

et al. (1989), Radaszkiewicz et al (1992) and Valicenti et al. (1992) developed model about 

prognostic factors of primary gastrointestinal in non-Hodgkin Lymphoma. Lucas et al. 

(1998) developed a model which aimed to assist the clinician in exploring various clinical 

questions, among other questions concerning prognosis and optimal treatment of primary 

gastric non-Hodgkin Lymphoma. The model was incorporated into a computer-based 

system, that could be used as a decision-support system. Preliminary evaluation results 

indicated that the performance of the model matched the performance of experienced 

clinicians. 

Nikovski  (2000) found that Bayesian networks assisted in numerical probabilistic analysis 

when the information provided was incomplete or only partially correct. This occurs often 

when studies publish indirect statistics. Although nothing can replace the actual 

information, a BN is as close as it gets to filling in the blanks. The techniques were 

discussed in the practical contexts of designing diagnosis devices. 

Zou & Conzen (2005) adapted a dynamic Bayesian network (DBN) for the prediction of 

the gene regulatory system from time course expression data. They presented the          

DBN-based approach and revealed that it had increased accuracy and reduced 

computational time compared to other DBN approaches, improving the process of 

prediction. Their approach limited potential regulators to genes with early and 

simultaneous expression changes, effectively allowing the BN to learn as it processed the 

information. This resulted in a limited number of potential regulators and a smaller search 

space. They also employed lag estimation to further increase the accuracy of predicting 

gene regulatory networks. Their results demonstrate that the approach can predict 

regulatory networks with greater accuracy and less computational time. 

Velikova, et al. (2014) also applied BN in healthcare. They noted that although it is still 

difficult to bridge the gaps between Bayesian networks, they are still the best technology 

available for modelling medical problems, including personalisation of healthcare. 

Inputting knowledge of diseases based on the interpretation of patient data allows the BN 
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to predict the progression of the disease. They used preeclampsia to illustrate the use of 

this model.  

Student retention was predicted using the Bayesian network (BN) and machine language 

approach alongside a combination of data- and knowledge- driven approaches to elicit 

causal structure and estimates of probabilities to construct a model on student retention 

(Dunn, 2016). 

Geng et al. (2019) constructed a BN model to predict the survival time for patients with 

advanced gallbladder carcinoma (GBC) after curative resection from the SEER database, 

with a high model accuracy. The prediction model supported the role of adjuvant therapy 

for advanced GBC patients. For patients with node-negative disease, the model estimated 

the survival benefit from the addition of adjuvant radiotherapy (XRT) and adjuvant 

chemoradiotherapy (cXRT). For patients with node-positive disease, adjuvant 

chemoradiotherapy is expected to improve the survival significantly. 

Bradley et al. (2019) developed a prognostic BN network that makes personalised 

predictions of poor prognostic outcome post resection of pancreatic ductal 

adenocarcinoma. The model makes accurate predictions, even when data is missing. It was 

based on published survival analysis studies which is likely to carry a risk of bias. 

Wu et al. (2020) developed a nomogram and a Bayesian network (BN) model for prediction 

of survival in gallbladder carcinoma (GBC) patients following surgery and compared the 

performance of the two models. The researchers discovered that the BN model was more 

accurate than a Cox regression-based nomogram for prediction of survival in GBC patients 

undergoing curative-intent resection. 

Reijnen et al (2020) illustrated how BNs can be used for individualising clinical decision-

making in oncology. The network also showed the complex interactions underlying the 

carcinogenetic process of endometrial cancer by its graphical representation. 

2.6 Limitations of Bayesian Network 

The demerits of the Bayesian network (BN) are enumerated below: 
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• Discretisation of continuous network: Bayesian networks can deal with 

continuous variables in only a limited manner (Jensen, 2001). The usual solution 

is to discretise the variables and build the model over the discrete domain. 

• Collecting and structuring expert knowledge: It is difficult to reach an agreement 

on the BN structure and defining the parameters with expert opinion (Uusitalo, 

2007; Pollino, et al., 2007). 

• It has no support for feedback loops: Bayesian networks are acyclic, and thus do 

not support feedback loops that would sometimes be beneficial in environmental 

modelling (Jensen, 2001). 

• Exponential growth: As the number of variables and states increases, the number 

of probability values to be derived grows exponentially (Jensen, 2001). 

A BN’s primary purpose is to predict the state of all the variables in the model based on 

whatever input information is available. This means that any number, type, and 

combination of variables can be used as input variables. The inputs can also be used for 

information purposes, permitting the comparison of actual and predicted values (Everaert, 

et al., 2011). 

2.7 Summary and Conclusion 

This chapter has described the previous work done in the areas related to this study, namely 

elicitation of estimates of probabilities from domain experts, student retention, and 

Bayesian network (BN). 

The chapter has enumerated various areas where elicitation of estimates of probabilities 

had been used as a source of data in situations where there was little or no data.   

Furthermore, it discusses student retention as a problem as well as its features. This study 

will use this problem as an application area for the combination of expert knowledge and 

Bayesian network (BN). 

The application areas of Bayesian network (BN) are discussed in this chapter as an artificial 

intelligence technology which has many application areas that can be used to predict 

outcomes of events regarding uncertain quantities. 
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Conclusively, the combination of both elicitation of estimates of probabilities from domain 

experts and the use of Bayesian network (BN) technology have been and can still be 

deployed successfully in many applications.  
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Chapter 3  

3.0 Primary Research 1: Elicitation of Knowledge from a 

Domain Expert  

The Chapter aims to conduct a study on the effectiveness of different approaches to 

elicitation, and as well to demonstrate and reflect upon research skills in conducting              

face-to-face elicitation interviews for domain experts, to investigate whether there is a 

difference between direct elicitation approach and indirect elicitation approach with 

regards to troubleshooting computer network reachability and security issues. A network 

reachability and security model was created primarily by eliciting from a computer network 

expert the necessary information on the types and strength of relationships among and 

between the variables in computer networking domain. 

This chapter also aims to conduct a study to develop techniques for motivating domain 

experts in order to obtain better estimates of probabilities from them in an elicitation 

session, that could be used later for the development of the main research. The study 

involved the development of impact of motivation on elicitation of estimates from domain 

experts prior to commencement of work on the Bayesian network (BN) for the prediction 

of student retention based on elicitation. 

Computer network reachability and security: Diagnosing computer network reachability 

and security is paramount for network management such as troubleshooting. This diagnosis 

is based on network configuration called “Access Control Lists”. The model gives 

consideration to the troubleshooting of hardware such as the Network Interface Card and 

routers, and as well considers Internet Protocols (IPs) and mutual redistribution amongst 

the protocols. Due to complex hardware and software interactions in computer networking, 

quantifying network reachability often relies on computer network expert therefore 

Bayesian Networks (BNs) offer a robust and flexible method of encapsulating this 

expertise. 
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The study investigated the elicitation approach that is capable of producing better 

probability values, out of the direct and indirect approaches of elicitation. The participant 

involved in the elicitation session is an expert in the field of computer networking. The 

session which was one-to-one, involved interviews and interactive modelling. 

The information required from the expert was a causal structure (graph), detailing cause 

and effect relationships at work in the system being modelled and estimates of probabilities 

to capture the strength of the relationships in the network and characteristic of these 

relationships. Lastly, the values elicited from the expert are utilised to create two BN 

models, one BN model for each elicitation approach.  

Prior to this study, a skills audit was carried out in which the types of skills required for 

this work was explored, and as well compared to the existing skills. There was skills deficit 

and opportunities were identified, to rectify them by formulating an action plan and a 

timetable for doing so. The skills audit has led to the development of existing skills and 

acquisition of new ones such as: communication skills, face-to-face interview, critical 

thinking, self-reflection, taking responsibility for own research, planning, and time 

management. The skills enumerated above have helped in producing this Chapter as well 

as conducting this PhD research.  
 

3.1 Background 

Prior to commencement of work on the Bayesian network (BN) for predicting student 

retention  based on expert elicitation, a pilot study was conducted. The main reason behind 

this pilot study was to develop techniques for elicitation of estimates of probabilities, 

creating and testing Bayesian networks (BNs) that could be used later for the development 

of the main research. The pilot study involved the development of a Bayesian Network for 

Troubleshooting Reachability and Security Issues in a Computer Network Based on 

Elicitation of Knowledge from an Expert. After identifying an expert, a face-to-face 

interview was conducted with the expert in order to obtain probability values from him. In 

the end, it was found out that the indirect elicitation approach is more suitable for this study 
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because it produced better estimates of probabilities than the direct elicitation approach as 

well as better predictions from the created Bayesian network (BN).  

3.2 Context of investigation 

The process of requesting for an unknown probability value or values from the domain 

expert(s) is known as elicitation of the said value(s) (O'Hagan, et al., 2006).  (O’Leary, 

2015) noted that probability distributions can be elicited from domain experts when limited 

or no observed data are available.  

Values can be elicited from domain experts directly or indirectly (Kuhnert, et al., 2010). In 

the case of direct elicitation, an expert is asked to state his/her response. In line with this 

assertion, (O'Hagan, et al., 2006) noted that a typical example of a direct elicitation is 

“What is the probability of getting a 3 in the roll of a fair die?” or ”What is the level of 

sales that corresponds to a 5% probability?”. Kuhnert, et al. (2010)  noted that an indirect 

elicitation requires probabilities to be inferred from preferences, such as elicitation of a 

frequency, category, weighting/ranking, relative measure, and verbal (linguistic) 

probabilities.  

An elicitation session might involve using different approaches such as direct and indirect 

approaches in eliciting probability values from an expert in order, to identify the approach 

which is better than the other in terms of accuracy.  

The following methods can be used to elicit probability values from domain expert or 

experts in an indirect elicitation session: 

(i) Frequency:  Frequency is a method of eliciting probabilities, and this can be 

converted to a proportion (Kuhnert, et al., 2010). A facilitator can elicit the 

frequency of an uncertain quantity of interest from the expert by asking question 

such as: Considering n students in a class, how many would you expect to 

graduate with first class? The facilitator will convert the frequency to a 

proportion, pi , for each domain expert i, in order to form a prior.  

(ii) Category: Categorical measures can be used to (for example) categorize species 

of animals into low, moderate, and high abundance at a particular site. Experts 
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can be asked to consider a species of animal at a grazing land, and to specify 

whether they expect a low, moderate, or high number of that species, where 

low, moderate and high belongs to different bands. A facilitator can convert the 

categories provided by the expert into numbers by finding the mean and median 

of each category in order to form prior (Kuhnert, et al., 2010).  

(iii) Weighting/Ranking: Ranking measures the correspondence between variables 

or criteria (Kendall, 1962), some rankings involve comparison of only two 

items at a time (David, 1988). A facilitator may ask the experts to express the 

rank for a chemical, using scale 1 to 3, and to express the weight for a criterion 

such as toxicity, using scale 1 to 3. The median from the experts’ rankings and 

a corresponding interquartile range can be found in order to form a prior. 

(iv) Relative measure: It can be used to ask experts whether (for example) the 

population of a town would increase, decrease or show no difference from the 

current level. The qualitative response provided by the experts will be converted 

to a quantitative response, e.g. increase (+1), decrease (-1), and no difference 

(0). In order to form a prior, the mean and standard deviation across experts can 

be found then ( (Kuhnert, et al., 2010). 

(v) Verbal expression of probabilities: This is an indirect and non-numerical 

method of eliciting probabilities which involves using the expressions such as 

“probable”, “fifty-fifty”, “improbable” etc. which can be interpreted as 

probability of about 0.85, 0.5 and 0.15,                                                                                        

respectively (van der Gaag, et al., 1999). 

The learning done in the directed study module was demonstrated to elicit probability 

values from an expert, while the probability values were used in creating BN networks that 

troubleshoot computer network reachability and security issues using the knowledge-

driven approach for the direct and indirect elicitation methods.  

Computer network reachability is the probability of data being transported from one point 

(source) to reach another point (destination) within a computer network. The Access 

Control Lists on routers are commonly used to limit reachability for security or privacy 
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purposes (Liu & Khakpour, 2013). Teixeira & Rexford (2004) proposed a solution where 

an Omni server continuously maintains a view of routing changes in its own network, 

without requiring additional support from the underlying routers. Thereafter, they describe 

how to query the measurement servers along the forwarding path from the source to the 

destination to uncover the location and the reason for the routing change. Xie, et al. (2005) 

formulated the challenging problem of reachability of an Internet Protocol network, and 

the effects that packet filters, routing policy, and packet transformations have on the 

network’s reachability. Feamster & Balakrishnan (2004) intended to explore how the 

Routing Control Platform (RCP) could improve routing efficiency such that RCP could 

make routing more efficient by aggregating prefixes for a particular router’s forwarding 

table.                                                                                                                                                                             

Liu & Khakpour (2013) verified the reachability between any two points in an 

interconnected and access-controlled network and formulated network reachability which 

considered the differences in connectionless and connection-oriented transport protocols, 

as well as the presence and absence of various packet transformers. 

In a situation, where there are reachability issues, one or combination of the factors below 

must have been responsible for the issues. The factors that typically impact computer 

network reachability and security are: “Access Control Lists”, “Network not announced”, 

“Interface down”, “Wrong configuration”, and “Routing loop”.  

Access Control Lists or Filtering: An ACL controls the traffic into and out of a network. It 

controls whether a router forwards or drops packets (data) based on information found in 

the packet header.  The Access Control Lists on routers are commonly used to limit 

reachability for security or privacy purposes (Liu & Khakpour, 2013). 

Network not announced: This is a situation where wireless Access Points are configured 

not to announce their SSID (their wireless network name). This feature is enabled with the 

goal of preventing unauthorized users from being able to detect the wireless network from 

their wireless clients.  
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Interface down: An interface may fail to work properly due to a wrong configuration. 

Sometimes when an internet connection does not work properly, this may be due to the 

problems with the Ethernet interfaces. 

Wrong configuration: Network configuration is the process of setting a network's controls, 

flow and operation to support the network communication of a network. This broad term 

incorporates multiple configuration and setup processes on network hardware, software 

and other supporting devices and components. 

Routing loop: A routing loop is a type of network failure in which packets (data) continue 

to be routed in an endless circle rather than reaching their intended destination(s). 

This study makes use of the principle and functions of the above features in choosing and 

using them as the variables for reachability and security issues domain. 

3.3  Research question 

Specifically, the focal research question for this study is: 

“Effectiveness of different approaches to elicitation”  

The research question tends to compare the effectiveness of direct elicitation approach to 

indirect elicitation approach.  

3.4 Methods of investigation 

The research approach can be classified into two main categories: qualitative or 

quantitative. A qualitative approach is considered subjective since the researchers are 

involved in the experiment themselves (Creswell, 2014). Conversely, a quantitative 

approach is objective, as it typically deals with numbers, statistical data, or statistical 

analysis (Creswell, 2014). This research used the hybrid method (qualitative and 

quantitative approaches) as it aimed to elicit the causal structure of the variables in the 

domain (qualitative in nature) as well the probability values of their relationships 

(quantitative in nature).  

Prior to the elicitation session, an expert was  identified and also asked to permit the 

researcher to extract knowledge from him on computer network reachability and security 
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issues. Also, an arrangement was made for a venue where the sessions took place. 

Furthermore, all necessary software were installed for the elicitation session on a computer 

and the forms to be used for the elicitation session were designed. The research materials 

that were used for the study included textbooks, journals and conference articles, and flip 

papers.  

The elicitation session employed face-to-face interviews to elicit information from an 

expert in computer networking. The technique involves the facilitator (interviewer) asking 

the expert (interviewee) to identify the variables in computer network reachability domain, 

and thereafter to provide some probability values, while the facilitator recorded the 

probability values that were provided by the expert, with the aid of a computer and a 

Bayesian network software. This technique consumed much time because of the iterative 

nature of the elicitation meetings which involves adjusting the estimates provided by the 

expert in order to improve the predictions from the network.  

 

Construction of a causal structure: The variables in the domain were elicited, as well the 

states of each variable from the domain expert.by asking him to list the factors that typically 

cause network reachability issues, the states of each of the factors, and the relationship 

between the variables.  The responses from the expert were used to create a causal structure 

for the Bayesian network by adding the variables (nodes) to the BN graphical interface. 

Thereafter, the researcher added arcs (links) from the parent nodes to the respective child 

nodes in order to establish causal relationships between the child node and its parents as 

shown in Figure 3-1 below.  
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Figure 3-1 Causal structure for network reachability 

3.4.1 Encoding process 

The encoding process involved two experiments: one experiment on the direct elicitation 

method, and the other on the indirect method of eliciting probability values from a domain 

expert. 

3.4.2 Direct elicitation method 

In the direct elicitation method, probability values were elicited from a single expert by 

asking him to directly provide probability values for the states of each root node, by asking 

the expert questions, such as: What is the probability value for each state, namely; “on”, 

“off”, “down”, “true”, “false”, etc. The probability values were recorded provided for each 

state with the aid of a computer.  

Thereafter, the conditional probability of the child node (that is, Reachability) were elicited 

given the combinations of the states of its parents (namely; ACL, Network not announced, 

Interface down, Wrong configuration, and Routing loop) by asking the expert questions 

such as:  What is the probability of Reachability being true, given the combination of the 
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states of all of its’ parents? What is the probability of Reachability being false, given the 

combination of the states of all of its’ parents?  

The examples of the questions asked from the expert are; What is the probability of 

reachability being true, given “routing loop “is on, “Interface down” is true, “Network not 

announced” is true, “Wrong configuration” is true, and  “Access Control List” is on? What 

is the probability of reachability being true, given “routing loop“ is off, “Interface down” 

is false, “Network not announced” is true,  “Wrong configuration” is true, and  “Access 

Control List” is on? etc. The researcher made sure that the values for the conditional 

probability provided for each of the questions were recorded, with the aid of a computer, 

Bayesian network (BN) software and elicitation record form.  

On occasions when the values provided by the expert did not conform to the laws and 

theorems of probability calculus, namely the total probability, additivity and multiplicative 

laws of probability calculus (O'Hagan, et al., 2006), the researcher prompted the expert by 

asking him to adjust his probability values to conform with these laws and theorems.   

Thereafter, the researcher constructed a Bayesian network from the values provided by the 

domain expert and compiled the network. The predictions from the Bayesian network were 

shown to the expert in order to get feedback from him. Initially, the predictions from the 

Bayesian network did not adequately represent his judgements hence he had to adjust his 

probability values until the predictions adequately represented his judgements.  

As the facilitator, the researcher recorded the variables whose distributions were elicited, 

the time that the elicitation started, the estimates provided by the expert, feedback, and the 

time the elicitation ended. Furthermore, the researcher managed the interview with the 

expert, and checked the expert against cognitive biases such as; anchoring and adjustment, 

availability, and representativeness since these factors typically affect the accuracy of an 

encoding process. The researcher checked the expert against anchoring-and-adjustment 

heuristic, by asking him to provide the minimum (lower bound) and maximum (upper 

bound) values before he provides the median value. Also, the expert was asked to avoid 

basing his probability values on recent occurrence, and as well not to provide probability 

values that are based on situations that are wrongly perceived to be similar in order to avoid 
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heuristics due to availability and representativeness, respectively (Tversky & Kahneman, 

1973; Tversky & Kahneman, 1974; Kahneman, 2011). 

3.4.3 Indirect elicitation method 

The same causal structure was used for both the direct and the indirect elicitation methods.  

In the indirect elicitation method, the probability values for the root nodes and the child 

node were elicited from the expert by using the probability scale and verbal (linguistic) 

probability expressions method which served as an aid to the expert in providing his 

estimates (van der Gaag, et al., 1999). Furthermore, the verbal expressions were converted 

to probability values, and as well assisted the expert by asking him to adjust his probability 

value when the value provided by him was too small or too much (Martin, et al., 2011). 

Thereafter, another Bayesian network was constructed from the assessments provided by 

the domain expert, under the indirect elicitation method. The researcher compiled and 

showed the predictions from the second Bayesian network to the expert in order to get a 

feedback from him. Initially, the predictions from the Bayesian network did not adequately 

represent his judgements hence he had to adjust his probability values until the predictions 

adequately represented his judgements.  

As the facilitator, we recorded the variables whose distributions were elicited, the time that 

the elicitation started, the estimates provided by the expert, and the time the elicitation 

ended. Furthermore, we managed the interview with the expert, and we checked the expert 

against cognitive biases such as anchoring and adjustment, availability and 

representativeness since all of these factors typically affect the accuracy of the elicitation 

exercise (Tversky & Kahneman, 1973; Tversky & Kahneman, 1974; Kahneman, 2011).. 

3.5 Results 

The probability values provided by the domain expert during the elicitation sessions were 

entered into the table of a Bayesian network (BN) software before each network was 

compiled in order to get predictions from the two networks.  The predictions from each 

network, for each approach can be found in Table 3-1.  From the table, the results on a 
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case-by-case basis, combining the states of all the parent nodes in the domain are as 

follows:                                            

In Cases 6, 14, 18, 26, 28 and 32, the probability of reachability in each of these cases is 

much lower in the indirect elicitation approach than in the direct elicitation approach. The 

indirect elicitation approach performs better in terms of network security or privacy 

purposes because the lower the probability of reachability the more secured the network 

(Liu & Khakpour, 2013). However, Case 24 performs much better in the direct elicitation 

approach than in the indirect elicitation approach. 

The two approaches perform equally in Cases 7, 8, 20, and 27. The probability of 

reachability for the direct elicitation and the indirect elicitation approach is the same in 

each case. The Cases also perform equally in terms of network security because the 

probability of reachability in each approach is the same.                        

In the remaining Cases, the probability of reachability for the direct elicitation and the 

indirect elicitation approach is almost the same, but the indirect elicitation approach 

performs a little bit better in most of the cases, in terms of network security because the 

lower the probability of reachability the more secured a network ( (Liu & Khakpour, 2013).      

On the overall, the indirect elicitation approach performs better than the direct elicitation 

approach. The network for the indirect elicitation approach performs better than the 

network for the direct elicitation approach in 23 out of 32 cases. While the network for the 

direct elicitation approach performs better than the network for the indirect elicitation 

approach in 5 out of 32 cases, but both perform equally in 4 out of 32 cases. 
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Table 3-1 Elicited probability values 

Case 
Routing 

loop 

Interface 

Down 

Network 

not 

announced 

Wrong 

configuration 

A 

C 

L  

 

Reachability (%) 

Direct 

Elicitation 

Indirect 

Elicitation 

1 On 
Software 

error 
   True True 

    

On 
    9.00     4.00 

2 On 
Software 

error 
   True True 

    

Off 
   20.00   10.00 

3 On 
Software 

error 
   True False 

    

On 
    3.00     6.00 

4 On 
Software 

error 
   True False  

    

Off 
    5.00     3.00 

5 On 
Software 

error 
   False True 

    

On 
    2.00     6.00 

6 On 
Software 

error 
   False True 

    

Off 
   30.00     4.40 

7 On 
Software 

error 
   False False 

    

On 
   10.00   10.00 

8 On Software 

error 

   False False  Off   80.00   80.00 

9 On Software 

error 

   True True  On     9.00   8.50 

10 On Software 

error 

   True True  Off   18.18   4.00 

11 On Software 

error 

   True False  On     3.41   6.00 

12 On Software 

error 

   True False Off     5.10   3.50 

13 On Software 

error 

   False True On     2.00   5.80 

14 On Software 

error 

   False True Off  24.19    4.70 

15 On Software 

error 

   False False On   11.11   18.00 

16 On Software 

error 

   False False Off   80.00   75.00 

17 Off Hardware 

error 

   True True On     5.00     9.00 

18 Off Hardware 

error 

   True True Off   30.00   10.00 
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We conducted one session for each elicitation approach and these accounted sufficiently 

for the variability of the domain expert judgements hence one session for each elicitation 

approach did not have any impacts on the probability values provided by the experts. 

We changed the order of the elicitation sessions in order to detect the impact that sequence 

might have on the elicitation sessions, and we did not give a preferential treatment to the 

elicitation approach used in the second place. 

Case 
Routing 

loop 

Interface 

Down 

Network 

not 

announced 

Wrong 

configuration 

A 

C 

L  

 

Reachability (%) 

Direct 

Elicitation 

Indirect 

Elicitation 

19 Off Hardware 

error 

   True False On   20.00   23.00 

20 Off Hardware 

error 

   True False Off   40.00   41.00 

21 Off Hardware 

error 

   False True On     5.00     3.80 

22 Off Hardware 

error 

   False True Off     9.00     4.90 

23 Off Hardware 

error 

   False False On   20.00   18.00 

24 Off Hardware 

error 

   False False Off   72.00   99.50 

25 Off Hardware 

error 

   True True On     6.25     8.00 

26 Off Hardware 

error 

   True True Off   46.15   15.00 

27 Off Hardware 

error 

   True False On   19.05   19.00 

28 Off Hardware 

error 

   True False Off   66.07   45.00 

29 Off Hardware 

error 

   False True On     6.10   10.00 

30 Off Hardware 

error 

   False True Off   10.71     7.50 

31 Off Hardware 

error 

   False False On   16.95     5.00 

32 Off Hardware 

error 

   False False Off    84.71   99.50 
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We checked the expert against heuristics and biases that can mar the encoding process by 

checking him when his probability values are either too small or large. On such occasions, 

we asked him to revise his judgements or opinions, and this led to provision of better 

probability values. Consequently, this improves the predictions from the Bayesian 

network. 

The following analyses were done: 

(i) The duration of the elicitation, that is, the time taken to complete the elicitation 

in each session: 

Under the direct elicitation method, it took 30 minutes to elicit the probability values for 

the states of the root nodes and that of the child node, that is an average of one 

question per minute, while it took 50 minutes under the indirect elicitation method, that is 

an average of one question for one and a-half minute. 

(ii) Time taken to elicit a group of five states:  

Under the direct elicitation method, it took 12 minutes to elicit the probability values  

for the states in the group, while it took 35 minutes to elicit the probability values for the 

states in the same group, under the indirect elicitation method.  

(iii) Predictions from each network in terms of accuracy, which is how well the 

Bayesian network predicts. 

We evaluated the Bayesian network, after developing the models’ structures and obtaining 

the marginal and conditional probability values from the expert. We did the qualitative 

evaluation by showing the predictions from the networks to the expert as shown in Figure 

3-2 to 3-5 on page 40 to 43 below, for some of the predictions from the Bayesian network 

(BN). 

We showed the predictions to the domain expert who confirmed in his feedback that the 

predictions adequately represented his judgements. 



 

 

40 

 

 

Figure 3-2  A Screenshot of prediction from the Bayesian network 
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Figure 3-3 A Screenshot of prediction from the Bayesian network 
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Figure 3-4 A Screenshot of prediction from the Bayesian network 
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Figure 3-5 A Screenshot of prediction from the Bayesian network  

 



 

 

44 

 

3.6 Primary Research 2: Impact of motivation on elicitation of estimates 

of probabilities 

This chapter discusses methodological issues. Then the research instrument, that is, two 

sets of questionnaires (see Appendix 1 and 2) that were used for the experiments. The 

study adopted the within-subjects experimental approach. The study is then described in 

terms of unmotivated and motivated conditions. 

3.7 Motivation 

Motivation is the reason for one’s actions, desires, and needs. Motivation is also one’s 

direction to behaviour, or what causes a person to repeat a behaviour. In the context of 

motivated reasoning, (Kunda, 1990; Knol et al, 2010; Montibeller & Winterfeldt, 2015) 

defined motivation as any wish, desire, or preference that concerns the outcome of 

judgements and decision making. Motivation is applicable to reasoning tasks in which 

people are to be accurate in their judgements and decisions as well as when they are to 

arrive at particular directed judgements and decisions. 

Kruglanski and Klar (1987) noted that motivated reasoning phenomena can be divided into 

two major categories, namely; those in which the motive is to arrive at an accurate 

conclusion, and those in which the motive is to arrive at a particular directional conclusion.  

In a situation where people are to be accurate, they should utilize more cognitive effort, 

process information thoroughly and apply appropriate rules, however directional goals 

makes use of the thinking strategy that will produce the particular directional result (Kunda, 

1990). This study falls in the category in which the motive is to arrive at accurate 

conclusions by obtaining accurate estimates of probabilities from the domain experts in an 

elicitation session. 

Basically, motivation can be classified into two types: intrinsic or internal motivation, and 

extrinsic or external motivation. Ryan and Deci (2000) noted that whenever an individual 

performs a certain reasoning task without being affected by some external inducement such 

as rewards, such form of motivation is called intrinsic or internal motivation. Conversely, 

if an individual performs a certain reasoning task because the individual is affected by some 
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external inducement such as rewards or punishments, such form of motivation is called 

extrinsic or external motivation (Ryan and Deci, 2000).  

This study investigated the impact of motivation on elicitation of estimates of probabilities 

from participants in an elicitation session, using “Adults’ Internet Usage in the UK” as a 

domain. The participants were asked to state estimates of probabilities for variables such 

as; age, gender, social-economic class, online activities, and devices used by adults to 

access the Internet.  In order to obtain accurate estimates of probabilities from participants 

in an elicitation session, a facilitator needs to motivate the participants.  In this study, 

estimates of probabilities were elicited from participants in two experiments in order to 

investigate the impact of motivation on elicitation of estimates of probabilities. The 

participants were not motivated in the first experiment, while they were in the second. In 

the second experiment, the motivation made the experts to think slowly and hard, and 

thereby avoided the effects of heuristics and biases that typically lead to underestimation 

or overestimation of estimates of probabilities. It was found out that the experts performed 

better in the second experiment than in the first. The improvement in performance was as 

a result of incentive that was attached to the second elicitation session. 

 

In the literature, some researchers have examined the impact of motivation and found out 

that it makes people to accomplish a task in order to get a financial or non-financial reward 

attached to such task. For instance: 

Buehler et al. (1997) examined the impact of motivation on predicted and actual times to 

complete a task and found out that the difference between predicted and actual completion 

times was greater for participants expecting a tax refund than those not expecting a refund. 

The authors found out that motivation could increase the speed at which people expected 

to complete a task.  

In another study, Buehler et al. (1997) drew a more direct link between financial incentives 

and the speed to accomplish a task such as solving word puzzles quickly, which was done 

as a result of manipulation using monetary incentives for speed. The authors found out that 



 

 

46 

 

the financial incentive that was involved, caused the participants to solve the word puzzles 

quickly.  

Bower et al. (2002) noted that here are three main types of financial incentives used on 

construction contracts, namely; share of savings incentives, where cost savings are shared 

between the client and the contractor based on an agreed formula; schedule incentives, 

where a premium is offered to the contractor for the early completion of the project; and 

technical performance bonuses for meeting performance targets, other than cost and 

schedule. A performance bonus arrangement can be applied to a wide range of performance 

areas such as quality and functionality. The authors found out that financial incentives can 

enhance the positive impact of performance-enhancing initiatives.  

Timothy and Manley (2011) noted that financial incentives aim to increase the efficiency 

and effectiveness of projects by stimulating the motivation to work harder and smarter in 

pursuit of such goals.  

Maheady et al. (2006) set up an experiment in which they gave sixth grade science students 

a science test without giving them any incentives. Thereafter, they gave them another 

science test in which a financial incentive was attached. In the end, the experimenters found 

out that the students performed better in the second test because of the attachment of a 

financial incentive which caused the class means to rise. In the above studies, the authors 

found out that the financial incentive that was involved, enhanced the performance of the 

participants.  

Chen (2009) conducted a study wherein partial course credit was awarded to undergraduate 

students in exchange for taking part in the study “Cognition and Social Judgement”.  The 

experimenter discovered that the motivation increased the students’ desire for accuracy in 

the experiment.  

Gardner (2008) set up an experiment in which groups of undergraduate students were asked 

to look at a list of courses and choose the ones that they might like to take in future. One 

group did this with no further motivational information. A second group got further 

motivational information from students who had taken the courses previously. The 

researcher found out that the second group made the right choices as a result of the 
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motivational information they received from the students who had taken the courses 

previously.  

Liu et al. (2012) used motivational instruction in an experiment in which he reminded one 

group of students in a college that their performances in a test may affect the ranking of 

their institution and therefore affects the value of their diploma while he did not give the 

other group any instructions at all. The experimenters found out that the group of 

participants that received the motivational instruction/information performed better than 

the other group.  

Aczel et al. (2015) set up an experiment in which one group of students were given an 

elicitation training before an elicitation session while the other group was not given. In the 

end, the experimenters discovered that the group that received the elicitation training 

provided better estimates of probabilities as a result of the knowledge they gained from the 

training they had previously received on estimates of probabilities.  

Shirley and Smidts (2018) performed an experiment on the factors that motivate an 

operator's actions in a nuclear power plant environment and evaluated unbiased elicitation, 

perfect bias and operator expectation.  

Boiney et al (1997) performed an experiment on a sales forecasting exercise in which they 

asked participants to play the role of a marketing manager of a company. The participants 

were motivated by telling them that their forecasts could critically influence the company’s 

decisions to introduce its products, hence the participants should take the tasks very 

seriously. In the end the forecasts provided by three experts were clustered, while the fourth 

expert’s forecast was the highest of all the four forecasts. The experimenter found out that 

the other three participants were more accurate in their forecasts, while the fourth 

participant’s forecast was done in order to influence the decision of the company to 

introduce its products. 

Method: The aim of this study is to obtain estimates of probabilities from participants on 

Internet usage in the UK. In preparation for this study, the literature on elicitation of 

estimates of probabilities and also on motivation had been searched. Furthermore, twenty 

questions were drawn and randomly split into two equal parts, resulting in two fill-in 
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questionnaires. The participants need to provide their estimates of probabilities for each 

question on the questionnaire, during each elicitation session. Furthermore, the 

experimenter had completed and submitted a proportionate ethics form which has been 

approved by the Ethics Committee of the University. 

The students in the School of Computing and Digital Technologies, Staffordshire 

University, UK have been identified as participants for the elicitation sessions. The 

students were chosen to participate in the session because of their existing knowledge in 

Internet usage in the UK, the various activities on the internet, and the devices that can be 

used to access the internet.  

The estimates of probabilities on Internet usage in the UK were elicited from the 

participants, based on the variables such as gender, age group, device, activities, and socio-

economic class. The participants were asked to provide their estimates in form of 

percentages in order to make the estimations easier for them. Below are the two 

experiments to assess the impact of motivation on elicitation of estimates of probabilities.  

The aim of the two experiments is to assess the impact of motivation on elicitation of 

estimates of probabilities from the students who served as participants. 

This study consists of two experiments, namely experiment 1 and experiment 2, 

respectively. The first experiment aimed to assess the individual performances of the 

participants without attaching any incentives to their participation in the first elicitation 

session, while the second experiment aimed to assess the individual performances of the 

participants after attaching an incentive to their participation in the second elicitation 

session. The same set of participants were used for the two experiments and as well exposed 

to both unmotivated and motivated conditions hence this study adopted the within-subjects 

experimental design.   

Finally, the outcomes of both experiments were compared in order to assess the impact of 

motivation on the estimates of probabilities provided by the participants in the first and the 
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second elicitation session. 

3.7.1 Experiment 1            

Ninety-one undergraduate students at Staffordshire University were recruited on voluntary 

basis as participants for the experiment, but thirty participants eventually took part in this 

experiment (Ritchie et al, 2003). 

Design and Procedures 

The experiment took place in a lecture theatre in the university where the experimenter 

addressed the participants before the commencement of the experiment. The researcher 

introduced himself to the participants and also informed them that he wanted to use the 

study for transfer of his registration from that of a MPhil to a PhD status. Furthermore, the 

researcher informed the participants that the study would consist two experiments which 

would involve elicitation of estimates of probabilities on Internet usage in the UK, in two 

elicitation sessions. 

In order to control the experiment, it took an in-class format whereby the participants 

provided their estimates at the same venue, duration of time, atmospheric condition and in 

the presence of the experimenter. Every participant was given an Information Form (See 

Appendix 3) and a Consent Form (Appendix 4) to read, understand, and endorse before the 

commencement of the experiment. Thereafter, the first questionnaire (Questionnaire 1, see 

Appendix 1), that was designed for the Internet usage in the UK, was distributed to the 

participants in order for them to provide their estimates for the variables, in the spaces 

provided in the questionnaire. Being a predominantly survey research method, a 

questionnaire is a set of standardised questions for obtaining responses from a large group 

of individuals and is very often used to provide quantitative data (Burton and Bartlett, 

2016). The completed questionnaires were collected from the participants after a duration 

of fifteen minutes which was allocated to the elicitation session. 

At the end of the experiment, the experimenter showed his appreciation to the participants 

by thanking them for participating in the experiment as well for sparing their invaluable 

time. The experimenter also informed them that the second experiment would take place 
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the following week, at the same venue and at the same time. He also instructed them that 

only those who participated in the first experiment would be eligible to participate in the 

second experiment. 

Thereafter, the experimenter compared the estimates of probabilities provided by the 

participants to a survey data on Internet usage in the UK, in order to calculate the error 

rates in the estimates of probabilities provided by the participants in the elicitation session. 

An error rate in estimation of probability is the absolute difference between the estimated 

and the actual value. The error rates in estimates of probabilities provided by each 

participant were calculated using the formula below:   

             ABS(estimated value – actual value) 

Where ABS = Absolute value of the difference between the estimated value and the actual 

value. 

The error rates in estimates of probabilities were used to determine the accuracy of the 

estimates of probabilities provided by the participants in the elicitation session. This was 

based on the fact that the smaller the error rate is, the closer the estimated value is to the 

actual value. Thereafter, the average error rate of each participant in the study was 

calculated in order to find the performance of each participant in the study. The error rates 

and the average error rates in the estimates of probabilities provided by the participants 

served as input data that was analysed later on. 

3.7.2 Experiment 2     

The thirty undergraduate students at Staffordshire University who eventually 

participated in the first experiment are also the set of participants for the second 

experiment. 

The experiment took place at the same venue where Experiment 1 was conducted, also the 

format for this experiment is not different from that of Experiment 1. But the procedure for 

this experiment differs because of the attachment of an incentive to the elicitation of 

estimates of probabilities from the participants. This is in order to motivate them to provide 
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better estimates of probabilities.  

Before this elicitation session, the experimenter informed the participants that each of the 

best three performers will be presented with a Love2Shop motivating voucher, with which 

they can buy items from high street shops such as Wilko, Shoezone, Iceland, Argos, etc. 

Furthermore, in order to win a Love2Shop voucher, the experimenter advised the 

participants to read and understand every question very well, and to think slowly and hard, 

before they provide an estimate for each of the variables in the questionnaire. 

Thereafter, the second questionnaire (Questionnaire 2, see Appendix 2) that was designed 

for the Internet usage in the UK, was distributed to the participants in order to provide their 

estimates for the variables, in the spaces provided in the questionnaire. The completed 

questionnaires were collected from the participants after the expiration of fifteen minutes 

which was allocated to the elicitation session. 

At the end of the experiment, the experimenter showed his appreciation to the participants 

by thanking them for participating in the first experiment and in the second experiment as 

well for sparing their invaluable time on each occasion. The experimenter also informed 

them that the presentation of Love2Shop motivating vouchers to the best three performers 

in the second elicitation session would take place shortly after the second experiment.    

Thereafter, the experimenter compared the estimates of probabilities provided by the 

participants to a survey data on Internet usage in the UK. The error rates in each variable 

and the average error rate were calculated as previously done at the end of first experiment.    

The top three performers in the second elicitation session were presented with a Love2Shop 

voucher each, which is worth of £25.00, £20.00 and £15.00, respectively. The participants 

were rewarded according to individual performances in accomplishing the task. 

3.8 Ethics 

The research complied with the Staffordshire University’s and British Computer Society 
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(BCS) ethical rules guiding the conduct of research (see Appendix 5). The reasons for the 

ethical compliance are to ensure transparency, confidentiality, and to protect the 

participants (Creswell, 2014). The research adopts completion of two fill-in questionnaires 

designed for this study (See Appendix 1 and 2), where the estimates of probabilities are 

entered by the participants who do not fall under any category of people considered 

vulnerable.  

3.9 Data Analysis and Results 

This section aims to analyse the estimates of probabilities provided by the participants in 

the first and second elicitation session. The error rate serves as input data that was analysed. 

The data were entered into MS-Excel and analysed in Statistical Package for Social 

Sciences (SPSS) software. The following analyses were performed on the data: descriptive, 

paired samples t-test and Spearman ranking to analyse the quantitative data from the 

questionnaires. The descriptive analysis describes or summarizes the characteristics of the 

error rates under unmotivated and motivated conditions, the paired samples t-test was used 

to test whether or not the participants’ performances are different under unmotivated and 

motivated conditions, while Spearman ranking test was used to rank the performance of 

the participants in the two experiments.  

It was mentioned previously under method, that twenty questions were drawn and 

randomly split into two equal parts, the experimenter had to remove some questions and 

participants in order to ensure that the analysis is fairer.   

3.9.1 Thirty participants, ten questions:  

The number of participants and questions in this data analysis is thirty and ten, respectively. 

The error rates under unmotivated and motivated conditions were analysed in order to find 

its summary, to compare the performances of the participants in the two tests, and to rank 

the participants in the two experiments in which all the participants provided estimates of 

probabilities for ten questions in each experiment.  
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Below is the descriptive statistics for the thirty participants that provided estimates for ten 

questions, see Table 3-2 below.                      

 
Table 3-2 Descriptive statistics for comparison of error rates (N = 30, Questions = 10) 

 Unmotivated Motivated 

N Valid 30 30 

Missing 0 0 

Mean 10.8583 8.3167 

Std. Error of Mean 1.01585 .55861 

Median 8.9500 8.0000 

Mode 6.60 5.20a 

Std. Deviation 5.56406 3.05965 

Variance 30.959 9.361 

Range 22.40 13.00 

Minimum 4.20 5.10 

Maximum 26.60 18.10 

Sum 325.75 249.50 

a. Multiple modes exist. The smallest value is shown. 

 

The descriptive statistics for the comparison of error rates in the estimates of probabilities 

provided by the participants in the two experiments is displayed in Table 3-2 above. Results 

in Table 3-2 show that a higher average error rate (Mean = 10.86, SD = 5.56) was obtained 

when the participants were not motivated by the experimenter. Conversely, a lower average 

error rate (Mean = 8.32, SD = 3.06) was obtained when they were motivated. Since the 

average error rate fell, this is an indication that better estimates of probabilities were 

provided by the participants when an incentive was attached to the elicitation exercise.  

Below is the Paired samples t-test for the thirty participants that provided estimates for ten 

questions: 
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Table 3-3 Paired Samples Statistics (N = 30, Questions = 10) 

 
 

 

Table 3-3 above displays the paired samples statistics of the unmotivated and motivated 

participants in terms of mean, population of participants in each group (N), standard 

deviation and standard error mean. 

 
Table 3-4 Paired Samples t-Test (N = 30, Questions = 10) 

 

 

Paired Differences 

T Df 

Sig. (2-

tailed) Mean 

Std. 

Deviation 

Std. 

Error 

Mean 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Pair 

1 

Unmotivated – 

Motivated 

2.54167 5.41596 .98881 .51931 4.56402 2.570 29 .016 

 

A paired-samples t-test statistic was conducted to compare the performances of the 

participants before and after attaching the incentive to the elicitation sessions. Results in 

Table 3-4 shows that Sig. (2-tailed) value is .016. Since this value is less than .05, it can be 

concluded that there is a statistically significant difference in performance when an 

incentive was attached to the second elicitation session. The table also shows that the 

average error rate for incentive condition was less than the average error rate for the no 

incentive condition, therefore we can conclude that estimates of probabilities provided 

under the incentive condition are significantly better than those in the no incentive. The 

test shows that motivation reduces heuristics and biases and thereby improves the 

performance of the participants in providing better estimates of probabilities (Hasannejad 

et al., 2017). 
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Below is the Spearman’s rho ranking test for the thirty participants that provided estimates 

for ten questions: Rho is the Greek pronounciation for the Spearman rank-order correlation 

coefficient, which is usually denoted by the symbol rs or the Greek letter ρ.  

 

Table 3-5 Spearman’s rho ranking test (N = 30, Questions = 10) 

Correlations 

 Unmotivated Motivated 

Spearman's rho Unmotivated Correlation 

Coefficient 

1.000 .409* 

Sig. (2-tailed) . .025 

N 30 30 

Motivated Correlation 

Coefficient 

.409* 1.000 

Sig. (2-tailed) .025 . 

N 30 30 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

The individual performances before and after attaching the incentive to the elicitation 

sessions were obtained by conducting a Spearman rho ranking statistic test. Result in Table 

3-5 shows that the Sig. (2-tailed) value is .025. Since this value is less than .05, it can be 

concluded that there is a statistically significant difference in individual performance when 

an incentive was attached to the second elicitation session. A value of 0.05 is important in 

this test because it implies that this finding has 5% chance of not being true. This test shows 

that motivation improves the performance of the participants. Also, one can conclude that 

the correlation in performance of the participants between the two elicitation sessions 

(0.41), is a moderately positive relationship. This implies that some participants performed 

well in the first test and as well in the second. Also, motivation did not work equally in the 

sense that it worked for some while it did not work for others. 

3.9.2  Thirty participants, seven questions: 

Originally, this study consisted of twenty questions which was randomly split into two 

equal parts, resulting in two questionnaires. In order to find out whether or not the questions 

in one questionnaire have the same level of difficulty with the questions in the other, the 
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three best answered questions in each questionnaire were removed from the study. The 

three questions are the ones that have the lowest average errors than the remaining seven 

questions. The three well-answered questions were not included in the data analysis 

displayed in Table 3-6 below. The three-well-answered questions were removed because 

simple questions do not require much motivation unlike difficult ones. This step was taken 

in order to find out whether the variation in performance, was as result of the participants 

finding one test harder than the other. 

Table 3-6 Descriptive statistics for comparison of error rates (N = 30, Questions = 7) 

 Unmotivated Motivated 

.N Valid 30 30 

Missing 0 0 

Mean 13.5500 9.6573 

Std. Error of Mean 1.27067 .65537 

Median 12.1450 9.0700 

Mode 13.29 6.86 

Std. Deviation 6.95972 3.58962 

Variance 48.438 12.885 

Range 26.57 16.57 

Minimum 4.57 5.29 

Maximum 31.14 21.86 

Sum 406.50 289.72 

 

Results in Table 3-6 show the descriptive statistics for the comparison of error rates in the 

estimates of probabilities provided by the thirty participants for the remaining seven 

questions. A higher average error rate (Mean = 13.55, SD = 6.96) was obtained when the 

participants were not motivated by the experimenter. Conversely, a lower average error 

rate (Mean = 9.66, SD = 3.59) was noted when the participants were. Since the mean error 

rate fell, this is an indication that better estimates of probabilities were provided by the 

participants when an incentive was attached to the second elicitation session.  
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Table 3-7 Paired samples statistics (N = 30, Questions = 7) 

 

Paired Samples Statistics 

 Mean N Std. Deviation Std. Error Mean 

Pair 1 Unmotivated 13.5500 30 6.95972 1.27067 

Motivated 9.6573 30 3.58962 .65537 

 

 

Table 3-7 above displays the paired samples statistics of the unmotivated and motivated 

participants in terms of mean, population of participants in each group (N), standard 

deviation and standard error mean. 

 

Table 3-8 Paired samples t-test (N = 30, Questions = 7) 

 

Paired Samples Test 

 

Paired Differences 

T Df 

Sig. (2-

tailed) Mean 

Std. 

Deviation 

Std. 

Error 

Mean 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Pair 

1 

Unmotivated – 

Motivated 

3.89267 6.94126 1.26729 1.30076 6.48458 3.072 29 .005 

 

A paired-samples T-Test statistic was conducted to compare the performances of the 

participants after removing the three variables. Result in Table 3.8 shows that the Sig. (2-

tailed) value is .005. Since this value is less than .05, it can be concluded that there is no 

statistically significant difference in the level of difficulty of the questions in the two 

questionnaires. This is an indication that the participants did not find one elicitation session 

harder than the other, but the difference in performance is due to motivation. Therefore, 

the questions in one questionnaire have the same level of difficulty with the questions in 

the other. 
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3.9.3 Twenty-eight participants, ten questions: 

Originally, this study consisted of thirty participants, but two participants were removed 

from the study as a result of providing highly incorrect estimates of probabilities. The 

participants must have provided the estimates of probability which readily came to their 

mind, this could simply be because that they do not have an existing knowledge in 

probability estimation and thereby leading to overestimations or underestimations of 

estimates of probabilities. Although, we attempted to motivate all the participants, but the 

study reveals that some of the participants do not have an existing knowledge in assessing 

probabilities. Therefore, they were unable to provide better estimates of probability, which 

led to their exclusion from the study. 

 

Table 3-9 Descriptive statistics for comparison of error rates (N = 28, Questions = 10) 

 Unmotivated Motivated 

N Valid 28 28 

Missing 2 2 

Mean 10.3411 7.9750 

Std. Error of Mean 1.01708 .52437 

Median 8.5500 7.8000 

Mode 6.60 5.20a 

Std. Deviation 5.38190 2.77470 

Variance 28.965 7.699 

Range 22.40 13.00 

Minimum 4.20 5.10 

Maximum 26.60 18.10 

Sum 289.55 223.30 

a. Multiple modes exist. The smallest value 

is shown 

 

Results in Table 3-9 show that a higher average error rate (Mean = 10.34, SD = 5.38) was 

obtained when the participants were not motivated by the experimenter. Conversely, a 

lower average error rate (Mean = 7.98, SD = 2.77) was noted when the participants were. 

Since the average error rate fell, this is an indication that better estimates of probabilities 

were provided by the participants when an incentive was attached to the second elicitation 
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session. This is an indication that motivation has improved the performance of the 

participants. 

Table 3-10 Paired samples statistics (N = 28, Questions = 10) 

 

Paired Samples Statistics 

 Mean N Std. Deviation Std. Error Mean 

Pair 1 Unmotivated 10.3411 28 5.38190 1.01708 

Motivated 7.9750 28 2.77470 .52437 

 

Table 3-10 above displays the paired samples statistics of the unmotivated and motivated 

participants in terms of mean, population of participants in each group (N), standard 

deviation and standard error mean. 

 
Table 3-11 Paired samples t-test (N = 28, Questions = 10) 

 

Paired Samples Test 

 

Paired Differences 

T Df 

Sig. (2-

tailed) Mean 

Std. 

Deviation 

Std. 

Error 

Mean 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Pair 

1 

Unmotivated – 

Motivated 

2.36607 5.46265 1.03234 .24788 4.48427 2.292 27 .030 

 

A paired-samples t-test statistic was conducted to compare the performance of the 

remaining twenty-eight participants. Result in Table 3-11 shows that the Sig. (2-tailed) 

value is .03. Since this value is less than .05, it can be concluded that there is statistically 

significant difference in performance after excluding the two participants. Although, we 

attempted to motivate all the participants, but the study reveals that some of the participants 

do not have an existing knowledge in assessing probabilities. Therefore, they were unable 

to provide better estimates of probability, which led to their exclusion from the study. 
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3.9.4 Twenty-eight participants, seven questions: 

Initially, this study consisted of thirty participants and ten variables, but two participants 

and three variables were simultaneously removed from the study due to provision of highly 

incorrect estimates of probabilities. Although, we attempted to motivate all the participants, 

but the study reveals that some of the participants do not have an existing knowledge in 

assessing probabilities. Therefore, they were unable to provide better estimates of 

probability, which led to their exclusion from the study. 

Table 3-12 Descriptive statistics for comparison of error rates (N = 28, Questions = 7) 

 

 Unmotivated Motivated 

N Valid 28 28 

Missing 2 2 

Mean 12.8546 9.5104 

Std. Error of Mean 1.24936 .68884 

Median 11.0000 8.7850 

Mode 13.29 6.86 

Std. Deviation 6.61097 3.64499 

Variance 43.705 13.286 

Range 26.57 16.57 

Minimum 4.57 5.29 

Maximum 31.14 21.86 

Sum 359.93 266.29 

 

Results in Table 3-12 show that a higher average error rate (Mean = 8.99, SD = 4.63) was 

obtained when the participants were not motivated by the experimenter. Conversely, a 

lower average error rate (Mean = 6.66, SD = 2.55) was obtained when the participants were 

motivated. Since the average error rate fell, this is an indication that better estimates of 

probabilities were provided by the participants when an incentive was attached to the 

elicitation exercise. The participants and the questions were removed to make the analysis 

fairer or even. 
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Table 3-13 Paired samples Statistics (N = 28, Questions = 7) 

 

Paired Samples Statistics 

 Mean N Std. Deviation Std. Error Mean 

Pair 1 Unmotivated 12.8546 28 6.61097 1.24936 

Motivated 9.5104 28 3.64499 .68884 

 

Table 3-13 above displays the paired samples statistics of the unmotivated and motivated 

participants in terms of mean, population of participants in each group (N), standard 

deviation and standard error mean. 

 
Table 3-14 Paired samples t-test (N = 28, Questions = 10) 

 

Paired Samples Test 

 

Paired Differences 

T Df 

Sig. (2-

tailed) Mean 

Std. 

Deviation 

Std. 

Error 

Mean 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Pair 

1 

Unmotivated – 

Motivated 

3.34429 6.84760 1.29407 .68907 5.99951 2.584 27 .015 

 

A paired-samples t-test statistic was conducted to compare the performance of the 

remaining twenty-eight participants. Result in Table 3.14 shows that the Sig. (2-tailed) 

value is .015. Since this value is less than .05, it can be concluded that there is statistically 

significant difference in performance when the two participants and the three variables 

were excluded. The participants and the questions were removed to make the analysis fairer 

or even. 

3.9.5 Summary and Conclusion 

The study aimed at auditing research skills required for this study, and as well to compare 

the required skills with the existing ones. Skills deficits were identified and rectified by 
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formulating an action plan and a timetable for doing so. The skills audit led to the 

development of existing skills and acquisition of new ones such as: face-to-face interview, 

communication skills, critical thinking, self-reflection, taking responsibility for own 

research, planning, and time management. The skills above have helped me in conducting 

this study, and as well in producing this report. 

The research skills that were developed and acquired were used in extracting knowledge 

from a computer network expert about the causal structure and estimates of probabilities 

for the nodes (variables) in the domain. 

The issues with the study are:  

(i) Problem of getting domain expert(s): We spent about three months looking for 

domain experts in any field, within and outside the University without success, 

hence the only option was to use the person that agreed and was ready to serve 

as an expert for the study. 

(ii) Domain consisting of discrete variables only and each having two states: This 

issue can be addressed by waiting until we could get expert(s) that can provide 

probability values for a domain that consists of both the discrete and continuous 

variables. The only option we had, was to make use of the expert that was 

available to us in order to complete the study as scheduled. 

(iii) Use of single expert: Using more than one expert could have improved the 

outcome of the study but all efforts to get and use more than one expert, proved 

abortive since we could not get an additional expert. 

(iv) Confidence level: The expert expressed 50% confidence level in all the 

estimates he provided, which translates to underconfidence in his estimates.  

(v) Much time was spent on the study because of the iterative nature of the 

elicitation meetings which involves adjusting the estimates provided by the 

domain expert in order to improve the predictions from the network. 

The more accurate approach of elicitation for the study is the indirect approach of 

elicitation. This was evaluated in terms of quality and determined from the predictions of 

the network obtained in using the indirect approach. Although, the indirect elicitation 
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approach produced the network that predicts better, it took a longer duration than the direct 

elicitation approach to accomplish because it involves offering assistance to the expert in 

providing the probability values. 

In Primary Research 1, we were able to construct Bayesian networks to troubleshoot 

computer network reachability and security issues, using the knowledge-driven approach, 

and as well validate the Bayesian networks in order to assess their performances. 

Finally, we were able to identify indirect elicitation as the more effective approach to use 

when eliciting the causal structure of the Bayesian network and the probability assessments 

from domain expert(s) since indirect elicitation approach produced better estimates of  

probabilities as well as better predictions from its Bayesian network (BN). 

 

Primary Research 2 

In the first experiment, since the participants were not expecting any rewards from the 

elicitation session, they did not spend enough time to understand and answer the questions, 

therefore they provided highly incorrect estimates of probabilities which is as a result of 

fast thinking. 

The participants performed better in the second experiment than in the first because they 

were expecting to get Love2Shop motivating vouchers in the second elicitation session. 

The reward made them to think slowly and hard, thereby providing better estimates of 

probabilities in the second elicitation session (Kahneman, 2011).  

Some participants were excluded from the study because their estimates were highly 

incorrect thereby having a negative effect on results. This led to overestimation or 

underestimation of estimates of probabilities by the participants (O'Hagan, et al., 2006).   

Although, we attempted to motivate all the participants, but the study reveals that some of 

the participants do not have an existing knowledge in assessing probabilities. Therefore, 

they were unable to provide better estimates of probability, which led to their exclusion 

from the study. 

Although, all the questions were difficult, but some are relatively easy. Therefore, we 

removed the relatively easy questions from the study. The reason behind this, is that 
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relatively simple questions do not require slow and deep thinking to answer (Kahneman, 

2011). Motivation caused the participants to provide better estimates of probabilities to the 

difficult questions they were asked in the elicitation session. 

In conclusion, motivation made the participants to expend effort to minimize heuristics and 

biases and thereby provide better estimates of probabilities. See Section 3.10.2 of this 

chapter. 

In Primary Research 2, we were able to show that domain experts would perform better in 

an elicitation session if they are motivated. The motivator would make the domain experts 

to think slowly and hard, thereby enabling them to provide better estimates of probabilities 

in an elicitation session. 

 

 



 

 

Chapter Four 

Elicitation of Causal Structure and Estimates of Probabilities  

4.1 Introduction  

This chapter is both on elicitation of causal structure and estimates of probabilities. 

Generally, there are three main approaches for constructing a Bayesian network, namely 

data-driven, knowledge-driven and combination of data- and knowledge-driven. Typically, 

if domain data is available, then a data-driven approach can be used but if domain data is 

not available then the knowledge-driven approach is used to elicit estimates of probabilities 

from the domain experts.   

4.2 Elicitation of Causal Structure and Estimates of Probabilities from Domain 

Experts 

The process of requesting for an unknown quantity or quantities of interest from domain 

expert(s) is known as elicitation (O'Hagan, et al., 2006) ; Martin et al. (2011). Note that 

causal structure and probability distribution can be elicited from domain experts in a 

situation where there is a little or no data about a quantity or quantities of interest. 

The first stage in construction of a BN is to elicit the causal structure from a domain expert 

in an elicitation session. Pearl (1988) and Jensen (1996) suggest that construction process 

of Bayesian model has four main stages, namely: 

(i) Define the domain variables and order them topologically.  

(ii) Define limits on the number of states and causal relationships for each node. 

(iii) Build the causal structure, and 

(iv) Define the conditional probability matrices or elicit the estimates of 

probabilities. 

A Bayesian network consists of two parts namely the causal structure (qualitative part) and 

the probability estimates (quantitative part), the two parts can be elicited from student 

retention experts.  

It is expected that the student retention experts will be able to provide an accurate causal 

structure and estimates of probabilities based on their expertise in student retention domain 
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provided they can guide against the types of human judgement errors mentioned 

previously.  

Elicitation of causal structure typically takes place before the elicitation of estimates of 

probabilities. For a given model, a set of variables of interest are to be identified and 

ordered. Thereafter, the identification of the causal links of the model would take place 

ensuring that they adequately represent the dependence and independence relations.  

In this research, the causal structure is elicited from student retention experts by using the 

face-to-face elicitation technique. An elicitation session for a causal structure usually 

concerns the construction of the probabilistic graph (causal structure) by a facilitator and 

domain expert(s) using face-to-face interview technique. The facilitator asked each expert 

to identify the variables of interest and as well as identify the causal links between the 

variables of the proposed model. In a situation where the domain experts provided different 

probabilistic graphs (causal structures), they are asked to jointly review the structure in 

order to produce a consensus probabilistic graph (causal structure). After the reviews, the 

probabilistic graph (causal structure) is refined to include variables of cause (parent nodes) 

and effect (child nodes) (O'Hagan, et al., 2006).  

4.2.1 Eliciting Univariate Probability Distribution                               

The student retention experts might be asked by a facilitator for a fixed interval or variable 

interval judgement. In the fixed interval method, the experts are asked for probabilities of 

the form )( bxaP  while in the variable interval method, they are asked for quartiles 

(lower quartile, median and upper quartile), for instance, for the value of x  such that 

25.0)( = xaP  

where,  

P = Probability 

a  = lower bound or lower estimate 
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x =  most likely or best estimate, and 

b = upper bound or upper estimate  

4.2.2   Fixed-interval method of probability judgement 

In the method, a facilitator presents intervals to the expert, and thereafter asks the domain 

expert the probabilities of x  lying in each interval. 

• The roulette method: It is a fixed-interval method used to elicit graphically from 

experts the probability of X  lying in a particular bin within a grid of m equally-

sized bins (Morris et al., 2014).  “An expert can see the shape of his or her 

distribution visually as he or she allocates the chips hence he or she does not have 

to specify probability distributions while a facilitator needs to fit distributions to 

the elicited estimates” (Jeremy et al., 2014). 

A facilitator has to fit distributions in order to get the parameters to represent the 

distribution in a Bayesian network (BN) package such as Netica, Hugin Expert or Bayes 

Server BN software. 

 

4.2.3   Variable-interval methods of probability judgement 

In the method, the facilitator would request the expert to choose a value m (median), such 

that the expert judges two intervals [0 , m ] and [m ,1] to have the same probability of 

containing X  

• The quantile method: The method is also referred to as the bisection method. It is 

based on the elicitation of the 25th, 50th and 75th percentiles from experts 

(O'Hagan, et al., 2006)  

In the variable-interval method, experts need to specify their probability distributions while 

a facilitator has to fit distributions to the elicited estimates of probability values. 

A statistical distribution could be discrete or continuous in nature. A discrete distribution 

is the one in which variables can take on a finite value within a specified interval, while a 
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continuous distribution is the one in which variables can take on any value within a 

specified interval. A continuous probability distribution function, )(xf , is a function 

which satisfies the following properties: 

(i)       The probability that x  is between two points a  and b  is,   

               p[a ≤ x ≤ b] = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
  

      (ii)      f( x ) ≥ 0. That is, it is non-negative for all real x  

(iii)     The integral of the probability function is one, that is,  

                           ∫ 𝑓(𝑥)𝑑𝑥 = 1
∞

−∞
       (Dekking et al., 2005).                                                             

A probability distribution could involve one or more random variables. “When the value of 

a variable is determined by a chance event, that variable is called a random variable” 

(Stat Trek, 2015). A univariate probability distribution is a probability distribution 

involving only one random variable, denoted by   while a multivariate probability 

distribution is a probability distribution involving two or more random variables, denoted 

by   = ),...,,( 21 n  which is a representation of the experts’ joint probability distribution 

for those variables. The beliefs of experts can be captured about the parameters (that is, 

means, standard deviation, variance, covariance and correlation) of a quantity or quantities 

of interest representing them with a univariate or multivariate probability distribution. In 

this research, we are interested both in univariate and multivariate probability distributions 

because the study will involve elicitation of univariate and multivariate probability 

distributions from student retention experts.                             

4.2.4   The Tertile method 

In the method, a facilitator presents intervals to the expert, and thereafter asks the expert 

the probabilities of x  lying in each interval. An expert does not have to fit distributions to 

the elicited estimates” (Jeremy et al., 2014). 

http://stattrek.com/Help/Glossary.aspx?Target=Variable
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The tertile method: The method is used to elicit a median and three equally likely intervals 

from experts. It is based on the elicitation of the 33rd, 50th and 66th percentiles from 

experts (O’Hagan, 2012).   

A facilitator might decide to fit a distribution in order to get the parameters to represent the 

distribution in a BN package such as Netica, Hugin Expert or Bayes Server software. 

In this method, experts have to specify their probability distributions while a facilitator has 

to fit distributions to the elicited estimates. 

4.2.5   Correlation and Regression: These methods can be used to encode the judgements 

of the domain experts by eliciting estimates of probabilities from them during a group 

elicitation session where experts would be asked to provide their lower and upper bounds 

and the most likely values, and they will be asked to provide their lower and upper quartiles 

(25th percentile and 75th percentile) and median (50th percentile) (James et al., 2010). The 

values provided by the domain experts will serve as inputs into an elicitation software in 

order to obtain the mean and variance of the input and output variables. 

Thereafter, we elicited the relationship between the dependent and independent variables. 

The questions were asked clearly in such a way that the experts provided accurate values. 

On each occasion we asked the experts to assure us how confident they are in the values 

they have provided, and as well allow them to revise their estimates, if need be. We checked 

for coherence by making sure that the values provided by the experts conform to the laws 

and theorems of probability, for example, multiplicative and addition laws of probability. 

The predictions from the BN were shown to the domain experts in order to serve as a 

feedback for the domain experts (O'Hagan, et al., 2006). We also debiased the experts when 

values are elicited from them during the elicitation session (Tversky and Kahneman, 1973 

& 1974; Kahneman, 2011). 

3.3  Aggregation of results 

Elicitation usually involves multiple experts in order to allow experts to share knowledge 

and to discuss the quantity or quantities of interest in question, and it can be performed on 

the individuals separately or as part of a group. In case of a group of experts, each domain 
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expert provides his/her own result while a facilitator should combine the individual results 

by applying the behavioural or mathematical aggregation approach (Garthwaite et al., 

2005; (O'Hagan, et al., 2006).  In the case of an elicitation session which involves a single 

domain expert, there is no need for aggregation of results. In this research, the elicitation 

involved multiple experts in order to allow experts to share knowledge and to discuss the 

quantity or quantities of interest in question. Whenever there is a divergent opinion, the 

domain experts applied the behavioural approach in order to reach consensus. 

3.3.1 Behavioural aggregation approach 

In this approach, the experts are asked to agree on a single result if there are conflicting 

results (Morris et al., 2014). A consensus distribution involves negotiation and compromise 

amongst the experts which is a behavioural approach of combining information from 

multiple experts. 

3.3.2 Mathematical aggregation approach 

This is made up of linear and logarithmic opinion pools.  

The linear opinion pool is a weighted average of the individual probability distributions 

comprising it (Garthwaite et al.., 2005). 

It is expressed mathematically as:  

        )()(
1

 ii

n

i

pwp
=

= . 

where: 

iw is a non-negative weight given to expert i of n . 

The logarithmic opinion pool is a normalized weighted geometric mean which is equivalent 

to applying a linear pool to the logarithms of the individual probability densities and then 

normalizing the result (Garthwaite et al.., 2005) 

It is expressed mathematically as:   

             i
w

pkp i

n

i

)()(
1

 
=

= . 



 

 

71 

 

where: 

iw  is a non-negative weight given to expert i of n  and k  is a normalizing constant 

which should integrate to 1.  

 

4.4  Structured elicitation of expert knowledge 

Elicitation is the process of extracting expert knowledge about some unknown variable or 

variables and expressing that information as a probability distribution (O'Hagan, et al., 

2006). In a situation where there is a little or no statistical data about a variable or variables, 

estimates of probabilities are typically elicited from domain experts (Huang & Darwiche, 

1994). 

For an elicitation session to be successful, the process should be structured well by devising 

a new or adopting an existing protocol to use. The aim of a structured expert elicitation is 

to increase the accuracy of estimates of probabilities (O'Hagan, et al., 2006; Knol, et al., 

2010).   

Elicitation protocol has been covered by several authors and each of them came up with 

different suggestions. (Shephard & Kirkwood, 1994) suggested a five-stage method: 

motivating, structuring, conditioning, encoding and verifying. (Philips, 1999) suggested a 

four-stage process: introduction and training, motivation, conditioning and encoding once 

the experts have been identified and recruited. Clemen and Reilly (2001) suggested a 

seven-stage method; background; identification and assessment of experts, motivating 

experts, structuring and decomposition; probability and assessment training, probability 

elicitation and verification, and aggregation of experts’ probability distribution. Garthwaite 

et al. (2005) suggested a four-stage method for the actual elicitation stage: setup, elicit 

summaries of the experts’ distributions, assess the adequacy of the distributions. A          

five-stage method was suggested by (O'Hagan, et al., 2006): background and preparation, 

Identify and recruit experts, motivating and training the experts, structuring and 

decomposition, the elicitation itself (elicitation session). 
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The number of stages involved slightly differ from one protocol to another, but they have 

some components in common. Furthermore, there are differences in the order in which the 

components are to be carried out. 

The Sheffield Elicitation Framework protocol is adopted for this work because it’s 

components are complete, and the order in which the components are carried out is logical 

(O'Hagan, et al., 2006).   

In this study, an actual elicitation (elicitation session) is going to be experimented with. 

This will involve elicitation of estimates of probabilities on internet usage in the UK from 

the participants.  

A model for the elicitation process consisting of the following stages was given by 

(O'Hagan, et al., 2006): 

(i) background and preparation 

(ii) identifying and recruiting the expert(s) 

(iii) motivation and training the expert(s) 

(iv) structuring and decomposition 

(v) the elicitation itself (elicitation session).   

4.4.1  Background and preparation 

After realising that there is a need for obtaining estimates of probabilities on student 

retention, the researcher first planned the elicitation session. The preparation of background 

information and the documents for recording the elicitation session took place at this step. 

4.4.2 Identifying and recruiting the experts 

The role of expert(s) in an elicitation exercise cannot be over-emphasized hence the 

recruitment of expert(s) is to be conducted very well because the outcome and acceptability 

of elicitation exercise greatly depends on the competency of the expert(s). The expert(s) 

selected for elicitation exercise are subject-matter expert(s) in the problem domain. Hora 

and von Winterfeldt (1997) list the following criteria for the experts: tangible evidence of 

expertise; reputation; availability and willingness to participate; understanding of the 
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general problem area; impartiality and lack of an economic or personal stake in the personal 

findings. 

4.4.3  Motivating and training the experts  

At the beginning of the elicitation session, the facilitator clearly explained the purpose of 

the elicitation session to the expert(s), how the distributions elicited from them will be 

utilised and as well enlightens them about the difference between representing subjective 

uncertainty with probability distributions and estimating a probability. The facilitator also 

advised the experts to guide against vices associated with human judgement such as 

conflict of interest; biases; heuristic errors; anchor (initial value) and adjustment effects; 

and overconfidence.  Lastly, the facilitator should conduct a mock elicitation exercise for 

the experts. 

4.4.4  Structuring and decomposition 

Here, a precise decision about the variables to be elicited, and how to elicit distribution for 

quantities of interest are made. The structure, dependencies and relationships as well are 

elicited from the experts at this stage. 

4.4.5  The elicitation itself (elicitation session) 

The facilitator conducted the elicitation session after the structuring and decomposition 

stage. Eliciting a distribution for quantities of interest involves the following steps: 

elicitation of estimates, debiasing, recording of estimates, feedback, aggregation and record 

of the session. 

4.5  Question Framing 

The way a question is framed often has an influence on how people answer that question. 

A slight paraphrasing of a particular question could lead to different estimates of 

probabilities. 

In the literature, facilitators have used different ways in framing questions meant to be 

answered by the experts when eliciting estimates of probabilities from the domain experts 
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(O'Hagan, et al., 2006) ; Knol et al., 2010). For the domain experts to provide correct 

estimates of probabilities they must understand the questions a facilitator asked from them 

(Kuhnert, 2010). 

The errors in question framing is typically caused by linguistic uncertainty. A facilitator 

should avoid linguistic uncertainty when eliciting estimates of probabilities from an expert.  

Regan et al. (2002) noted that linguistic uncertainty can be classified into four main types, 

namely: vagueness, insufficient background information, linguistic ambiguity and 

underspecificity. 

Vagueness: A facilitator should avoid using a vague word by using clear definitions and at 

the same time ask the questions logically (Kuhnert, 2010)..  

Insufficient background information about the variables that are conditionally dependent.  

Linguistic ambiguity: Linguistic ambiguity occurs when words can have two meanings 

and, the expert is unclear which word a facilitator means (Kuhnert, 2010). 

Underspecificity: This linguistic uncertainty occurs when too much room for interpretation 

is left as a result of not providing an expert with enough details needed to provide the 

required estimates of probabilities.  

4.6    Heuristics and Biases 

Heuristics and biases are the short-cut that experts typically use when asked to provide 

estimates of probabilities. The short-cuts typically affect the accuracy of the estimates 

provided by the experts. Tversky and Kahneman (1974); Kahneman (2011), Knol et al. 

(2010); and (O'Hagan, et al., 2006) list errors in human judgement as the drawbacks of the 

knowledge-driven approach. They cited issues such as conflicts of interest; biases; heuristic 

errors such as; availability, representativeness, anchor (initial value) and adjustment 

effects.  Thinking is the action of using one’s mind to produce thoughts. Kahneman (2011); 

Soll et al., (2013) noted that there are two modes of thinking, namely fast thinking or 

System 1, and slow thinking or System 2. System 1 is an automatic, fast, effortless, and 

often unconscious way of thinking. Conversely, System 2 is slow, effortful, conscious, and 

can only process information in an orderly manner. System 1 is prone to biases and 
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systematic errors hence System 2 typically monitors the System 1 mode of thinking. 

Motivation could cause the domain experts to think slow and hard while providing 

estimates of probabilities by adopting System 2 mode of thinking, which typically 

suppresses heuristics and biases, overestimation and underestimation of estimates of 

probabilities. Typically, accuracy goal leads to more intense processing while the 

directional goal creates bias. 

Also, the participants are motivated by the experimenter by explaining the purpose of the 

elicitation session to them, and how the estimates of probabilities elicited from the 

participants will be used. Furthermore, the experimenter elicited the estimates of 

probabilities from them in such a way that they understood his questions, thereby, the 

participants would provide better estimates of probabilities for the variables being elicited 

for from the domain experts.   

4.6.1   Kinds of biases and heuristics that can occur during an elicitation session. 

Overconfidence: Overestimating the accuracy of their beliefs or alternatively 

underestimating the uncertainty in an elicitation exercise. 

Conservatism: It relates to the process of experts understating their belief. 

Availability: Basing a response on more recent available information and not considering 

past events. 

Representativeness: providing opinions that are based on situations that are wrongly 

perceived to be similar.  

Anchoring and adjustment: The tendency for experts to anchor around initial estimates 

(base value) and adjust their final estimates from the base value irrespective of the initial 

estimates’ accuracy. 

Misunderstanding of conditional probabilities: Confusion regarding the definition of 

conditional probability and failure to adhere to the axioms of conditional probability. 

Translation: Confusion regarding the translation of a response to another scale. 

Affect:  Expert’s emotions entering into the judgement making. 

Hindsight bias: Expert places too much emphasis on past events and outcomes. 
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Law of small numbers: Expert bases their opinion on small pieces of information and 

assumes that this extrapolates to the population. 

Linguistic uncertainty: Misunderstanding the question and/or applying different 

interpretations to the same term. 

4.6.2   Heuristics and biases debiasing strategies 

Below is a summary of some of the key heuristics, judgements or mental operations that 

can result in bias when eliciting estimates of probabilities from domain expert(s) and 

debiasing strategies (see Table 4-1).  

Table 4-1: Heuristics and biases debiasing strategies 

S/N Heuristic Bias Debiasing 

strategy 

Source 

1 Representativeness: 

(Similarity in exactly 

the same 

way/relationship/ 

conditionality/ 

correlation) 

(a) Insensitivity to 

prior probability 

of outcomes 

Giving specific 

description or 

evidence  

 Kuhnet et al. 

(2010).  

 

 

 

(O'Hagan, et al., 

2006).  

 

Garthwaite et al. 

(2005).  

 

Tversky and 

Kahneman,  

(1974).  

 Kahneman 

(2011) 

 

 

(b) Insensitivity to 

sample size 

Appreciation of 

the role of 

sample size in 

the formulation 

of a problem 

(c) Misconceptions 

of chance  

Avoidance of 

selection of 

samples of 

inadequate size 

and over 

interpretation 

of findings 

(d)  Insensitivity to 

predictability 

Avoidance of 

sole prediction 

in terms of the 

favourableness 

of the 

description of 

quantity of 

interest 

(e) Illusion of        

validity 

Avoiding 

having great 

confidence in 
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predictions 

based on 

redundant input 

variables 

(f) Misconception 

of regression 

By ensuring 

that a predicted 

outcome is 

maximally a 

representative 

of the output. 

 

 

 

2 

 

 

 

Availability 

  

 

 

 

 

 

Kuhnet et al. 

(2010).  

 

 

 

O’Hagan et al. 

(2006).  

Garthwaite et al. 

(2005).  

Tversky and 

Kahneman  

(1974).  

Kahneman (2011) 

(a) Biases due to 

the retrievability of 

instances 

 

(b) Biases due to 

the effectiveness of 

a search set 

To avoid 

assessing 

probability by 

the availability 

of the contexts 

in which they 

occur or appear 

(c) Biases of 

imaginability 

By generating 

and evaluating 

instances 

according to a 

given rule 

(d) Illusory 

correlation 

By assessing 

probability of 

events that co-

occur by the 

strength of the 

associative 

bond between 

them. 

 

3 Adjustment and 

anchoring: 

(Starting from an 

Initial value that is 

revised in order to 

produce the final 

answer) 

(a) Insufficient 

adjustment 

 

 

 

(b) Biases in the 

evaluation of 

conjunctive and 

disjunctive events 

Correct 

formulation of 

problem or/and 

accurate 

computation 

By avoiding 

overestimation 

due to the 

chain-like 

Kuhnet et al. 

(2010).  

 

(O'Hagan, et al., 

2006) 

 

Garthwaite et al. 

(2005).  
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structure of 

conjunctive 

events and 

underestimation 

due to funnel-

like structure of 

conjunctive 

events 

 

Tversky and 

Kahneman,  

 (1974).  

Kahneman (2011) 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

4 

                                (c)              

 

 

 

 

 

 

 

 

 

 

 

 

Overconfidence 

 

 

 

 

 

 

 

Anchoring in the 

assessment of 

subjective 

probability 

distributions 

 

 

 

 

 

 

 

 

Overestimating the 

accuracy of his/her 

beliefs 

By starting with 

one’s best 

estimate and            

adjusting 

upwards or 

downwards, as 

the case may 

be, in order to 

avoid a 

probability 

distribution that 

is too tight. 

 

 

By avoiding 

underestimation 

due to the 

chain-like 

structure of 

conjunctive 

events. 

 

 

 

Kuhnet et al. 

(2010).  

(O'Hagan, et al., 

2006) Garthwaite 

et al. (2005).  

Tversky and 

Kahneman 

 (1974).  

Kahneman (2011) 

 

5 

 

Underconfidence 

 

Underestimating 

the accuracy of 

his/her beliefs 

 

By avoiding 

underestimation 

due to the 

chain-like 

structure of 

conjunctive 

events. 

 

 

Kuhnet et al. 

(2010).  

(O'Hagan, et al., 

2006)).  

Garthwaite et al. 

(2005).  

Tversky and 

Kahneman 

 (1974). 

Kahneman (2011) 
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4.7  Gaps 

In this research, the following gaps are filled:  

- Motivation of domain experts (see Experiment 2 in Chapter 3) 

- Protocol 

- Software tool 

The newly developed protocol is built upon the the Sheffield elicitation framework while 

the novel aspect that has been added is keeping of the record of an elicitation process. This 

is the sixth stage as well as the concluding step of the elicitation protocol.  

When an elicitation session is completed, the estimates of probabilities provided by the 

domain experts and their aggregation judgement should be recorded. Every step taken and 

results obtained during the elicitation should be documented to provide a record that is 

clear and easy to understand of the process and results. In addition, the outputs and the 

aggregation estimates should be among the record to be kept. Every domain expert that 

took part in the elicitation process is entitled to have a copy of the elicitation process record. 

After the elicitation, the record should be used to duplicate the elicitation procedure with 

the same domain experts at a later date to check the self-consistency of the domain experts. 

In order to maintain the validity of the result of this study, this could be repeated at an 

interval of 3 years (see Figure 4-1). 

 

4.7.1  Development of  Softwaare Tool 

 

The aim of this tool is to provide assistance for the domain experts while providing 

estimates of probabilities. In this regard, this research leads to the development of a tool 

that will assist domain experts in providing estimates of probabilities during the elicitation 

ession. 

The prediction tool was developed in MATLAB. Matlab is a product of The MATHS 

Works, Inc. which is an advanced interactive software package specially designed for 

scientific and engineering computation. The Matlab environment integrates graphic 

illustrations with precise numerical calculations, and is a powerful and comprehensive tool 

for performing all kinds of computations. 
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The tool was implemented on a computer system with Intel (R) (TM) i5 - 8250U X64 based 

Processor 8.00 GB RAM, running on Microsoft Windows 11 Professional Version 23H2 

while MATLAB 9.7 was used to implement the system design.   

 

Instantiation of the variables in the student retention domain were derived from the elicited 

variables (nodes) obtained from the domain experts and were loaded on MATLAB 9.7 64-

bit version.  Graphical User Interphase (GUI) was dessigned to present the inputs and the 

results. The results produced by the tool could be used by a univesity to make prediction 

for probability of a student being retained or otherwise. 

The tool was developed to reason with a mechanism for six input variables namely, 

“Change in circumstances”, “Mode of entry” , Academic Skills”, Academic Engagement”, 

“Academic progress”, and “Attendance” while the only output variable is “Retention”. An 

interactive graphical user interface was designed as front end to accept values of the input 

variables and to display result (output) as well. The flowchart for predicting the results is 

shown in Figure  4-68. 

The tool has main window to key in student identification and the six input variables. On 

pressing “Predict” command button, the tool will display student’s probability of being 

retained (that is, retention result). The “Print” button permits a user to print the front end 

of the tool which is capable of presenting the input variables and the output while the 

“Reset” button permits a user to clear the contents of the front end of the tool in order to 

make a fresh entry. Furthermore, the “Close” button permits a user to exit the tool by 

pressimg on it. 

The Bayesian network (BN) was integrated into the tool in order to calculate the prediction 

based on the elicitation inputs by connecting it to MATLAB via application programmer 

interfaces (API). This is made possible by Netica software which has the capability of 

integrating with MATLAB via API. In addition to language integration, Netica can also 

connect to many different data sources, including spreadsheets, databases, and even custom 

data formats. 
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The outputs as shown in Figure 4-69 to 4-132 were produced by the software tool 

developed in MATLAB. The outputs from the software tool were produced by different 

Bayesian networks (BNs) (see Figure 4-3 to 4-66).   

After creating the protocol and the development of the software tool that was used for this 

work, the researcher carried out the elicitation session described below with the domain 

experts. 

 

               Background and preparation  

 

 

            Identifying and recruiting the expert(s) 

 

 

 

             Motivating and training the experts 

 

 

 

            Elicitation of causal structure 

 

 

 

               Elicitation of probability estimates 

 

 

 

             Recording of elicitation exercise 

 

Figure 4-1: Flowchart for the protocol 
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For an elicitation session to be successful, the process should be structured well by devising 

a new or adopting an existing protocol to use. The aim of structured expert elicitation is to 

increase the accuracy of estimates of probabilities. 

A protocol that has six stages is adopted for the elicitation session as shown in Figure 4-1. 

The protocol regarded identification of the variables in student retention domain which 

probability estimates are elicited from student retention experts and planning of the 

elicitation as the first step. This step was followed by identification and assessment of 

student retention experts who participated in the elicitation session. Furthermore, the 

reason for obtaining estimates of probabilities from the domain experts and how their 

estimates are going to be used, and provision of training for the domain experts. Thereafter, 

the structure, dependencies, and functional relationships of the variables in the domain 

were elicited, and the quantities to be elicited were defined precisely, including a 

specification of their units of measurement. Probability estimates are obtained from the 

domain experts during an elicitation session and the estimates of probabilities were 

verified. The estimates of probabilities provided by the experts are aggregated. 

Furthermore, an elicitation tool is developed to predict the probability of retention. Lastly, 

a report was produced on the elicitation session for record purposes. 

3.8 Background and preparation 

The researcher designed a structured elicitation protocol for the process. Also, the 

necessary software are installed on a computer prior to the elicitation session. Furthermore, 

a questionnaire is designed as an instrument of the research (see Appendix 6) where 

estimates of probabilities for the variables in the domain are filled in by the experts. The 

aim of this stage is to make adequate preparation for the elicitation session in order to 

achieve better estimates of probabilities from the domain experts as shown in Figure 4-1. 

 

4.9  Identifying and recruiting the experts 

The role of domain experts in an elicitation exercise cannot be over-emphasized hence the 

recruitment of domain experts was conducted well because the outcome and acceptability 
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of elicitation exercise greatly depends on the competency of the domain experts. The 

experts selected for the elicitation exercise are subject-matter experts in student retention 

domain. Hora & Winterfeldt (1977) listed the following criteria for the expert(s): tangible 

evidence of expertise; reputation; availability and willingness to participate; understanding 

of the general problem area; impartiality and lack of an economic or personal stake in the 

personal findings. The above criteria are considered while identifying and recruiting 

domain experts for this research as shown in Figure 4-1. 

4.10   Motivating and training the experts   

Prior to the elicitation session, the facilitator clearly explained the purpose of the elicitation 

session to the experts, how the distributions elicited from them are to be utilised and as 

well enlightened them about the difference between representing subjective uncertainty 

with probability distributions and estimating a probability. The facilitator also advised the 

experts to guide against vices associated with human judgement such as conflict of interest; 

biases; heuristic errors; anchor (initial value) and adjustment effects; and overconfidence.  

Lastly, the facilitator conducted a mock elicitation exercise for the experts as shown in 

Figure 4-1. 

4.11   Elicitation of causal structure  

Here, a precise decision about the variables elicited and how to elicit distribution for a 

quantities of interest was made. The structure, dependencies and relationships are elicited 

from the domain experts at this stage as well as shown in Figure 4-1. 

4.12  Elicitation of probability estimates 

A facilitator can conduct an elicitation session after the structuring and decomposition 

stage. The elicitation of estimates of probabilities for quantities of interest involves the 

following steps: elicitation of estimates, debiasing, recording of estimates, feedback, and 

aggregation of estimates  as shown in Figure 4-1. 

4.13  Record of the session 

For record purposes, a report about the elicitation session of the study should be produced 

as shown in Figure 4-1. 

 



 

 

84 

 

4.14   Elicitation Session 

The elicitation session adopted the face-to-face approach in which the domain experts were 

asked to list the variables in the domain and to list the states of each of the variables as 

well. Thereafter, the variables were combined by establishing relationships between the 

states of each of the input variables to become a case (row). Each case has its own 

probability estimates which would represent the estimates of probability whether or not a 

student would be retained. 

The indirect elicitation technique was used to elicit estimates of probabilities from the 

domain experts. The domain experts were asked to provide their estimates for each scenario 

in the questionnaire designed for this elicitation (see Appendix 6).  

 

4.15   Heuristic and biases 

 

Heuristics and biases are the short-cut that experts typically use when asked to provide 

estimates of probabilities. The short-cuts typically affect the accuracy of the estimates 

provided by the experts. The errors in human judgement are the drawbacks of the 

knowledge-driven approach. Issues such as conflicts of interest; biases; heuristic errors 

such as availability, representativeness, anchor (initial value) and adjustment effects as 

displayed in Table 4-1.  

4.16   Elicitation of Causal Structure for the Student Retention Domain 

Prior to the session for causal structure for student retention from the domain experts, the 

researcher have completed the Proportionate Review form and prepared accompanying 

documentation (letter of invitation, consent form (see Appendix 8), information sheet (see 

Appendix 7), and interview schedule for the session) for the purpose of ethical approval 

since the research raised only minimal ethical risk and it directly engaged human 

participants,that is, the student retention experts). 

After identifying the domain experts, the researcher sent them letter of invitation to 

participate in the study. Thereafter he sent them a consent form, information sheet, and 

interview schedule for the elicitation session in advance for them to read, understand, and 
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endorse before the commencement of the experiment.  

The researcher obtained informed consent from the experts by issuing them consent forms 

to complete before they attend for the interview. The experts were given two weeks to 

withdraw their consent should they so choose. The consent form was accompanied with an 

information sheet which contains summary of the research as well as the rights they do 

have. The experts had the opportunity to ask questions before they consent to take part in 

this study. Completion and return of the questionnaire was taken as consent.  

 

Furthermore, the researcher had arranged for an office space equipped with furniture 

(chairs and tables), which served as a venue for the session as well as for resources and 

items such as computers, computer software, projector, printer, flipboard, papers, 

whiteboard, and markers. 

The elicitation of causal structure for student retention from the domain experts, which was 

the first part of the session lasted an hour. Thereafter, a probability training, and guidance 

against heuristics and biases, which was the second part of the session was conducted for 

the domain experts. This part also lasted an hour as well. 

Twenty student retention domain experts were recruited on voluntary basis as participants 

for the experiment, but ten participants eventually took part in this experiment (Ritchie, et 

al., 2003). The student retention domain experts for this study involved students' affiars 

managers, level coordinators, student support officers, examination officers, lecturers, and 

faculty officers.  

The sessions involved a group of student retention experts. We were able to recruit and 

make use of 10 domain experts. The justification for this population is that it captured at 

least one expert from the stated groups of student retention experts previously enumerated. 

 

The criteria for selecting the experts is based on understanding of the general problem area 

on their part, tangible evidence of expertise, availability, and willingness to participate 

(Hora and von Winterfeldt,1997).  

The experts that are eligible to participate in this study involved students' affairs managers, 
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level coordinators, student support officers, examination officers, lecturers, and faculty 

officers. It only involved student retention experts who speak and understand written 

English in order to avoid translation. 

A staff of the university who is not a students' affairs manager, level coordinator, student 

support officer, examination officer, lecturer, or faculty officer was excluded from this 

study. This is due to lack of understanding of the general problem area and tangible 

evidence of expertise in student retention domain. A student retention expert who does not 

speak and understand written English was also excluded from this study because we have 

no funds for translation. 

The researcher started the session by welcoming and introducing himself to the domain 

experts (participants) and he asked them to introduce themselves to him in turn. 

After the introduction, the researcher informed them that he will use the output of the 

elicitation session for his PhD project. Furthermore, the researcher informed the 

participants that the study would consist of two experiments which would involve 

elicitation of causal structure and elicitation of estimates of probabilities on student 

retention domain. Also, the researcher told them that he will confidentially keep the 

information given to him by the domain experts and that the elicitation session is only for 

academic purposes. 

 

The elicitation session was the face-to-face type and it took the structured interview format.  

The researcher made use of open-ended questions to gather relevant information from the 

experts. Open-ended question is a type of question that does not limit the respondents to a 

set of answers. In other words, open-ended questions are free-form questions that gave the 

experts the freedom to express their knowledge, experiences, and thoughts about the 

domain (Wilson and Maclean, 2011).  

Open-ended questions are typically used for qualitative observation where attention is paid 

to an in-depth description of the research subjects. Hence, the researcher used open-ended 

questions to elicit full and detailed responses from the domain experts, rather than the 

close-ended questions type that require brief responses.  
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There were follow-up questions depending on the domain experts' (participants') responses. 

The domain experts (participants) were prompted when they didn't mention the variables 

that impact on student retention. When the experts (participants) state different variables 

and didn't all agree on what the variables are, they were asked to reach a concensus by 

agreeing on a common causal structure (diagram).  When the student retention  experts had 

divergent opinions about the causal structure provided, they were asked to reach a 

concensus by agreeing on a common causal structure (diagram).  

The researcher built a causal structure for the BN based on the information he obtained 

from the student retention experts, with the aid of Netica BN software. Thereafter, the 

researcher showed the causal structure (graph) to the student retention experts in order to 

obtain feedback from them whether or not the causal structure adequately represents the 

information obtained from them about the variables in the domain. The causal structure 

elicited from the student retention experts is used for constructing a Bayesian network 

(BN). 

The researcher asked the participants, that is, student retention domain experts the 

following questions:  

(i)  Can you list all of the nodes (variables) in the student retention domain? 

(ii) Can you topologically order the nodes (variables) that you have listed above in the 

student retention domain? 

(iii) Can you specify the kinds of nodes (variables) in the student retention domain? 

(iv) Can you define limits on the number of states and causal relationships for each node? 

(v) Can you list all of the states (categories) of every node (variable) in the student retention 

domain? 

(vi) Can you specify the scale of measurment, data type and unit for each variable and state 

(category) in the domain, e. g. nominal (label), binary, categorical, logical, discrete, or 

continuous.   

In response to the above questions, the participants, that is, the student retention domain 

experts provided the following answers: 

(i) They listed nodes (variables) ranging from 18 to 22 in number, but they finally agreed 
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on 20, after reaching a concensus. This is in order to only use the important variables 

and ignore the less important ones as well as to group identical variables into one. The 

nodes listed are: gender, age, classification of students, staff/student relationship, peer 

relationship, mode of entry, academic skills, change in circumstances, family and 

partner moral support, visa issues, financial problem, journey time, health status, mode 

of study, enjoy course and university, attendance, home sickness, academic progress, 

academic engagement, and retention. (see Table 4.2). 

(ii) They topologically ordered the nodes (variables) starting from the root nodes 

(the nodes at the top)  

(iii) the intermediate nodes (the nodes in the middle), and  

(iv) the target node (leaf node or the output node).  

 

The variables of this study are formed based on elicitation from domain experts, it 

demonstrates the ideas among relevant variables under this study and  how the variables 

are related to one another. The variables used for the study are defined as follow: 
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Table 4-2: Variables and States in the Domain 

 

SN Node 

(Variable) 

Name 

Node 

(Variable) 

Type 

Node’s 

(Variable’s) 

States 

(Categories)  

Scale of 

Measurement 

Data Type Unit 

i Age Root node 

(Independent 
node) 

1)   16 - 21  

Ratio 

 

Continuous 

Discretised 

 

Year 2)   21+ 

ii Gender Root node 

(Independent 
node) 

1)  Female  

Nominal 

 

Categorical 

Discrete 

None 2)  Male 

iii Classification 

of students 

Root node 

(Independent 
node) 

1)  Domestic  

Nominal 

Categorical 

Discrete 
None 

                         

2) 

International 

iv Journey time  Root node 

(Independent 
node) 

1) 0 – 1  

Ratio 

Continuous 

Discretised Hour 2) 1 – 2 

3) 2 – 3 

v Staff/Students 

Relationships 

Root node 

(Independent 
node) 

1) Good  

Nominal 

Categorical 

Discrete None 2) Poor  

vi Peer 

relationships 

Root node 

(Independent 
node) 

1) Good  

Nominal 

Categorical 

Discrete 

 

None 2) Poor  

vii Financial 

problems 

Root node 

(Independent 
node) 

1) True  

Nominal 

 

Logical 

 

None 2) False 

viii Mode of 

Entry 

Root node 

(Independent 
node) 

1) UME  

Ordered 

 

Discrete 

 

None 2) Direct 

Entry 

       

ix 

Academic 

skills 

Root node 

(Independent) 
node) 

1) Good  

Nominal 

 

Discrete 

 

None 2) Poor 

x Visa issues Root node 

(Independent 
node) 

1)  True  

Nominal 

 

 

Logical 

 

None 
2) False 

xi Family and 

partner moral 

support 

Root node 

(Independent 
node) 

1)  Great  

Nominal 

 

 

 

Discrete 
None 

2)  Little 
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Table 4-2: Variables and States in the Domain 

SN Node 

(Variable) 

Name 

Node 

(Variable) 

Type 

Node’s 

(Variable’s) 

States 

(Categories)  

Scale of 

Measurement 

Data Type Unit 

xii Change in 

circumstances  

e. g. family 

ties, career, 

religion, 

dietary, etc. 

Root node 

(Independent 
node) 

1)  True  

 

Nominal 

 

 

Logical 
None 

2)   21+ 

xiii Health status  Child node 

(Dependent 
node) 

1) Physical 

health 

 

Nominal 

 

Discrete 
None 

2) Mental 

health 

xiv Mode of 

Study 

Child node 

(Dependent 
node) 

1) Full-time  

Nominal 

 

Discrete None 2) Part-time 

xv Enjoy Course 

and 

University  

Child node 

(Dependent 
node) 

1) False  

Nominal 

 

 

Logical 

  

 

None 

  

2) True   

xvi Attendance Child node 

(Dependent 
node) 

1) At least 

70%  

 

Nominal 

 

Discrete 

 

None 

2) Less than 

70% 

xvii Home 

Sickness 

Child node 

(Dependent 
node) 

1) True  

Nominal 

 

Logical 

 

None 
2) False 

xviii Academic 

engagement 

Child node 

(Independent 
node) 

1) Engaged  

Nominal 

Discrete  

None 2) Not 

engaged 

       

xix 

Academic 

progress 

Child node 

(Dependent 
node) 

1) Normal  

Nominal 

 

Categorical 

 

None 
2) Slow 

xx Retention Target (Leaf) 

node 

 

1) Retained  

Nominal 

 

Categorical 

 

None 
2) Not 

retained 
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Figure 4-2: Bayesian network (BN) for Student Retention 

(iv) They defined limits on the number of states and causal relationships for each node in 

the student retention domain (see Table 4-2 and Figure 4-2). 

(v) They listed all of the states (categories) for each node (variable) in the student retention 

domain (see Table 4-2 and Figure 4-2). 

(vi) They specified the unit and data type for each variable (node), and the states 

(categories) in the domain to be nominal (label), categorical, ordered, ratio, logical, 
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52.9
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Academic progress
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47.9
52.1
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10.4
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5.00
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discrete, or continuous (see Table 4-2). 

The researcher built a causal structure for the BN based on the information obtained from 

the student retention experts, with the aid of a BN software. Thereafter, the researcher 

showed the structure to the student retention experts in order to obtain feedback from them 

whether or not the causal structure adequately represents their information about the 

variables in the domain. The causal structure elicited from the student retention experts 

was used for constructing a Bayesian network (BN). The causal structure is the output of 

this part of the session. 

After checking the constructed causal structure, the domain experts confirmed that it is an 

adequate representation of their knowledge (opinion or belief).  

 

The researcher was actively involved in the elicitation session by asking the domain experts 

various questions, taking down responses provided by the domain experts, asking the 

experts to reach a consensus whenever they had a divergent opinion about the variables in 

the domain, as well as constucting a causal structure for a Bayesian Network (BN). 

 

The elicitation session for causal structure interview lasted for an hour. The output of this 

session is a causal structure (graph) obtained from the domain experts 

 

At the end of the elicitation, the researcher showed his appreciation to the participants by 

thanking them for participating in the first part of the session and for sparing their 

invaluable time as well. The experimenter also informed them that the second part of the 

session would involve probability training and guidance against heuristics and biases 

during elicitation session. 

4.16.1  Probability training for Domain Experts 

The aim of the probability training is to guide the domain experts about how to express 

their opinion probabilistically. Although, the domain experts are experts in their field, but 

most experts do struggle to express their estimates in probabilistic form.  
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Prior to elicitation of estimates of probabilities from the experts, they were guided about 

how to provide probability estimates in terms of percentages, verbal expressions and the 

range (interval) method.   

In order to guide the experts, the following methods are used to elicit probability estimates 

from the domain experts during the training: 

(i)  Frequency: Frequency is a method of eliciting probabilities, and this can be 

converted to a proportion (Kuhnert et al, 2010).  A facilitator can elicit frequency 

from student retention experts by asking them a question such as: Considering 100 

students who do not enjoy their course and were home sick as well, how many of 

them would you expect to remain and succeed? The facilitator converted the 

frequency to a proportion, for each domain expert i, to form a prior. This wass done 

by framing each question such that the experts would understand the question that 

was put across to them by the researcher (that is, question framing). 

(ii)  Verbal expression of probabilities: This is a method of eliciting probabilities which 

involves using the probabilistic expressions such as “probable”, “fifty-fifty”, 

“improbable”, “impossible”, etc. which can be interpreted as probability of about 

85% (0.85), 50% (0.5), 15% (0.15), and 0% (0.0), etc., respectively (Van De Gaag 

et al.,1999 ; 2002). In this method, the experts expressed their estimates of 

probabilities using verbal expressions, and the researcher interpreted them as 

probabilities.                         

(iii)    Elicitation of estimates of probabilities using the range or interval method (lower 

bound, upper bound, and the most likely value). In this method, the domain experts 

chose their extreme estimates (lower bound and upper bound) in the first instance, 

and thereafter adjusted their estimate to a value which is greater than their lower 

bound (lb) but smaller than their upper bound (ub). 

Whenever the experts provided estimates of probabilities that did not conform to the 

fundamental laws and theorems of probability, namely, the total probability law, addition 

law, and multiplicative law of probability calculus (O'Hagan, et al., 2006), the researcher 

guided the experts by asking them to adjust their probability estimates to conform with 
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these laws.   

The researcher was actively involved in this part of the session by explaning how to assess 

probability estimates to the domain experts, entertaining and answering questions posed by 

the domain experts as well. 

 

The probability training and guidance against heuristics and biases lasted for an hour. The 

output of this part of the session is to train the domain experts how to avoid cognitive errors 

while providing estimates of probabilities as this will affect their estimates.  

 

4.16.2   Heuristics and biases training for Domain Experts 

The aim of the heuristics and biases training is to let the domain experts be aware of the 

various types of heuristics and biases that can crop up in an elicitation session as well as 

how to guide against them since these vices can affect the accuracy of their estimates of 

probabilities.   

Prior to elicitation of estimates of probabilities from the experts, they were guided guided 

against, or at least have awareness of human factors in terms of potential heuristics and 

cognitive biases. 

The researcher enumerated and explained types of heturistic and biases that can occur 

during elicitation session to the domain experts, such as: 

Availability bias: The availability bias is the tendency to overestimate the likelihood of 

events as they readily come to mind (O'Hagan et al., 2006).  The debiasing strategy for this 

type of heuristic and bias is that student retention experts should avoid assessing probability 

based on recent occurrence, familiarity and retrievability. 

 

Anchoring bias: Anchoring bias is overreliance on a single piece of information (O'Hagan, 

et al., 2006). The debiasing strategy for this type of heuristic and bias is that student 

retention experts should start with their best estimate and adjust upwards or downwards, as 

the case may be, in order to avoid a probability distribution that is too tight to adjust 

(narrow). 
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Overconfidence bias: Overconfidence bias is an inflated opinion of experts ability leading 

to subsequent error (O'Hagan, et al., 2006). Their confidence in their judgements does not 

align with the accuracy of these judgements. The debiasing strategy for this type of 

heuristic and bias is that student retention experts should avoid overestimating the accuracy 

of their beliefs. 

 

Representativeness bias: Misinterpreting the likelihood of an event considering both the 

key similarities to its parent population, and the individual characteristics that define that 

event (O'Hagan, et al., 2006) . The debiasing strategy for this type of heuristic and bias is 

that student retention experts should ensure that their predicted outcome is a true 

representative of their beliefs. 

The researcher also trained the domain experts to adopt System 2 mode of thinking 

(Kahneman, 2011), which is a slow, effortful, conscious, and can only process information 

in an orderly manner. The System 2 mode of thinking typically suppresses heuristics and 

biases, overestimation, and underestimation of estimates of probabilities unlike System 1. 

The researcher was actively involved in this part of the session by listing and explaning 

various types of heuristics and biases that exist to the domain  experts, and how to supress 

them. He entertained and answered questions posed by the domain experts. 

The probability training and guidance against heuristics and biases lasted for an hour. The 

output of this part of the session is to train the domain experts how to assess probabilities 

as well as how to mitigate cognitive biases while providing estimates of probabilities 

during elicitation session. 

Prior to provision of estimates of probabilities by the student retention experts, they were 

given a questionnaire into which they were asked to provide their estimates of probabilities 

for the variables based on the causal structure that they had provided. The questionnaire is 

MS-Word file and there are rows into which the experts need to fill in their estimates of 

probabilities for each row or scenario. The questionnaire is easy to read, understand as well 

as less bulky as each row represents a scenario. Thereafter, the experts were asked to 

complete and return their completed questionnaire to the researcher for analysis, three 
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weeks after collecting the research instrument (questionnaire), see Appendix 6. The experts 

were not able to meet up, but the researcher had to communicate and remind them to 

complete and forward the questionnaire to him for analysis. 

4.16.3  Missing data 

In situations where some of the experts could not produce estimates of probabilities for a 

particular variable, the researcher managed any missing data by calculating the mean or 

finding the mode of the estimates provided by other experts and use this to represent the 

estimate of probability for that row, this is called the imputation method (Little et al., 2012). 

In a situation where none of the experts could produce estimates of probabilities for a 

particular node (variable), the researcher managed any missing data by dividing the node 

s(variable) by the number of states it has. For instance, if a node (variable) has five states, 

20% or 0.2 (that is, 1 / n) was used to represent the probability of each state of such node 

(variable) using the fact that the states of the node (variable) are equiprobable, that is, they 

have equal probability. Hence, they are equally likely to occur therefore each child state is 

given the same probability swhich is equal to 1 / n, where n is the number of states of such 

node (variable) (Cain, 2001). This conforms with the rule of probability which states that 

the sum of all of the possible outcomes of an event must equal to 100% or 1.0. 

 

4.16.4  Quality checks 

Quality checks such as reviewing the causal structure during the interview was done by the 

researcher. The researcher also reviewed the estimates of probabilities after receiving the 

questionnaires from the experts by mathematically aggregating the estimates of 

probabilities provided by the experts.  In the case the student retention experts have 

divergent opinions about the estimates of probabilities they had provided, their estimates 

were aggregated mathematically by using the linear opinion pool (Garthwaite et al , 2005), 

which is a weighted average of the individual probability distributions. Furthermore, each 

expert was asked to choose and use any desired pseudonym and state the desired 

pseudonym in the space provided on a consent form for anonymisation purposes. Data were 
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anonymised by identifying the experts by their pseudonym. This would also help with 

tracking the anonymous response for removal if a participant decided to withdraw their 

data after two weeks.  

The researcher passed the causal structure and estimates of probabilities to his supervisors 

to check them for consistency and accuracy.  Thereafter, the researcher showed the results 

to other experts in the field for validation purposes. 

 

The estimates of probabilities that were elicited from the domain experts were provided 

based on their existing knowledge in the domain. Their estimates of probabilities serve as 

input data for the BN.  

Thereafter, the researcher constructed a Bayesian network from the probability estimates  

provided by the domain experts and compiled the network as well. The researcher showed 

the predictions from the Bayesian network to the experts in order to get feedback from 

them. Initially, the predictions from the Bayesian network did not adequately represent the 

experts' probability estimates. Consequently, the researcher asked the experts to adjust their 

probability estimates until the predictions from the BN adequately represent the experts’ 

judgements (O'Hagan, et al., 2006) in order to validate the BN. At last, the constucted 

Bayesian network was capable of predicting the probability of students' being retained 

(enroled) the following academic session and these were expressed in form of percentages. 

 

Twenty domain experts in student retention were recruited on voluntary basis as 

participants for the experiment, but ten participants eventually took part in this experiment 

(Ritchie, et al., 2003). 

Thereafter, the questionnaire (see Appendix 6) that was designed for the study was 

distributed to the participants in order to provide their estimates for the scenarios, in the 

spaces provided in the questionnaire. A questionnaire is a set of standardised questions for 

obtaining responses from a large group of individuals and is very often used to provide 

quantitative data (Burton & Bartlett, 2016). The completed questionnaires were collected 

from the participants 3 weeks thereafter. 
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At the end of the elicitation, the researcher showed his appreciation to the participants by 

thanking them for participating in the experiment and for sparing their invaluable time as 

well.  

 

4.17  Bayesian Networks (BNs) Predictions 

The estimates shown in Figure 4-3 to 4-66 were elicited from the domain experts and these 

were entered into Netica software (a Bayesian network software), where the estimates were 

compiled and ran. The different Bayesian networks (BNs) below (Figure 4-3 to Figure         

4-66) produced different results from the software tool (see Figure 4-69 to 4-132).  

 
 

Figure 4-3: Bayesian network (BN) prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or more. This student represents a very low risk of attrition as his/her probability of being 

retained is 80%. 
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Figure 4-4:  Bayesian network prediction for a student whose Change in circumstances is 

true, Mode of entry is through ‘UTME’, Academic skills is good, Academic engagement 

is ‘engaged’, Academic progress is ‘slow’ and Attendance is less than 75%. This student 

represents a risk of attrition as his/her probability of being retained is 65%. 
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Figure 4-5: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

This student represents a fairly high risk of attrition as his/her probability of being retained 

is 55%. 

 

 

Figure 4-6: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%. This 

student represents a high risk of attrition as his/her probability of being retained is 32%. 

 

 
Figure 4-7: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 
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engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%. 

This student represents a very high risk of attrition as his/her probability of being retained 

is 15%. 

 

 
Figure 4-8: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%. 

This student represents a very high risk of attrition as his/her probability of being retained 

is 10%. 

 

 
Figure 4-9: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 
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engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

 

Figure 4-10: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 
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Figure 4-11: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  This student 

represents a low risk of attrition as his/her probability of being retained is 70%. 

 

       

Figure 4-12: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%.  This student 

represents a fairly high risk of attrition as his/her probability of being retained is 55%. 
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Figure 4-13: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  This student 

represents a fairly high risk of attrition as his/her probability of being retained is 60%. 
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Figure 4-14: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This student 

represents a fairly high risk of attrition. as his/her probability of being retained is 55%. 

 

Figure 4-15: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  This 

student represents a very high risk of attrition as his/her probability of being retained is 

20%. 
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Figure 4-16: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  This student 

represents a very high risk of attrition as his/her probability of being retained is 15%. 

 

Figure 4-17: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  This student 
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represents a very highs risk of attrition as his/her probability of being retained is 5%. 

 

Figure 4-18: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic engagement 

is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75% .  This student 

represents a very high risk of attrition as his/her probability of being retained is 5%. 

 

Figure 4-19: Bayesian network  prediction for a student whose Change in circumstances is 
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engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75%  or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 90%. 

 

Figure 4-20: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a low risk of attrition as his/her probability of being retained is 

75%. 
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Figure 4-21: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a low risk of attrition as his/her probability of being retained is 

65%. 

Figure 4-22: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This 

student represents a fairly high risk of attrition as his/her probability of being retained is 
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45%. 

 

Figure 4-23: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This 

student represents a very high risk of attrition as his/her probability of being retained is 

20%. 

 

Figure 4-24: Bayesian network  prediction for a student whose Change in circumstances is 
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‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 15%. 

 

Figure 4-25: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’,  Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition  as his/her probability of being retained 

is 5%. 
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Figure 4-26: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

Figure 4-27: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 
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engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 75%. 

Figure 4-28: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%. 

This student represents a low risk of attrition as his/her probability of being retained is 65% 
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Figure 4-29: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a high risk of attrition as his/her probability of being retained is 

40%. 

 

Figure 4-30: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%. This 

student represents a high risk of attrition as his/her probability of being retained is 30%. 
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Figure 4-31: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above.  This student represents a very high risk of attrition as his/her probability of being 

retained is 20%. 

 

Figure 4-32: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 
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engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 15%. 

 

Figure 4-33: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 
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Figure 4-34: Bayesian network  prediction for a student whose Change in circumstances is 

‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

Figure 4-35: Bayesian network  prediction for a student whose Change in circumstances is 
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‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 90%. 

 

Figure 4-36: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 75%. 
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Figure 4-37: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a fairly high risk of attrition as his/her probability of being retained 

is 45%. 
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Figure 4-38: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This 

student represents a high risk of attrition as his/her probability of being retained is 37%. 
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Figure 4-39: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 20%. 

 

Figure 4-40: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 15%. 
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Figure 4-41: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 
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Figure 4-42: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is  below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

Figure 4-43: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is  75% or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 83%. 
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Figure 4-44: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is  below 75%.  

This student represents a low risk of attrition as his/her probability of being retained is 

75%. 

 

Figure 4-45: Bayesian network  prediction for a student whose Change in circumstances is 
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‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a high risk of attrition as his/her probability of being retained is 

35%. 

 

Figure 4-46: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a high risk of attrition as his/her probability of being retained is 

30%. 
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Figure 4-47: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above.  This student represents a very high risk of attrition as his/her probability of being 

retained is 15%. 

 

Figure 4-48: Bayesian network  prediction for a student whose Change in circumstances is 
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‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 10%. 

 

Figure 4-49: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 
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Figure 4-50: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

Figure 4-51: Bayesian network prediction for a student whose Change in circumstances is 
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‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 95%. 

 

Figure 4-52: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 90%. 
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Figure 4-53: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a fairly high risk of attrition as his/her probability of being retained 

is 45%. 
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Figure 4-54: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This 

student represents a high risk of attrition as his/her probability of being retained is 40%. 

 

Figure 4-55: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a high risk of attrition as his/her probability of being retained is 

25%. 
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Figure 4-56: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition. as his/her probability of being retained 

is 20%. 

  

Figure 4-57: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 
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engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

Figure 4-58: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 
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Figure 4-59: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above.  

This student represents a very low risk of attrition as his/her probability of being retained 

is 75%. 
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Figure 4-60: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a low risk of attrition as his/her probability of being retained is 

65%. 

 

Figure 4-61: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a high risk of attrition as his/her probability of being retained is 

35%. 
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Figure 4-62: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 75%.  This 

student represents a high risk of attrition as his/her probability of being retained is 30%. 
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Figure 4-63: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above.  This student represents a very high risk of attrition as his/her probability of being 

retained is 20%.as his/heras his/her 

 

Figure 4-64: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 15%. 
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Figure 4-65: Bayesian network  prediction for a student whose Change in circumstances is 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

 

Figure 4-66: Bayesian network  prediction for a student whose Change in circumstances is 

Academic progress

Normal
Slow

   0
 100

Academic engagement

Engaged

Notengaged

   0

 100

Attendance

Atleast75percent

Lessthan75percent

 100

   0

Homesickness

True

False

28.6

71.4

Visa issues

True

False

1.29

98.7

Financial problem

True

False

61.7

38.3

Journey time 

0 to 1
1 to 2

2 to 10

64.7
26.9

8.44

1.23 ± 1.7

Health reasons

Physical

Mental

86.6

13.4

Academic skills 

Good
Poor

   0
 100

Mode of entry 

UTME
Direct Entry

   0
 100

Peer relationships

Good
Poor

80.0
20.0

Staff/Students relationships

Good
Poor

80.0
20.0

Classification of students

Domestic
International

97.2
2.80

94.4 ± 16

Gender

Female
Male

40.0
60.0

Age

16 to 21

21 to 100

60.3

39.7

35.2 ± 25

Retained?

Retained
Notretained

5.00
95.0

Mode of study 

FullTime

PartTime

59.5

40.5

Enjoy Course and University

False

True

20.0

80.0

Change in circumstances

True

False

   0

 100

Family and partner moral support

Great

Little

20.5

79.5

Academic progress

Normal
Slow

   0
 100

Academic engagement

Engaged

Notengaged

   0

 100

Attendance

Atleast75percent

Lessthan75percent

   0

 100

Homesickness

True

False

45.2

54.8

Visa issues

True

False

1.54

98.5

Financial problem

True

False

65.6

34.4

Journey time 

0 to 1
1 to 2

2 to 10

59.2
30.5

10.3

1.37 ± 1.8

Health reasons

Physical

Mental

83.4

16.6

Academic skills 

Good
Poor

   0
 100

Mode of entry 

UTME
Direct Entry

   0
 100

Peer relationships

Good
Poor

80.0
20.0

Staff/Students relationships

Good
Poor

80.0
20.0

Classification of students

Domestic
International

97.0
3.03

94.1 ± 16

Gender

Female
Male

40.0
60.0

Age

16 to 21

21 to 100

59.9

40.1

35.3 ± 25

Retained?

Retained
Notretained

5.00
95.0

Mode of study 

FullTime

PartTime

59.4

40.6

Enjoy Course and University

False

True

20.0

80.0

Change in circumstances

True

False

   0

 100

Family and partner moral support

Great

Little

32.5

67.5



 

 

139 

 

‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is below 75%.  

This student represents a very high risk of attrition as his/her probability of being retained 

is 5%. 

4.18  Software tool   

Prior to the elicitation session, an interactive tool had been developed to predict student 

retention. The software tool which was developed with the aid of Matlab is capable of 

displaying the probability that a student would be retained based on combination of the 

variables in the domain. An end-user of the tool will be able to input some variables and 

get an output as a result of combining the variables. Thereafter, the probability of a student 

being retained will be displayed by the tool.  

The software tool is menu-driven, which makes it easier for the end-users to utilise. Unlike 

some tools, an end-user does not need to have knowledge of statistics and probability, to 

use this tool. The tool has push buttons (command buttons) that end-users need to interact 

with in order to perform certain tasks. A screenshot of the software tool is shown in Figure 

4-67. 

Unlike the oldest tools such as probability scale and probability wheel that require the 

experts to assign the estimates of probabilities by mere looking at a linear scale whose 

gauge is from 0 to 1, or a circular scale whose gauge is from 0 to 360 degrees, respectively 

in order to provide their’ judgements.  

Also, unlike verbal expression of probabilities which is a non-numerical method of eliciting 

probabilities that involves using the expressions such as “probable”, “fifty-fifty”, 

“improbable” etc. which can be interpreted as probability of about 0.85, 0.5 and 0.15, 

respectively (van der Gaag, et al., 1999). The disadvantage of this method is that a verbal 

expression has different interpretations to different people.  

The experts were provided with guidelines that assisted them in providing probability 

estimates for the relationships among and between the variables in the domain. This is in 
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order to avoid linguistic uncertainty such as vagueness, insufficient background 

information about the variables, linguistic ambiguity, and under-specificity. 

 

 

Figure 4-67: A Screenshot of the Software tool 
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Figure 4-68: Flowchart for results predictions 

4.19   Results from the tool 

The results produced by the tool are shown in Figure 4-69 to 4-132 below. The different 

Bayesian networks (BNs) shown in Figure 4-3 to 4-66 produced different results from the 

software tool. 
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Figure 4-69 (Output for Figure 4-3): Tool’s prediction for a student whose Change in 

circumstances is true, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above. This student represents a very low risk of attrition as his/her probability of being 

retained is 80%. 
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Figure 4-70 (Output for Figure 4-4): Tool’s prediction for a student whose Change in 

circumstances is true, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. This student represents a low risk of attrition as his/her probability of being 

retained is 65%. 
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Figure 4-71 (Output for Figure 4-5): Tool’s prediction for a student whose Change in 

circumstances is true, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above. This student represents a fairly high risk of attrition as his/her probability of being 

retained is 55%. 
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Figure 4-72 (Output for Figure 4-6): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%. This student represents a high risk of attrition as his/her probability of being retained 

is 32%. 
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Figure 4-73 (Output for Figure 4-7): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-74 (Output for Figure 4-8): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. This student represents a very high risk of attrition as his/her probability of 

being retained is 10%. 
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Figure 4-75 (Output for Figure 4-9): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-76 (Output for Figure 4-10): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-77 (Output for Figure 4-11): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘good’ and Attendance is 75% 

or above. This student represents a very high risk of attrition as his/her probability of being 

retained is 70%. 
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Figure 4-78 (Output for Figure 4-12): Tool’s  prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a fairly high risk of attrition as his/her probability of 

being retained is 55%. 
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Figure 4-79 (Output for Figure 4-13): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a fairly high risk of attrition as his/her probability of 

being retained is 60%. 
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Figure 4-80 (Output for Figure 4-14): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a fairly high risk of attrition. as his/her probability of being 

retained is 55%. 
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Figure 4-81 (Output for Figure 4-15): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 20%. 
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Figure 4-82 (Output for Figure 4-16): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-83 (Output for Figure 4-17): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-84 (Output for Figure 4-18): Bayesian network  prediction for a student whose 

Change in circumstances is ‘true’, Mode of entry is through ‘UTME’, Academic skills is 

‘poor’, Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and 

Attendance is below 75%.  This student represents a very high risk of attrition as his/her 

probability of being retained is 5%. 
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Figure 4-85 (Output for Figure 4-19): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75%  

or above.  This student represents a very low risk of attrition as his/her probability of being 

retained is 90%. 
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Figure 4-86 (Output for Figure 4-20): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a low risk of attrition as his/her probability of being 

retained is 75%. 
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Figure 4-87 (Output for Figure 4-21): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a low risk of attrition as his/her probability of being 

retained is 65%. 
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Figure 4-88 (Output for Figure 4-22): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a fairly high risk of attrition as his/her probability of being 

retained is 45%. 
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Figure 4-89 (Output for Figure 4-23): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a very high risk of attrition as his/her probability of being 

retained is 20%. 
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Figure 4-90 (Output for Figure 4-24): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-91 (Output for Figure 4-25): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’,  Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition  as his/her probability of 

being retained is 5%. 
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Figure 4-92 (Output for Figure 4-26): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-93 (Output for Figure 4-27): tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above.  This student represents a very low risk of attrition as his/her probability of being 

retained is 75%. 
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Figure 4-94 (Output for Figure 4-28): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. This student represents a low risk of attrition as his/her probability of being 

retained is 65%. 

 

 

 

 



 

 

169 

 

 

 

 
 

Figure 4-95 (Output for Figure 4-29): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a high risk of attrition as his/her probability of being 

retained is 40%. 
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Figure 4-96 (Output for Figure 4-30): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%. This student represents a high risk of attrition as his/her probability of being retained 

is 30%. 
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Figure 4-97 (Output for Figure 4-31): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 20%. 
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Figure 4-98 (Output for Figure 4-32): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-99 (Output for Figure 4-33): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-100 (Output for Figure 4-34): Tool’s prediction for a student whose Change in 

circumstances is ‘true’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-101 (Output for Figure 4-35): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above.  This student represents a very low risk of attrition as his/her probability of being 

retained is 95%. 
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Figure 4-102 (Output for Figure 4-36): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very low risk of attrition as his/her probability of 

being retained is 75%. 
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Figure 4-103 (Output for Figure 4-37): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a fairly high risk of attrition as his/her probability of 

being retained is 45%. 
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Figure 4-104 (Output for Figure 4-38): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a high risk of attrition as his/her probability of being retained 

is 37%. 
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Figure 4-105 (Output for Figure 4-39): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above.  This student represents a very high risk of attrition as his/her probability of being 

retained is 20%. 
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Figure 4-106 (Output for Figure 4-40): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-107 (Output for Figure 4-41): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a very high risk of attrition as his/her probability of being 

retained is 5%. 
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Figure 4-108 (Output for Figure 4-42): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is  

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-109 (Output for Figure 4-43): Tool’s network  prediction for a student whose 

Change in circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is 

‘poor’, Academic engagement is ‘engaged’, Academic progress is ‘normal’ and 

Attendance is  75% or above.  This student represents a very low risk of attrition as his/her 

probability of being retained is 83%. 
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Figure 4-110 (Output for Figure 4-44): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is  

below 75%.  This student represents a low risk of attrition as his/her probability of being 

retained is 75%. 
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Figure 4-111 (Output for Figure 4-45): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a high risk of attrition as his/her probability of being 

retained is 35%. 
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Figure 4-112 (Output for Figure 4-46): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a high risk of attrition as his/her probability of being 

retained is 30%. 
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Figure 4-113 (Output for Figure 4-47): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 
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Figure 4-114 (Output for Figure 4-48): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 10%. 
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Figure 4-115 (Output for Figure 4-49): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-116 (Output for Figure 4-50): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-117 (Output foe Figure 4-51): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above.  This student represents a very low risk of attrition as his/her probability of being 

retained is 95%. 
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Figure 4-118 (Output for Figure 4-52): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very low risk of attrition as his/her probability of 

being retained is 90%. 
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Figure 4-119 (Output for Figure 4-53): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above.  This student represents a fairly high risk of attrition as his/her probability of 

being retained is 45%. 
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Figure 4-120 (Output for Figure 4-54): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a high risk of attrition as his/her probability of being retained 

is 40%. 
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Figure 4-121 (Output for Figure 4-55): Bayesian network  prediction for a student whose 

Change in circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic 

skills is ‘good’, Academic engagement is ‘engaged’, Academic progress is ‘normal’ and 

Attendance is 75% or above.  This student represents a high risk of attrition as his/her 

probability of being retained is 25%. 
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Figure 4-122 (Output for Figure 4-56): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition. as his/her probability of 

being retained is 20%. 
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Figure 4-123 (Output for Figure 4-57): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-124 (Output for Figure 4-58): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘good’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 
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Figure 4-125 (Output for Figure 4-59): Tool’s  prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above.  This student represents a very low risk of attrition as his/her probability of being 

retained is 75%. 
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Figure 4-126 (Output for Figure 4-60): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a low risk of attrition as his/her probability of being 

retained is 65%. 
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Figure 4-127 (Output for Figure 4-61): Bayesian network  prediction for a student whose 

Change in circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic 

skills is ‘poor’, Academic engagement is ‘engaged’, Academic progress is ‘slow’ and 

Attendance is 75% or above.  This student represents a high risk of attrition as his/her 

probability of being retained is 35%. 
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Figure 4-128 (Output for Figure 4-62): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%.  This student represents a high risk of attrition as his/her probability of being retained 

is 30%. 
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Figure 4-129 (Output for Figure 4-63): Bayesian network  prediction for a student whose 

Change in circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic 

skills is ‘poor’, Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and 

Attendance is 75% or above.  This student represents a very high risk of attrition as his/her 

probability of being retained is 20%. 
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Figure 4-130 (Output for Figure 4-64): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 15%. 

 

 

 

 

 

 

 

 

  



 

 

205 

 

 

 

 

 

 

Figure 4-131 (Output for Figure 4-65): Bayesian network  prediction for a student whose 

Change in circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic 

skills is ‘poor’, Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and 

Attendance is 75% or above.  This student represents a very high risk of attrition as his/her 

probability of being retained is 5%. 
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Figure 4-132 (Output for Figure 4-66): Tool’s prediction for a student whose Change in 

circumstances is ‘false’, Mode of entry is through ‘Direct entry’, Academic skills is ‘poor’, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%.  This student represents a very high risk of attrition as his/her probability of 

being retained is 5%. 

 4.20  Summary and Conclusion 

This chapter has discussed the challenges and some solutions associated with the 

construction of Bayesian networks and elicitation of estimates of probabilities from domain 

expert(s). If elicitation of estimates of probabilities is not performed carefully, it can lead 

to obtaining inaccurate estimates of probabilities from domain expert(s). A protocol for an 

elicitation exercise should be formulated before the exercise itself and be used to conduct 

the session. The protocol should cover various stages such as background and preparation, 

identifying and recruiting the expert(s), motivating and training the experts, elicitation of 
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causal structure, elicitation of estimates of probabilities, and recording of the elicitation 

exercise. 

Human judgement in eliciting estimates of probabilities is prone to heuristic and biases. 

Consequently, a facilitator must check the expert(s) against various types of biases by using 

debiasing strategies in order to obtain better estimates. 

It is important to frame the questions to be answered by the expert(s) properly in order for 

them to understand the questions well and consequently provide better estimates of 

probabilities. If questions are framed well, it will motivate the domain experts to provide 

better estimates of probabilities in an elicitation session. 

An elicitation tool typically assists the expert(s) in providing estimates of probabilities 

during an elicitation session. Furthermore, it improves the quality of the elicitation and 

saves time as well. The tool should be interactive as well as user-friendly so as to make it 

easy for the expert(s) to provide their estimates of probabilities and for the end-users to 

utilise.       

The Bayesian networks (BNs) predictions and the software tool predictions can be used by 

a university to determine the chance of a student of being retained. They can also be used 

to  determine the support(s) needed by students at risk from becoming a dropout.  

The results show that in a situation where domain data is sparse or not available at all, the 

knowledge-driven approach is suitable to be used to elicit estimates of probabilities from 

domain experts.   
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Chapter 5 

Data Analysis and Results 

5.1 Introduction 

This chapter aims to present and analyse the estimates of probabilities elicited from the 

domain experts. These estimates of probabilities served as input data that was analysed. 

The descriptive analyses were performed on the data to analyse them from the 

questionnaire designed for this study (see Appendix 6). The descriptive analysis describes 

or summarizes the characteristics of the data in the experiment while the data were 

represented in form of Bar charts.  

The domain experts were asked to provide the chances of students being retained and 

consequently complete their study in a university given certain conditions. For instance, 

how many students are likely to be retained out of every 100 students whose conditions are 

the same.  The domain experts expressed their estimates in form of percentages since they 

feel comfortable with this format. The variables in the model are qualitative in nature hence 

descriptive data analysis was employed. 

The causal structure for the Bayesian network (BN) was constructed based on knowledge 

elicited from the domain experts. The estimates of probabilities obtained from the expert 

was used as parameters for the Bayesian network (BN). 

5.2 Data Analysis  

The estimates of probabilitiesthat were elicited from the domain experts for this study 

which served as the data for the study, were entered into MS-Excel software and analysed 

in Statistical Package for Social Sciences (SPSS) software. In the data analysis, the 

summary of the estimates of probabilities was conducted for the study. See Table 5-1 to   

5-64 in Appendix 10, for the frequency tables.  

The Bar charts visually represent and compare the ratio of the students that would be 

retained to those that would not be retained. Since qualitative responses allow for analysis 
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such as frequency counts and percentages hence they are plotted on the bar charts. Bar 

charts are useful for presenting and comparing data in a visually clear and easy-to-

understand manner when interpreting them. By visually comparing the lengths of the bars, 

one can quickly identify which category, retained or unretained, has higher or lower value. 

The comparison helps one to understand relative differences and make informed decisions. 

For the bar charts representing the data in this study, see Figure 5-1 to 5-64 which can be 

found in Appendix 10. The tables and bar charts indicate that the more engaged a student 

is with his or her studies, the higher the probability of being retained. 

In order to interpret the Bar charts, the number of categories was determined to be two in 

number, namely: retained and unretained, Since number of groups is not applicable to the 

study, this is not determined.at all. The retained category has the highest frequency (95%) 

when a student’s: circumstances have not changed, enters the university with a 

qualification which is higher than GCSE, possesses academic skills, engages with his or 

her study, makes a normal progress, and achieves at least 75% attendance, while the 

unretained category has the highest frequency (95%) when  a student’s: circumstances have 

changed, enters the university with a GCSE, lacks academic skills, unengages with his or 

her study, makes a slow progress, and unable to achieve 75% attendance. 

Conversely, the retained category has the lowest frequency (5%) when a student’s: 

circumstances have changed, enters the university with a GCSE, lacks academic skills, 

unengages with his or her study, makes a slow progress, and achieves lower than 75% 

attendance, while the unretained category has the lowest frequency (5%) when  a student’s: 

circumstances have not changed, enters the university with a qualification which is higher 

than GCSE, possesses academic skills, engages with his or her study, makes a normal 

progress, and able to achieve at least 75% attendance. 

5.3  Results  

The domain experts were elicited to provide estimate of probability for each row which 

consists the states (values) of the nodes (variables) in the Bayesian network (BN). The 

estimate of probability for each row serves as the probability for the combination of various 
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states (values) in that particular row. Each of the rows in the questionnaire (see 

Questionnaire 6) is called a scenario. 

The probability that a student would be retained or otherwise is used to discover students 

that are at risk at a university so that the university will determine the corrective measures 

to take to ensure the students are retained, e. g, staff/student relationship, pastoral care, 

mentorship, peer relationship, peer mentorship. 

If a student is able to engage in his or her studies, and also combined this with acadmic 

skills, the peobability that such a student will be retained and graduate is very high.  

Therefore, academic engagement is directly proportional to retention. 

Attendance has a direct bearing on retention as any student who attends lectures regularly 

and punctually, attend seminars regularly, and also turns in his or her assignments and term 

papers by the deadline is more likely to be retained and graduate. In the case of any students 

whose circumstances have changed due to career, family ties, missing home/friends, 

religion, dietary, etc, lack academic skills, and unengaged with his or her studies and also 

exhibiting  poor attendance, such a student is more unlikely to be retained.    

If a student acquires academic skills he or she stands a better chance of being retained and 

graduate as academic skills is directly proportional to retention. 

The mode of entry is another important factor since a student that entered a university with 

a qualification higher than GCSE (e.g A/L, BTEC, etc.)  is more likely to be retained and 

graduate than another student who entered with a GCSE. This is due to the previous 

learning at his or her former college.  

Change in circumstances of a student have an adverse effect on retention since this factor 

usually cause students to abandon their studies. Change in circumstances could be as a 

result of career, family ties, missing home, religion, dietary, etc. In the case of a student 

whose circumstances have changed, unengaged in his or her studies and does not acquire 

enough academic skills, such a student has a limited chance of being retained. 

In a situation where a student’s circumstances have not changed, possesses academic skills, 

engaged with his or her studies coupled with required attendance, such a student stands a 

better chance of being retained and graduate. 
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During the elicitation of estimates of probabilities from the domain experts in the session, 

they were debiased against heuristics and biases such as: availability, anchoring and 

adjustment, and representativeness. The types of  heuristics and biases enumerated above 

usually affect the accuracy of the estimates provided by domain experts, which in turn 

might have affected the results shown in the tables, bar charts, and the outputs from the 

software tool.  

Furthermoore, the domain experts were asked to justify their estimates by asking them how 

they arrived at the given estimates, and they claimed that they based their estimates on 

experiences gained in previous elicitation sessions. 

The challenge of translating domain experts’ qualitative assessments into quantitave 

assessments was overcome by assigning numerical values or codes to qualitative responses 

as this approach allows for quantitative analysis such as frequency counts and percentage. 

This translation had no adverse effect on the the accuracy of the Bayesian network (BN) 

model and results from the tool. 

5.4 Discussion of Findings 

The study found out that when staff-student relationship is good, a student is encouraged 

to complete his study and graduate. In the same vein, when peer relationship is good a 

student relates with his colleagues and succeed. 

When a student enters a university with a minimum qualification of advanced level (A/L) 

such a student is more likely to perform academically better than a student that enters with 

GCE ordinary level (GSCE). Hence, a student with a previous academic qualification that 

is higher than the latter is more likely to complete his programme of study. 

Similarly, a student who studies on full-time basis is more likely to perform academically 

better than a student who studies on part-time basis.  Since a full-time student would devote 

more time to his study and concentrate on it as well, he is more likely to complete his 

programme of study than a student who studies on part-time basis. 
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When a student develops academic skills such as critical thinking, reflection, verbal, and 

written communications, the student performs well academically and this prevents the 

student from leaving the school before graduating. 

If a student is confronted with financial problems, he will find it difficult to pay tuition fees 

as well as to buy educational materials for his needs and this will affect his academic 

performance as he will not be able to concentrate on his studies. This situation can be 

stopped by receiving financial support from partner, family and friends, as well as receiving 

loan, aid, bursary or scholarship from government and/or university. 

Journey time is another factor that hinders a student from performing well and 

consequently complete his study. It is advisable a student travels within one hour from his 

university in order to minimise cost. 

When a student is healthy, he will be able to attend classes, engage with his studies, 

participate, and consequently graduate. Health reasons could be either physical, mental or 

both. 

When a student attends lectures regularly coupled with other factors, he is more likely to 

make substantial academic progress. Hence, it is a requirement that a student needs to 

achieve at least 75% attendance before sitting for an examination at the end of a semester. 

Due to the motivation received from the researcher in terms of the protocol used for the 

elicitation, the way questions were framed and the usage of a software tool during the 

elicitation of the Bayesian network (BN) causal structure and estimates of probabilities, 

this results in provision of better estimates of  probabilities by the domain experts as 

evidenced by the predictions from the Bayesian network (BN) and the software tool. 

Motivation is a function of the anticipated likelihood that domain experts’ effort will lead 

to provision of better estimates of probabilities in an elicitation session, and that 

performance will lead to certain outcomes that are valuable. The likelihood that domain 

experts’ effort will result in performance is based in part on previous expreciences in 

similar elicitation sessions. The expectation that a particular level of performance would 

result in a given outcome is known as performance to outcome expectancy.  

Domain experts who set objectives are more likely to perform at greater levels in an 
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elicitation session than those who do not set goals. Setting goals entails more than simply 

urging domain experts to try their best. Setting tough goals and engaging in the goal-setting 

process have also been demonstrated to improve domain experts performance in an 

elicitation session.                    

Conclusively, motivation normally causes domain experts to think hard in order to provide 

better estimates of probabilities in an elicitation sesion. Furthermore, motivation is capable 

of overcoming heuristics and biases thereby resulting in better results as well. 
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Chapter 6 

Summary, Conclusion and Recommendations  

6.1  Introduction 

This chapter presents the summary of the study, conclusions, discusses the limitations of this 

study, problems encountered and also enumerates suggestions for further research.  

6.2 Summary of the Study 

This thesis has described the previous work done in the areas related to this study, namely 

elicitation of causal structure (graph) and estimates of probabilities from domain experts, 

student retention as a challenge in higher education institutions, and Bayesian network (BN). 

The chapter has enumerated various areas where elicitation of estimates of probabilities had 

been used as a source of data in situations where there was little or no data.   

Furthermore, it discusses student retention as a challenge in higher education institutions. This 

study used student retention as an application area for the combination of expert knowledge 

and Bayesian network (BN). 

Conclusively, the combination of elicitation of causal structure and estimates of probabilities 

from domain experts, and Bayesian network (BN) have been and can still be deployed 

successfully in many applications. 

If elicitation of estimates of probabilities is not performed carefully, it can lead to inaccurate 

estimates of probabilities from domain expert(s). A protocol for an elicitation exercise should 

be formulated before the exercise itself and be used to conduct the session. The protocol should 

cover various stages such as background and preparation, identifying and recruiting the 

expert(s), motivating and training the experts, elicitation of causal structure, elicitation of 

estimates of probabilities, and recording of the elicitation exercise. 

Human judgement in eliciting estimates of probabilities is prone to heuristic and biases. 

Consequently, a facilitator must check the expert(s) against various types of biases by using 

debiasing strategies in order to obtain better estimates. 

It is important to frame the questions to be answered by the expert(s) properly in order to obtain 

accurate estimates of probabilities from them. 

An elicitation tool typically assists the expert(s) in providing estimates of probabilities during 

an elicitation session. Furthermore, it improves the quality of the elicitation and saves time as 
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well. The tool should be interactive as well as user-friendly so as to make it easy for the 

expert(s) and end-users to utilise.       

The study shows that in a situation where domain data is sparse or not available at all, the 

knowledge-driven approach is suitable for obtaining estimates of probabilities for creating 

models. 

Due to the motivation received from the researcher in terms of the protocol used for the 

elicitation, the way questions were framed and the usage of a software tool during the elicitation 

of the Bayesian network (BN) causal structure and estimates of probabilities, this results in 

provision of better estimates of  probabilities by the domain experts as evidenced by the 

predictions from the Bayesian network (BN) and the software tool. 

Motivation normally causes domain experts to think hard in order to provide better results. 

Motivation is capable of overcoming heuristics and biases thereby resulting in better results as 

well. The impact of motivation on elicitation of Bayesian network (BN) causal structure and 

estimates of probabilities cannot be overemphasised.  

Predicting student retention in higher education institutions (HEIs) is paramount because it 

allows the educational institutions to give them necessary supplementary support, such as 

personalized personal assistance and tutoring resources. Furthermore, the findings of the 

predictions can be used by the lecturers  to detect the most relevant teaching materials and 

actions for each set of students to meet their needs. 

Conclusively, predicting student retention in order to detect students at risk in the early stages 

of education is essential so that higher education institutions (HEIs) can minimise students not 

graduating on time or drop out outrightly.  

6.3  Limitations of the Study 

First, this study is restricted by scarcity of literature involving the trio : estimates of causal 

structure and estimates of probabilities; Bayesian network (BN); and student retention. 

on impact of motivation on elicitation. Second, student retention experts who participated in 

the study were few in number.    

The impromptu nature by which the student retention experts were given the research 

instrument (questionnaire) see Appendix 6 to respond, and return could result to possibility of 

affecting their estimates of probabilities.  
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The result of this study cannot be generalized as student retention varies from one country to 

another as well as from one institution to another. 

6.4  Problems encountered 

First, the experimenter encountered the problem of getting people to engage in this study, that 

is domain experts. Second, only ten participants out of forty that were recruited for this study 

eventually took part. Furthermore, the study is iterative in nature as it involves contacting the 

domain experts on several occasions. 

From the literature, the reasons behind domain experts’ unwillingness to participate in 

probability estimates elicitation session (probability encoding session) are listed below (in 

paragraph four of this section): Also, we have designed a questionnaire and sent it to those who 

have participated in probabilistic estimates elicitation session either as a domain expert or as a 

facilitator in order for them to share their experience in elicitation with us. Some of the reasons 

obtained from the literature and domain experts as to why domain experts do not like to 

participate in encoding process are enumerated below: 

 

An expert may know that he or she performs the task in simple, intuitive ways that, if revealed, 

would reduce the esteem others hold for him or her.   

The expert may not know how he/she performs that task and may be reluctant to express the 

uncertainty, thinking that experts are expected to be rational and articulate.  

The expert may believe that if his/her expertise can be captured in a computer, this might cause 

him/her to lose his/her job.  

The expert may think that a company is willing to invest the time and money to clone his or 

her expertise, to allow many more problems to be solved with the knowledge he or she has 

gained (Olson, 1987). 

 

Lack of previous experience in encoding process: Experts make predictions based on analogies 

to previously experienced process(es) (Cooke, 1985).  In this case, an expert who had not 

participated in an encoding process in the past, will not like to take part in an elicitation session.  

 

Failure to take responsibility for their estimates (De Finetti, 1974). An expert may not have 

confidence in providing estimates hence he or she may decline to provide probability 

distributions. 
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An expert would not like to participate in encoding sessions as a result of epistemic uncertainty 

due to lack of knowledge about the proportion of the population (Oakley, 2010). 

 

A domain expert would not like to participate in encoding sessions as a result of aleatory 

uncertainty due to randomly sampling of the proportion of the population (Oakley, 2010).  

 

Time: Experts are busy people, and their time is precious hence they may not like to participate 

in probabilistic encoding sessions as this may conflict with their personal/work schedule. 

 

Data Protection Act: Due to ethical issues about organisational data, an expert may decide to 

not provide probability distributions in order not to violate data protection act (The UK 

Department for Digital, 2018).  

Incentivisation: An expert might not like to participate in an encoding session if he or she feels 

that there is nothing for him or her to gain from the exercise (Deci, 2000).  

6.5  Suggestions for further research 

The researcher is with the opinion that all prospective researchers in this area should undertake 

the following for further investigation into the multidisciplinary research area which involves 

elicitation of causal structure and estimates of probabilities, and Bayesian network (BN) using 

student retention as an application area.  

1. The study should be replicated using more variables (nodes) and states.  

2. The study should be expanded to cover students at postgraduate level. 

3. In order to maintain the validity of the result of this research, this could be repeated 

at interval of 3 years.  
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APPENDICES 
 

 

Appendix 1: Questionnaire 1 (Impact of motivation on probabilistic estimates in 

an elicitation session) 

 

Dear Respondent, 

I am a researcher who is investigating the impact of motivation on probabilistic estimates in an 

elicitation session. The information gathered from this study will be used strictly for academic 

purposes and be kept confidential.  

 

Questions 

Instructions: 

(i) Could you provide your estimate (in percentage) for each of the following 

variables? 

(ii) You can skip questions and return back to them later. 

 

S/N  Question (%) 

1 If 88% of all adults go online while 87% of male adults also do so. Can you 

estimate the percentage of female adults that are likely to go online? 

 

2 98% of adults in the 16 to 24 years age group go online while 82% of adults 

in the 55 to 64 years age group also do so. Can you estimate the percentage of 

adults aged 75 and over that are likely to go online? 

 

3 73% of adults in the 25 to 34 years age belong to/use Facebook while 70% of 

those in the age group 55 to 64 years also belong to/use Facebook. Can you 

estimate the percentage of adults in the 45 to 54 years age group that are likely 

to belong to/use Facebook? 

 

4 67% of all adults go online using computers while 65% of female adults also 

do so. Can you estimate the percentage of male adults that are likely to go 

online using computers? 

 

5 88% of adults in the Skilled Working class (grade C2) socio-economic group 

use mobile phones to go online while 93% of adults in the Upper/Middle class 

(grade A or B) socio-economic group also use the same device to go online.    

Can you estimate the percentage of adults in the Lower Middle class (grade 

C1) socio-economic group that go online using mobile phones? 
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6 34% of adults aged 75 years and over go online to look for public services 

information on government sites such as gov.uk, ni.direct or HMRC while 

42% of adults in the 16 to 24 age group also do so. Can you estimate the 

percentage of adults in the 35 to 44 years age group that go online for the 

above purposes? 

 

7 33% of adults in the 16 to 24 years age group only use devices other than a 

computer to go online while 24% of adults in the 45 to 54 years age group 

also do so. Can you estimate the percentage of adults in the 25 to 34 years age 

group that only use devices other than a computer to go online? 

 

8 75% of adults in the 55 to 64 years age group go online to send or receive 

emails while 54% of adults aged 75 and over go online for the same purpose. 

Can you estimate the percentage of adults in the 65 to 74 years age group that 

go online to send or receive emails? 

 

9 20% of all adults in the Unskilled/Non-working class (grade D or E) socio-

economic group go online using non-smartphones while 17% in the Lower 

Middle class (grade C1) socio-economic group also use the same type of 

phone. Can you estimate the percentage of adults in the Upper/Middle class 

(grade A or B) socio-economic group that go online using non-smartphones? 

 

10 2% of adults in the Unskilled/Non-working class (grade D or E)                     

socio-economic group go online using a Smart TV set for gaming while 3% 

of the Lower Middle Class (grade C1) socio-economic group also do so. Can 

you estimate the percentage of adults in the Upper/Middle class (grade A or 

B) socio-economic group that are likely to go online using a Smart TV set for 

gaming? 

 

 

Many thanks for giving your invaluable time to complete this questionnaire.  

Yours sincerely, 

 

Gbolagade Kola Adegoke 

Doctoral Student. 
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Appendix 2: Questionnaire 2 (Impact of motivation on probabilistic estimates in 

an elicitation session) 

 

Dear Respondent, 

I am a researcher who is investigating the impact of motivation on probabilistic estimates in an 

elicitation session. The information gathered from this study will be used strictly for academic 

purposes and be kept confidential.  

Questions 

Instructions: 

(i) Could you provide your estimate (in percentage) for each of the following 

variables? 

(ii) You can skip questions and return back to them later. 

 

S/N  Question (%) 

1 89% of all adults use mobile phones to go online while 90% of female adults 

also do so. Can you estimate the percentage of male adults that are likely to go 

online using mobile phones? 

 

2 15% of adults in the 45 to 54 years age group belong to/use WhatsApp while  

23% of adults in the 35 to 44 years age group also belong to/use WhatsApp. 

Can you estimate the percentage of adults aged 65 and over that are likely to 

belong to/use WhatsApp? 

 

3 58% of all adults go online using tablets while 60% of male adults also do so. 

Can you estimate the percentage of female adults that are likely to go online 

using tablets? 

 

4 54% of adults in the 35 to 44 years age group use a Smart TV set to go online. 

Can you estimate the percentage of adults in the 25 to 34 years age group that 

are likely to go online using the same device? 

 

5 91% of adults in the Lower Middle class (grade C1) socio-economic group go 

online using a mobile phone while 84% of the Unskilled/Non-working class 

(grade D or E) socio-economic group also do so. Can you estimate the 

percentage of adults in the Skilled Working class (grade C2) socio-economic 

group that are likely to go online using the same device? 

 

6 83% of adults in the Upper/Middle class (grade A or B) socio-economic group 

go online using computers while 62% of Skilled Working Class (grade C2) 
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socio-economic group also do so. Can you estimate the percentage of adults in 

the Lower Middle class (grade C1) socio-economic group that are likely to go 

online using computers? 

7 62% of all adults in the 16 to 64 age group use tablets to go online while 68% 

of the adults in the same age group that go online using tablets belong to the 

Upper/Middle, Lower Middle or Skilled Working class (grade A, B, C1 or C2) 

socio-economic group. Can you estimate the percentage of adults in the 

Unskilled/Non-working class (grade D or E) socio-economic group that go 

online using tablets? 

 

8 76% of adults in the 16 to 24 years age group use smartphones to complete a 

form or application while 75% of adults in the 35 to 44 years age group also 

use smartphones to perform the same activity. Can you estimate the percentage 

of adults aged 65 and over that use smartphones to complete a form or 

application? 

 

9 18% of adults in the 65 to 74 years age group communicate via instant 

messaging e.g. Facebook chat, Skype chat and Snapchat while 41% of adults in 

the 45 to 54 years age group also communicate via the above instant messaging. 

Can you estimate the percentage of adults in the 55 to 64 years age group that 

communicate via the above instant messaging? 

 

10 15% of Skilled Working class (grade C2) socio-economic group make voice 

calls e.g. via FaceTime and Skype while 17% of adults in the Unskilled/Non-

working class (grade D or E) socio-economic group also do so. Can you 

estimate the percentage of adults in the Upper/Middle class (grade A or B) 

socio-economic group that make voice calls via the above means? 

 

 

Many thanks for giving your invaluable time to complete this questionnaire.  

Yours sincerely, 

 

Gbolagade Kola Adegoke 

Doctoral Student. 
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Appendix 3: Information Form (Impact of motivation on probabilistic estimates 

in an elicitation session) 

 

Project Title 

Impact of motivation on probabilistic estimates in an elicitation session. 

 

Invitation 

You are being invited to take part in a research study. Before you decide to participate in this 

study, it is important that you understand why the research is being done and what it will 

involve. Please take the time to read the following information carefully. Please ask the 

researcher if there is anything that is not clear or if you need more information. 

Project Summary 

The Preliminary research study aims to investigate the impact of motivation on probabilistic 

estimates in an elicitation session. The goal of an elicitation session is to obtain accurate 

probabilistic estimates from the participants. In this study, we are going to use series of 

probability questions.   

The study will involve eliciting probabilistic estimates on the Internet usage in the UK, using 

the questionnaires designed for this purpose.                                                                                                                     

The participants involved in the elicitation session will be students of the Staffordshire 

University, UK who will provide probabilistic estimates for the variables in Internet usage in 

the UK. It is envisaged that session will involve completion of questionnaires designed for this 

study. Sessions will involve a group of students.  

Evaluation of the elicitation session will be based on comparing the estimates  provided by the 

participants against the actual values in the survey data, in order to know how near the 

estimated values are, to the actual values. 

 

What rights do I have? 

• You may decide to stop being a part of the research study at any time or stage, without 

giving a reason. 

• You have the right to ask that any data you have supplied to that point be 

withdrawn/destroyed.   

• You have the right to omit or refuse to answer or respond to any question that you are 

asked. 

• You have the right to have your questions about the procedures answered. 

 

Thank you so much for your participation. 
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Yours sincerely, 

Gbolagade Kola Adegoke. 

Doctoral Student. 
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Appendix 4: Consent Form (Impact of motivation on probabilistic estimates in an 

elicitation session) 

 

 

Impact of motivation on probabilistic estimates in an elicitation session. 

             Please        

check box 

1.    I confirm that I have read and understand the information sheet for the 

above study and have had the opportunity to ask questions. 

 

 

2.    I understand that my participation is voluntary and that I am free to  

       withdraw at any time or stage, without giving a reason.  

 

 

 

3.    I agree to take part in the above study. 

 

 

4.    I would only like to participate by completing Questionnaires for the study. 

  

 

 

5.    I agree to the use of anonymised quotes in publications. 

 

 

                                     

Signature of Participant: ……………………………………………..Date ………………. 

 

Signature of Researcher: …………………………………………….Date ………………. 

 

Thank you so much for your participation. 

 

Yours sincerely, 

 

Gbolagade Kola Adegoke 

Doctoral Student. 
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Appendix 5: Ethical Approval (Impact of motivation on probabilistic estimates in 

an elicitation session) 
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Appendix 6: Questionnaire (Elicitation of Probability Estimates for Student 

Retention) 

 

Instructions: 

(i) Could you provide your estimate (in percentage) for each of the following rows? 

(ii) You can skip questions and return back to them later. 

 

 

      

SN 

Change in 

Circumstances 

Mode 

of 

Entry 

Academic 

Skills 

Academic 

Engagement 

Academic 

Progress 
Attendance 

Probability 

of being 

retained (%) 

1 True UTME Good Engaged Normal At least 75%  

2 True UTME Good Engaged Normal Less than 

75% 

 

3 True UTME Good Engaged Slow At least 75%  

4 True UTME Good Engaged Slow Less than 

75% 

 

5 True UTME Good Not engaged Normal At least 75%  

6 True UTME Good Not engaged Normal Less than 

75% 

 

7 True UTME Good Not engaged Slow At least 75%  

8 True UTME Good Not engaged Slow Less than 

75% 

 

9 True UTME Poor Engaged Normal At least 75%  

10 True UTME Poor Engaged Normal Less than 

75% 

 

11 True UTME Poor Engaged Slow At least 75%  

12 True UTME Poor Engaged Slow Less than 

75% 

 

13 True UTME  Poor Not engaged Normal At least 75%  

14 True UTME Poor Not engaged Normal Less than 

75% 

 

15 True UTME  Poor Not engaged Slow At least 75%  

16 True UTME Poor Not engaged Slow Less than 

75% 

 

17 True Direct 

entry 

Good Engaged Normal At least 75%  

18 True Direct 

entry 

Good Engaged Normal Less than 

75% 

 

19 True Direct 

entry 

Good Engaged Slow At least 75%  

20 True Direct 

entry 

Good Engaged Slow Less than 

75% 

 

21 True Direct 

entry 

Good Not engaged Normal At least 75%  

22 True Direct 

entry 

Good Not engaged Normal Less than 

75% 

 

23 True Direct 

entry 

Good Not engaged Slow At least 75%  

24 True Direct 

entry 

Good Not engaged Slow Less than 

75% 
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25 True Direct 

entry 

Poor Engaged Normal At least 75%  

26 True Direct 

entry 

Poor Engaged Normal Less than 

75% 

 

27 True Direct 

entry 

Poor Engaged Slow At least 75%  

28 True Direct 

entry 

Poor Engaged Slow Less than 

75% 

 

29 True Direct 

entry 

Poor Not engaged Normal At least 75%  

30 True Direct 

entry 

Poor Not engaged Normal Less than 

75% 

 

31 True Direct 

entry 

Poor Not engaged Slow At least 75%  

32 True Direct 

entry 

Poor Not engaged Slow Less than 

75% 

 

33 False UTME Good Engaged Normal At least 75%  

34 False UTME Good Engaged Normal Less than 

75% 

 

35 False UTME Good Engaged Slow At least 75%  

36 False UTME Good Engaged Slow Less than 

75% 

 

37 False UTME  Good Not engaged Normal At least 75%  

38 False UTME Good Not engaged Normal Less than 

75% 

 

39 False UTME Good Not engaged Slow At least 75%  

40 False UTME  Good Not engaged Slow Less than 

75% 

 

41 False UTME Poor Engaged Normal At least 75%  

42 False UTME Poor Engaged Normal Less than 

75% 

 

43 False UTME Poor Engaged Slow At least 75%  

44 False UTME Poor Engaged Slow Less than 

75% 

 

45 False UTME Poor Not engaged Normal At least 75%  

46 False UTME Poor Not engaged Normal Less than 

75% 

 

47 False UTME Poor Not engaged Slow At least 75%  

48 False UTME Poor Not engaged Slow Less than 

75% 

 

49 False Direct 

entry 

Good Engaged Normal At least 75%  

50 False Direct 

entry 

Good Engaged Normal Less than 

75% 

 

51 False Direct 

entry 

Good Engaged Slow At least 75%  

52 False Direct 

entry 

Good Engaged Slow Less than 

75% 

 

53 False Direct 

entry 

Good Not engaged Normal At least 75%  

54 False Direct 

entry 

Good Not engaged Normal Less than 

75% 

 

55 False Direct 

entry 

Good Not engaged Slow At least 75%  
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56 False Direct 

entry 

Good Not engaged Slow Less than 

75% 

 

57 False Direct 

entry 

Poor Engaged Normal At least 75%  

58 False Direct 

entry 

Poor Engaged Normal Less than 

75% 

 

59 False Direct 

entry 

Poor Engaged Slow At least 75%  

60 False Direct 

entry 

Poor Engaged Slow Less than 

75% 

 

61 False Direct 

entry 

Poor Not engaged Normal At least 75%  

62 False Direct 

entry 

Poor Not engaged Normal Less than 

75% 

 

63 False Direct 

entry 

Poor Not engaged Slow At least 75%  

64 False Direct 

entry 

Poor Not engaged Slow Less than 

75% 

 

 
 

    

 

 

    

   
 

       

Many thanks for giving your invaluable time to complete this questionnaire.  

Yours sincerely, 

 

Gbolagade Kola Adegoke 

Doctoral Student. 
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Appendix 7: Information Sheet for Domain Experts  (Elicitation of Probability Estimates for 

Student Retention) 

  
 

Title of Project: Bayesian Network for Predicting Student Retention Based on Expert Elicitation 

 

 

Researcher: Gbolagade Kola Adegoke 

 

You are being invited to take part in this research project titled “Bayesian Network for Predicting Student Retention 

Based on Expert Elicitation” which forms part of my PhD. Before you decide to participate in this study, it is 

important that you understand why the research is being done and what your participation will involve. Please take 

the time to read the following information carefully. Please ask me if there is anything that is not clear or if you 

would need more information. 

 

1. What is the purpose of the study? 

I would like to elicit a causal structure (a diagram that depicts topology of the nodes (variables) in the 

domain and their respective states/categories) in Student Retention domain as well as the estimates of 

probabilities (probability distributions) associated with the variables and states (categories) from you 

being an expert in this domain. The nodes (variables) and estimates of probabilities are needed for 

construction of a Bayesian network (BN), which is a combination of a diagram that depicts the topology 

of the nodes (variables) in the domain and their respective states/categories. The BN would be capable of 

predicting the percentage chance of a student remaining in the university the following academic session 

without dropping out. 

 

2.       Why have I been invited to take part? 

           

You have been invited to take part in this study because you are a domain expert in student retention 

domain, and we want to acquire knowledge from you about the domain. 

 

3. What will happen if I take part? 

  

This study will adopt the mixed methods approach. Elicitation of causal structure is qualitative in nature 

while elicitation of estimates of probabilities is quantitative in nature. You will be asked to topologically 

list the variables and states (categories) in student retention as well as to provide estimates of probabilities 

for the relationships between the variables. I would like to elicit the variables from you by conducting an 

interview in an elicitation session. The examples of questions you will be asked are; to topologically list 

all of the variables and states (categories) in the domain, the relationships between the variables, and the 

number of states (categories) that each variable consists of.  

 

The interview is expected to take the face-to-face format. The interview will last no more than one hour. 

Thereafter, you will be given a probability training that will guide you how to provide estimates of 

probabilities as well as how to avoid heuristics and biases while providing estimates of probabilities, the 

probability training will last no more than one hour as well. 
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Thereafter, you will be given a questionnaire into which you need to fill in your estimates of probabilities 

in form of percentages. You are expected to complete the questionnaire in the comfort of your home or 

office and make sure you send the completed questionnaire back to myself three (3) weeks after you have 

received it. 

 

You will be asked to provide the estimates of probabilities between those variables in form of percentages 

hence the nature of data you are expected to provide lie between 0% and 100%, e. g., 20%, 15%, 60%, 

etc. The percentages will serve as input data into the Bayesian network software that will predict the 

chance of a student remaining in the university the following academic session without dropping out. 

You are at the very least expected to complete 150 rows of the questionnaire. 

 

4.  Do I have to take part? 

 

No. It is up to you to decide whether or not you want to participate in this study. Once you have read the 

information sheet, please contact us if you have any questions that will help you make a decision about 

taking part. If you decide to take part, we will ask you to sign a consent form and you will be given a 

copy of this information sheet to keep. You are free to change your mind and withdraw without giving 

any reasons. 

 

5.   What are the possible risks of taking part? 

This study will take the questions and answers format as well as completion of questionnaire. It will not 

involve selection of participants' records / tissue or bodily samples. Also, it will not involve experimental 

group or control group.  For the purposes of ethical approval, we have completed the Research Ethics 

Proportionate Review form since the research raised only minimal ethical risk and it directly engaged 

human participants (that is, the student retention domain experts). 

 

6.  What are the possible benefits of taking part? 

 

The possible benefits of taking part in this study are: 

This project will benefit the university administrators as it will support their decisions in predicting the 

chance of a student remaining in university the following academic session without having to drop out. 

It ensures support systems are in place to enable students to remain at university and succeed. Student 

retention improves graduate rates, decreases loss of tuition revenue from students that either drop out or 

transfer to another institution, and brings reputation to an institution as well. 

Futhermore, this project will benefit students, their families as well as their communities as it will 

improve the lives of the students, the lives of their families as well as affording them the opportunity to 

make a positive contribution to their local community. It will also allow the students to achieve their full 

potential if they did not dropout of school.  

 

7.  Data handling and confidentiality 

 

Your data will be processed in accordance with the data protection law and will comply with the General 

Data Protection Regulation 2016 (GDPR).  
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8.  Data Protection Statement 

 

The data controller for this project will be Staffordshire University. The University will process your 

personal data for the purpose of the research outlined above. The legal basis for processing your personal 

data for research purposes under the data protection law is a ‘task in the public interest’ You can provide 

your consent for the use of your personal data in this study by completing the consent form that has been 

provided to you.  

 

9.  What if I change my mind about taking part? 

 

You are free to withdraw at any point of the study, without having to give a reason. Withdrawing from 

the study will not affect you in any way. You are able to withdraw your data from the study up to two 

weeks after your participation in the elicitations, after which withdrawal of your data will no longer be 

possible because the data would have been processed. 

 

If you choose to withdraw from the study, we will not retain any information that you have provided us 

as a part of this study.  

 

10.  How is the project being funded?  

 

This research is unfunded.  

 

 

11.  What will happen to the results of the study? 

 

The results of the study will be available after it finishes and will usually be published in a scientific 

journal and / or be presented at a scientific conference. The data will be anonymous and none of the 

participants involved in the study will be identifiable in any report or publication. 

 

12. Time commitment for this study 

The time commitment for this study is about 4.5 hours of your time. 

  

13.     Checking of the appropriate box for each of the items on the consent form 

Kindly check  the appropriate box for each of the items listed on the consent form. 

14.     Statement of pseudonym on the consent form 

Please fill in your desired pseudonym in the space provided on the consent form. 

 

15. Who should I contact for further information? 

 

If you have any questions or require more information about this study, please contact the researcher 

using the following contact details:  

 

 

Name: Gbolagade Kola Adegoke 

Doctoral Student 

 √ 
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Tel. number: +2348076524815 

Email: gbolagade.adegoke@research.staffs.ac.uk 

 

16.      What if I have further questions, or if something goes wrong? 

   

If this study has harmed, you in any way or if you wish to make a complaint about the conduct of the 

study you can contact the study supervisor or the Chair of the Staffordshire University Ethics Committee 

for further advice and information:  

 

Contact information:  

 

Chair, University Ethics Committee 

Dr Tim Horne                                                        

Cadman Building  

Staffordshire University  

College Road 

Stoke-on-Trent ST4 2DE  

Tel: +44 (0) 1782295722  

Email: tim.horne@staffs.ac.uk 

 

 

 

 

 

 

 

 

Thank you for taking the time to read this information sheet and for considering taking part in this 

research.



 

 

Appendix 8: Research Project Consent Form (Elicitation of Probability Estimates for 

Student Retention) 

 

 

Title of Project: Bayesian Network for Predicting Student Retention Based on Expert Elicitation 

 

Researcher: Gbolagade Kola Adegoke 

 

Kindly check the appropriate box for each of the items listed below and fill in your  

 

desired pseudonym in the space provided below as well. 

 

I have read and understood the information sheet.  

 

Yes 
 

No 
 

I have been given the opportunity to ask questions, and I have had any 

questions answered satisfactorily. 

 

Yes 
 

No 
 

I understand that my participation in this study is entirely voluntary and that I 

can withdraw at any time without having to give an explanation without this in 

any way affecting my treatment now or in the future. 

Yes 
 

No 
 

I would like to participate in this study by attending an interview (elicitation 

session) followed by completion of Questionnaire.  

Yes 
 

No 
 

I consent that data collected could be used for publication in scientific journals 

or could be presented in scientific forums (conferences, seminars, workshops) 

and understand that all data will be presented anonymously.  

Yes 
 

No 
 

I agree that data will only be used for this project titled “Bayesian Network for 

Predicting Student Retention Based on Expert Elicitation”, although the data 

may also be audited for quality control purposes. 

 

Yes 
 

No 
 

All data will be stored safely on a password protected computer (electronic 

data), or locked away securely (hard copies of data) for 10 years before being 

destroyed 

Yes 
 

No 
 

I understand that I can withdraw my consent from this study at any time, up to 

two weeks after I have participated in both elicitations without having to give 

an explanation, and this will also mean that my data is subject to removal from 

the project. 

 

My desired pseudonym is: ---------------------------------------------- 

 

Yes 
 

No 
 

I hereby give consent to take part in this study Yes 
 

No 
 

________________________ ________________ ____________________ 

Name of Participant (print) Date Signature 

 

 

Gbolagade Kola Adegoke                             ………………………                      ………………………. 

Doctoral Student                                 Date                               Signature                         
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√ 
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Appendix 9: Ethical Approval (Elicitation of Probability Estimates for Student Retention) 

 

 

 
 

School of Digital, Technologies and Arts 

ETHICAL APPROVAL FEEDBACK 
 

Researcher name: Gbolagade Kola Adegoke 

Title of Study: SU_21_148 Bayesian Network for Predicting Student Retention Based 
on Expert Elicitation 

Award Pathway: PhD 

Status of approval: Approved 

 

Your project proposal has been approved by the Ethics Panel and you may 

commence the implementation phase of your study. You should note that any 

divergence from the approved procedures and research method will invalidate any 

insurance and liability cover from the University. You should, therefore, notify the 

Panel of any significant divergence from this approved proposal. 

You should arrange to meet with your supervisor for support during the process of 

completing your study and writing your dissertation. 

When your study is complete, please send the ethics committee an end of study report. 

A template can be found on the ethics BlackBoard site. 

The Ethics Committee wish you well with your research. 

 

Signed: 
 

 

 
Prof. Elhadj Benkhelifa 
 
Chair of the Digital Technologies Ethics Panel 

Date: 3rd May 2022 
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Appendix 10 
 

 
Frequency Tables and their respective Bar Charts 

 
Table 5-1: Frequency table for the chance of a student being retained given: 
Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 
is good, Academic engagement is ‘engaged’, Academic progress is ‘normal’ 
and Attendance is 75% or more. 
 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 80 80.0 80.0 80.0 

Unretained 20 20.0 20.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above estimates as elicited 

from the domain experts in this study is displayed in Table 5-1 above. Results in Table      

5-1 show that this student has an 80% (0.8) chance of being retained and consequently 

complete his/her study therefore any student in this category is not at risk of being dropped 

out of university. Since total probability is 100% (1.0) therefore a student in this category 

has a 20% (0.2) chance of being dropped out of the university. The Figure 5-1 below is a 

visual representation of the Table 5-1 above. 
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Figure 5-1: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or more. 

His or her chance of being retained is 80%. The Figure 5-1 is a visual representation of the 

Table 5-1 above. 

 

Table 5-2: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘engaged’, Academic progress is ‘normal’ 

and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 65 65.0 65.0 65.0 

Unretained 35 35.0 35.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-2 above. Results 

in Table 5-2 show that this student has a 65% (0.65) chance of being retained and 

consequently complete his/her study therefore a student in this category is not at risk of 

being dropped out of university. Since total probability is 100% (1.0) therefore a student 

in this category has a 35% (0.35) chance of being dropped out of the university. The Figure 

5-2 below is a visual representation of  the Table 5-2 above. 
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Figure 5-2: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or more. 

His or her chance of being retained is 65%. The Figure 5-2 is a visual representation of the 

Table 5-2 above. 

 

Table 5-3: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘engaged’, Academic progress is ‘slow’ 

and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 55 55.0 55.0 55.0 

Unretained 45 45.0 45.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-3 above. Results 

in Table 5-3 show that this student has a 55% (0.55) chance of being retained and 

consequently complete his/her study therefore a student in this category is at risk of being 

dropped out of university. Since total probability is 100% (1.0) therefore a student in this 
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category has a 45% (0.45) chance of being dropped out of the university. The Figure 5-3 

below is a visual representation of  the Table 5-3 above. 

 

 

 

Figure 5-3: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 55%. The Figure 5-3 is a visual representation of the 

Table 5-3 above. 

 

Table 5-4: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘engaged’, Academic progress is ‘slow’ 

and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 32 32.0 32.0 32.0 

Unretained 68 68.0 68.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-4 above. Results 

in Table 5-4 show that this student has a 32% (0.32) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0) therefore a student in this category has a 68% (0.68) chance of being dropped 

out of the university. The Figure 5-4 below is a visual representation of the Table 5-4 above.  

 

 

 

Figure 5-4: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 32%. The Figure 5-4 is a visual representation of the 

Table 5-4 above. 

 

Table 5-5: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 
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 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 15 15.0 15.0 15.0 

Unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-5 above. Results 

in Table 5-5 show that this student has a 15% (0.15) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore a student in this category has an 85% (0.85) chance of being 

dropped out of the university. The Figure 5-5 below is a visual representation of the Table 

5-5 above.  

 

  

Figure 5-5: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above. His or her chance of being retained is 15%. The Figure 5-5 is a visual representation 

of  the Table 5-5 above. 
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Table 5-6: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 
 

 

 

 

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-6 above. Results 

in Table 5-6 show that this student has a 10% (0.1) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 90% (0.9) chance of being 

dropped out of the university. The Figure 5-6 below is a visual representation of the Table 

5-6 above.  

 

 

Figure 5-6: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is less than 
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 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 10 10.0 10.0 10.0 

unretained 90 90.0 90.0 100.0 

Total 100 100.0 100.0  
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75%. His or her chance of being retained is 10%. The Figure 5-6 is a visual representation 

of the Table 5-6 above. 

 

Table 5-7: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘unengaged’, Academic progress is ‘slow’ 

and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-7 above. Results 

in Table 5-7 show that this student has a 5% (0.05) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore a student in this category has a 95% (0.95) chance of being dropped 

out of the university. The Figure 5-7 below is a visual representation of the Table 5-7 above.  
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Figure 5-7: A Bar chart repressenting the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 5.0%. The Figure 5-7 is a visual representation of 

the Table 5-7 above. 

 

Table 5-8: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is good, Academic engagement is ‘unengaged’, Academic progress is ‘slow’ 

and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-8 above. Results 

in Table 5-8 show that this student has a 5% (0.05) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore a student in this category has a 95% (0.95) chance of being dropped 

out of the university. The Figure 5-8 below is a visual representation of the Table 5-8 above.  
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Figure 5-8: A Bar chart repressenting the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 5.0%. The Figure 5-8 is a visual representation of  

the Table 5-8 above. 

 

Table 5-9: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is poor, Academic engagement is ‘engaged’, Academic progress is ‘normal’ 

and Attendance is 75% or more. 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 70 70.0 70.0 70.0 

unretained 30 30.0 30.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-9 above. Results 

in Table 5-9 show that this student has a 70% (0.7) chance of being retained and 

consequently complete his/her study therefore any student in this category is not at risk of 

being dropped out of university. Since total probability is 100% (1.0), therefore any student 

in this category has a 70% (0.7) chance of being dropped out of the university. The Figure 

5-9 below is a visual representation of the Table 5-9 above.  
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Figure 5-9: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or more. 

His or her chance of being retained is 70%. The Figure 5-9 is a visual representation of the 

Table 5-9 above. 

 

Table 5-10: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is poor, Academic engagement is ‘engaged’, Academic progress is ‘normal’ 

and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 55 55.0 55.0 55.0 

unretained 45 45.0 45.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-10 above. Results 

in Table 5-10 show that this student has a 55% (0.55) chance of being retained and 

consequently complete his/her study therefore any student in this category is at risk of 
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being dropped out of university. Since total probability is 100% (1.0) therefore any student 

in this category has a 45% (0.45) chance of being dropped out of the university. The Figure 

5-10 below is a visual representation of the Table 5-10 above.  

 

Figure 5-10: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is less than 75%. 

His or her chance of being retained is 55%. The Figure 5-10 is a visual representation of 

the Table 5-10 above. 
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Table 5-11: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is poor, Academic engagement is ‘engaged’, Academic progress is ‘slow’ 

and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 60 60.0 60.0 60.0 

unretained 40 40.0 40.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-11 above. Results 

in Table 5-11 show that this student has a 60% (0.6) chance of being retained and 

consequently complete his/her study therefore any student in this category is not at risk of 

being dropped out of university. Since total probability is 100% (1.0) therefore any student 

in this category has a 40% (0.40) chance of being dropped out of the university. The Figure 

5-11 below is a visual representation of the Table 5-11 above.  
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Figure 5-11: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 60%.  The Figure 5-11 is a visual representation of 

the Table 5-11 above. 

 

Table 5-12: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is ‘UTME’, Academic skills 

is poor, Academic engagement is ‘engaged’, Academic progress is ‘slow’ 

and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 55 55.0 55.0 55.0 

unretained 45 45.0 45.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-12 above. Results 

in Table 5-12 show that this student has a 55% (0.55) chance of being retained and 

consequently complete his/her study therefore any student in this category is at risk of 

being dropped out of university. Since total probability is 100% (1.0) therefore any student 

in this category has a 45% (0.45) chance of being dropped out of the university. The Figure 

5-12 below is a visual representation of  the Table 5-12 above. 
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Figure 5-12: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is ‘UTME’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 55%.  The Figure 5-12 is a visual representation of 

the Table 5-12 above. 

 

Table 5-13: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘UTME’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is 75% or more. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-13 above. Results 
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in Table 5-13 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 80% (0.8) chance of being 

dropped out of the university. The Figure 5-13 below is a visual representation of the Table 

5-13 above.  

 

Figure 5-13: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or more. His or her chance of being retained is 20%. The Figure 5-13 is a visual 

representation of the Table 5-13 above. 
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Table 5-14: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘UTME’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-14 above. Results 

in Table 5-14 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 85% (0.85) chance 

of being dropped out of the university. The Figure 5-14 below is a visual representation of 

the Table 5-14 above. 
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Figure 5-14: Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

less than 75%. His or her chance of being retained is 15%. The Figure 5-14 is a visual 

representation of the Table 5-14 above. 

 

Table 5-15: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘UTME’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-15 above. Results 

in Table 5-15 show that this student has a 5% (0.95) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore a student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-15 below is a visual representation of the Table 

5-15 above.  
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Figure 5-15: Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. His or her chance of being retained is 5%. The Figure 5-15 is a visual 

representation of the Table 5-15 above. 

 

Table 5-16: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘UTME’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-16 above. Results 

in Table 5-16 show that this student has a 5% (0.95) chance of being retained therefore a 

student in this category is at risk of being dropped out of university. Since total probability 
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is 100% (1.0), therefore a student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-16 below is a visual representation of the Table 

5-16 above.  

 

 

Figure 5-16: Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is less 

than 75%. His or her chance of being retained is 5%.. The Figure 5-16 is a visual 

representation of the Table 5-16 above. 

 

Table 5-17: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 90 90.0 90.0 90.0 

unretained 10 10.0 10.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-17 above. Results 

in Table 5-17 show that this student has a 90% (0.0) chance of being retained therefore any 

student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore a student in this category has a 10% (0.1) chance of 

being dropped out of the university. The Figure 5- 17 below is a visual representation of 

the Table 5-17 above.  

 

Figure 5-17: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above. 

His or her chance of being retained is 90%.  The Figure 5-17 is a visual representation of 

the Table 5-17 above. 
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Table 5-18: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 75 75.0 75.0 75.0 

unretained 25 25.0 25.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-18 above. Results 

in Table 5-18 show that this student has a 75% (0.75) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore a student in this category has a 25% (0.25) chance of 

being dropped out of the university.  The Figure 5-18 below is a visual representation of 

the Table 5-18 above.  
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Figure 5-18: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is less than 75%. 

His or her chance of being retained is 75%.  The Figure 5-18 is a visual representation of 

the Table 5-18 above. 

 

Table 5-19: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 65 65.0 65.0 65.0 

unretained 35 35.0 35.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-19 above. Results 

in Table 5-19 show that this student has a 65% (0.65) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore a student in this category has a 35% (0.35) chance of 

being dropped out of the university.  The Figure 5-19 below is a visual representation of 

the Table 5-19 above.  
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Figure 5-19: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 65%.  The Figure 5-19 is a visual representation of 

the Table 5- 19 above. 

 

Table 5-20: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 45 45.0 45.0 45.0 

unretained 55 55.0 55.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-20 above. Results 

in Table 5-20 show that this student has a 45% (0.45) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 55% (0.55) chance 

of being dropped out of the university. The Figure 5-20 below is a visual representation of 

the Table 5-20 above.  

 

 

Figure 5-20: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 45%. The Figure 5-20 is a visual representation of 

the Table 5-20 above. 
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Table 5-21: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-21 above. Results 

in Table 5-21 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 20% (0.2) chance of being 

dropped out of the university. The Figure 5-21 below is a visual representation of the Table 

5-21 above.  
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Figure 5-21: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above. His or her chance of being retained is 20%. The Figure 5-21 is a visual 

representation of the Table 5-21 above. 

 

Table 5-22: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-22 above. Results 

in Table 5-22 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 85% (0.85) chance 

of being dropped out of the university. The Figure 5-22 below is a visual representation of 

the Table 5-22 above.  
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Figure 5-22: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is less than 

75%. His or her chance of being retained is 15%.  The Figure 5-22 is a visual representation 

of the Table 5-22 above. 

 

Table 5-23: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-23 above. Results 

in Table 5-23 show that this student has a 5% (0.95) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-23 below is a visual representation of the Table 

5-23 above.  

 

 

Figure 5-23: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 5%. The Figure 5-23 is a visual representation of the 

Table 5-23 above. 
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Table 5-24: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-24 above. Results 

in Table 5-24 show that this student has a 0% (0.0) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-24 below is a visual representation of  the Table 

5-24 above. 
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Figure 5-24: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is good, Academic 

engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 5%. The Figure 5-24 is a visual representation of the 

Table 5-24 above. 

 

Table 5-25: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 75 75.0 75.0 75.0 

unretained 25 25.0 25.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-s25 above. Results 

in Table 5-25 show that this student has a 75% (0.75) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 25% (0.25) chance 

of being dropped out of the university. The Figure 5-25 below is a visual representation of 

the Table 5-25 above.  
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Figure 5-25: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% or above. 

His or her chance of being retained is 75%.  The Figure 5-25 is a visual representation of 

the Table 5-25 above. 

 

Table 5-26: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 65 65.0 65.0 65.0 

unretained 35 35.0 35.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-26 above. Results 
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in Table 5-26 show that this student has a 65% (0.65) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 35% (0.35) chance 

of being dropped out of the university. The Figure 5-26 below is a visual representation of 

the Table 5-26 above.  

 

 

Figure 5-26: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is less than 75%. 

His or her chance of being retained is 65%.  The Figure 5-26 is a visual representation of 

the Table 5-26 above. 
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Table 5-27: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 40 40.0 40.0 40.0 

unretained 60 60.0 60.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-27 above. Results 

in Table 5-27 show that this student has a 40% (0.4) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 60% (0.6) chance of being 

dropped out of the university. The Figure 5-27 below is a visual representation of the Table 

5-27 above.  
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Figure 5-27: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% or above. 

His or her chance of being retained is 40%. The Figure 5-27 is a visual representation of 

the Table 5-27 above. 

 

Table 5-28: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 30 30.0 30.0 30.0 

unretained 70 70.0 70.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-28 above. Results 

in Table 5-28 show that this student has a 30% (0.3) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 70% (0.7) chance of being 

dropped out of the university.  The Figure 5-28 below is a visual representation of the Table 

5-28 above.  
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Figure 5-28: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less than 75%. 

His or her chance of being retained is 30%.  The Figure 5-28 is a visual representation of 

the Table 5-28 above. 

 

Table 5-29: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-29 above. Results 
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in Table 5-29 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 80% (0.8) chance of being 

dropped out of the university. The Figure 5-29 below is a visual representation of the Table 

5-29 above.  

Figure 5-29: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above. His or her chance of being retained is 20%. The Figure 5-29 is a visual 

representation of the Table 5- 29 above. 

Table 5-30: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  



 

285 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-30 above. Results 

in Table 5-30 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 85% (0.85) chance 

of being dropped out of the university.  The Figure 5-30 below is a visual representation of 

the Table 5-30 above.  

 

Figure 5-30: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is less than 

75%. His or her chance of being retained is 15%.  The Figure 5-30 is a visual representation 

of the Table 5-30 above. 
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Table 5-31: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-31 above. Results 

in Table 5-31 show that this student has a 5% (0.95) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-31 below is a visual representation of the Table 

5-31 above.  

 

 

 

Figure 5-31: Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 
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engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 75% or 

above. His or her chance of being retained is 5%.  The Figure 5-31 is a visual representation 

of the Table 5-31 above. 

 

Table 5-32: Frequency table for the chance of a student being retained given: 

Change in circumstances is true, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-32 above. Results 

in Table 5-32 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 95% (0.95) chance of being 

dropped out of the university.  The Figure 5-32 below is a visual representation of the Table 

5-32 above.  
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Figure 5-32: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is true, Mode of entry is through ‘DE’, Academic skills is poor, Academic 

engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is less than 

75%. His or her chance of being retained is 5%.  The Figure 5-32 is a visual representation 

of the Table 5-32 above. 

 

Table 5-33: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘engaged’, Academic 

progress is ‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 90 90.0 90.0 90.0 

unretained 10 10.0 10.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-33 above. Results 

in Table 5-33 show that this student has a 95% (0.95) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 
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probability is 100% (1.0), therefore any student in this category has a 5% (0.05) chance of 

being dropped out of the university.  The Figure 5-33 below is a visual representation of 

the Table 5-33 above.  

 

 

Figure 5-33: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above. His or her chance of being retained is 90%. The Figure 5-33 is a visual 

representation of the Table 5-33 above. 
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Table 5-34: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘engaged’, Academic 

progress is ‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 75 75.0 75.0 75.0 

unretained 25 25.0 25.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-34 above. Results 

in Table 5-34 show that this student has a 75% (0.75) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 25% (0.25) chance 

of being dropped out of the university.  The Figure 5-34 below is a visual representation of 

the Table 5-34 above.   
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Figure 5-34: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is less 

than 75%. His or her chance of being retained is 75%. The Figure 5-34 is a visual 

representation of the Table 5-34 above. 

 

Table 5-35: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘engaged’, Academic 

progress is ‘slow’ and Attendance is 75% or above. 

 

 

 

 

 

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-35 above. Results 

in Table 5-35 show that this student has a 45% (0.45) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 55% (0.55) chance 

of being dropped out of the university.  The Figure 5-35 below is a visual representation of  

the Table 5-35 above. 

 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 45 45.0 45.0 45.0 

unretained 55 55.0 55.0 100.0 

Total 100 100.0 100.0  
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Figure 5-35: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above. His or her chance of being retained is 45%. The Figure 5-35 is a visual 

representation of the Table 5-35 above. 

 

Table 5-36: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘engaged’, Academic 

progress is ‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 37 37.0 37.0 37.0 

unretained 63 63.0 63.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-36 above. Results 
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in Table 5-36 show that this student has a 37% (0.37) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 63% (0.63) chance 

of being dropped out of the university. The Figure 5-36 below is a visual representation of 

the Table 5-36 above.   

 

Figure 5-36: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less 

than 75%. His or her chance of being retained 37%. The Figure 5-36 is a visual 

representation of the Table 5-36 above. 
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Table 5-37: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘unengaged’, Academic 

progress is ‘normal’ and Attendance is 75% or above. 

 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-37 above. Results 

in Table 5-37 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 80% (0.8) chance of being 

dropped out of the university. The Figure 5-37 below is a visual representation of the Table 

5-37 above.   
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Figure 5-37: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above. His or her chance of being retained 20%. The Figure 5-37 is a visual 

representation of the Table 5-37 above. 

 

Table 5-38: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘unengaged’, Academic 

progress is ‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-38 above. Results 

in Table 5-38 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has 85% (0.85) chance of 

being dropped out of the university.  The Figure 5-38 below is a visual representation of 

the Table 5-38 above.   
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Figure 5-38: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. His or her chance of being retained 15%. The Figure 5-38 is a visual 

representation of the Table 5-38 above. 

 

Table 5-39: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘unengaged’, Academic 

progress is ‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-39 above. Results 
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in Table 5-39 show that this student has a 5% (0.0) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-39 below is a visual representation of the Table 

5-39 above.   

 

 

 

Figure 5-39: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. His or her chance of being retained is 5%. The Figure 5-39 is a visual 

representation of the Table 5-39 above. 

 

Table 5-40: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is good, Academic engagement is ‘unengaged’, Academic 

progress is ‘slow’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-40 above. Results 

in Table 5-40 show that this student has a 5% (0.95) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-40 below is a visual representation of the Table 

5-40 above.   

 

 

Figure 5-40: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. His or her chance of being retained is 5%. The Figure 5-40 is a visual 

representation of the Table 5-40 above. 

 

Table 5-41: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘engaged’, Academic 

progress is ‘normal’ and Attendance is 75% or above. 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 83 83.0 83.0 83.0 

unretained 17 17.0 17.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-41 above. Results 

in Table 5-41 show that this student has a 83% (0.83) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has 17% (0.17) chance of 

being dropped out of the university.  The Figure 5-41 below is a visual representation of 

the Table 5-41 above.   

 

Figure 5-41: Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above. His or her chance of being retained is 83%. The Figure 5-41 is a visual 

representation of the Table 5-41 above. 
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Table 5-42: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘engaged’, Academic 

progress is ‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 75 75.0 75.0 75.0 

unretained 25 25.0 25.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-42 above. Results 

in Table 5-42 show that this student has a 75% (0.75) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 25% (0.25) chance 

of being dropped out of the university. The Figure 5-42 below is a visual representation of  

the Table 5-42 above. 
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Figure 5-42: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. His or her chance of being retained is 75%. The Figure 5-42 is a visual 

representation of the Table 5-42 above.   

 

Table 5-43: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘engaged’, Academic 

progress is ‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 35 35.0 35.0 35.0 

unretained 65 65.0 65.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-43 above. Results 

in Table 5-43 show that this student has a 35% (0.35) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 65% (0.65) chance 

of being dropped out of the university. The Figure 5-43 below is a visual representation of 

the Table 5-43 above.   
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Figure 5-43: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is ‘false’, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above. His or her chance of being retained is 35%. The Figure 5-43 is a visual 

representation of the Table 5-43 above. 

 

Table 5-44: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘engaged’, Academic 

progress is ‘slow’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 30 30.0 30.0 30.0 

unretained 70 70.0 70.0 100.0 

Total 100 100.0 100.0  

 



 

303 

The frequency table for the estimates of probabilities for the above conditional probability 

sas elicited from the domain experts in this study is displayed in Table 5-44 above. Results 

in Table 5-44 show that this student has a 30% (0.3) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 70% (0.7) chance of being 

dropped out of the university. The Figure 5-44 below is a visual representation of the Table 

5-44 above.   

 

 

Figure 5-44: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is ‘poor’, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%. His or her chance of being retained is 30%.   The Figure 5-44 is a visual representation 

of the Table 5-44 above. 
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Table 5-45: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘unengaged’, Academic 

progress is ‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-45 above. Results 

in Table 5-45 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 85% (0.85) chance 

of being dropped out of the university. The Figure 5-45 below is a visual representation of 

the Table 5-45 above.   
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Figure 5-45: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above. His or her chance of being retained is 15%. The Figure 5-45 is a visual 

representation of the Table 5-45 above. 

 

Table 5-46: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘unengaged’, Academic 

progress is ‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 10 10.0 10.0 10.0 

unretained 90 90.0 90.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-46 above. Results 

in Table 5-46 show that this student has a 10% (0.1) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 90% (0.9) chance of being 

dropped out of the university. The Figure 5-46 below is a visual representation of the Table 

5-46 above.   
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Figure 5-46: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. His or her chance of being retained is 10%. The Figure 5-46 is a visual 

representation of the Table 5-46 above. 

 

Table 5-47: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘unengaged’, Academic 

progress is ‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-47 above. Results 
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in Table 5-47 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-47 below is a visual representation of the Table 

5-47 above.   

 

 

Figure 5-47: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. His or her chance of being retained is 5%. The Figure 5-47 is a visual 

representation of the Table 5-47 above. 

 

Table 5-48: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘UTME’, 

Academic skills is poor, Academic engagement is ‘unengaged’, Academic 

progress is ‘slow’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-48 above. Results 

in Table 5-48 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university.  The Figure 5-48 below is a visual representation of the Table 

5-48 above.   

 

 

Figure 5-48: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘UTME’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. His or her chance of being retained is 5%. The Figure 5-48 is a visual 

representation of the Table 5-48 above. 
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Table 5-49: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 95 95.0 95.0 95.0 

unretained 5 5.0 5.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-49 above. Results 

in Table 5-49 show that this student has a 95% (0.95) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 5% (0.05) chance of 

being dropped out of the university. The Figure 5-49 below is a visual representation of the 

Table 5-49 above.   

 

 

Figure 5-49: Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 75% 

or above. His or her chance of being retained is 95%. The Figure 5-49 is a visual 

representation of the Table 5-49 above. 
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Table 5-50: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 90 90.0 90.0 90.0 

unretained 10 10.0 10.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-50 above. Results 

in Table 5-50 show that this student has a 90% (0.9) chance of being retained therefore any 

student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 10% (0.1) chance of 

being dropped out of the university. The Figure 5-50 below is a visual representation of the 

Table 5-50 above.   
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Figure 5-50: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. His or her chance of being retained is 90%. The Figure 5-50 is a visual 

representation of the Table 5-50 above. 

 

Table 5-51: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 45 45.0 45.0 45.0 

unretained 55 55.0 55.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-51 above. Results 

in Table 5-51 show that this student has a 45% (0.45) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 55% (0.55) chance 

of being dropped out of the university. The Figure 5-51 below is a visual representation of 

the Table 5-51 above.   
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Figure 5-51: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75%. 

or above. His or her chance of being retained is 45%. The Figure 5-51 is a visual 

representation of the Table 5-51 above. 

 

Table 5-52: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 40 40.0 40.0 40.0 

unretained 60 60.0 60.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-52 above. Results 
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in Table 5-52 show that this student has a 40% (0.4) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 60% (0.56) chance of being 

dropped out of the university. The Figure 5-52 below is a visual representation of the Table 

5-52 above.   

 

Figure 5-52: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is below 

75%. His or her chance of being retained is 40%. The Figure 5-52 is a visual representation 

of the Table 5-52 above. 
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Table 5-53: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 25 25.0 25.0 25.0 

unretained 75 75.0 75.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-3 above. Results 

in Table 5-53 show that this student has a 25% (0.25) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 75% (0.75) chance 

of being dropped out of the university. The Figure 5-53 below is a visual representation of 

the Table 5-53 above.  
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Figure 5-53: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above. His or her chance of being retained is 25%. The Figure 5-53 is a visual 

representation of the Table 5-53 above. 

 

Table 5-54: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-54 above. Results 

in Table 5-54 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 80% (0.8) chance of being 

dropped out of the university. The Figure 5-54 below is a visual representation of the Table 

5-54 above.   
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Figure 5-54: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

below 75%. His or her chance of being retained is 20%. The Figure 5-54 is a visual 

representation of the Table 5-54 above. 

 

Table 5-55: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-55 above. Results 

in Table 5-55 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 
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dropped out of the university. The Figure 5-55 below is a visual representation of the Table 

5-55 above. 

 

 

 

Figure 5-55: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. His or her chance of being retained is 5%. The Figure 5-55 is a visual 

representation of the Table 5-55 above. 

 

Table 5-56: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is good, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-56 above. Results 
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in Table 5-56 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-56 below is a visual representation of the Table 

5-56 above.   

 

 

 

Figure 5-56: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. His or her chance of being retained is 5%. The Figure 5-56 is a visual 

representation of  the Table 5-56 above. 

 

Table 5-57: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

Valid retained 75 75.0 75.0 75.0 

unretained 25 25.0 25.0 100.0 

Total 100 100.0 100.0  

 

0

10

20

30

40

50

60

70

80

90

100

retained unretained

Fr
eq

u
en

cy



 

319 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-57 above. Results 

in Table 5-57 show that this student has a 75% (0.75) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 25% (0.25) chance 

of being dropped out of the university. The Figure 5-57 below is a visual representation of 

the Table 5-57 above.   

 

Figure 5-57: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is good, 

Academic engagement is ‘engaged’, Academic progress is ‘normal and Attendance is 75% 

or above. His or her chance of being retained is 75%. The Figure 5-57 is a visual 

representation of the Table 5-57 above. 
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Table 5-58: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘normal’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 65 65.0 65.0 65.0 

unretained 35 35.0 35.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-58 above. Results 

in Table 5-58 show that this student has a 65% (0.65) chance of being retained therefore 

any student in this category is not at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 35% (0.35) chance 

of being dropped out of the university. The Figure 5-58 below is a visual representation of 

the Table 5-58 above.   
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Figure 5-58: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘normal’ and Attendance is less 

than 75%. His or her chance of being retained is 65%. The Figure 5-58 is a visual 

representation of the Table 5-58 above. 

 

Table 5-59: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 35 35.0 35.0 35.0 

unretained 65 65.0 65.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-59 above. Results 

in Table 5-59 show that this student has a 35% (0.35) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 65% (0.65) chance 

of being dropped out of the university. The Figure 5-59 below is a visual representation of 

the Table 5-59 above.   
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Figure 5-59: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is 75% 

or above. His or her chance of being retained is 35%. The Figure 5-59 is a visual 

representation of the Table 5-59 above. 

 

Table 5-60: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘engaged’, Academic progress is 

‘slow’ and Attendance is less than 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 30 30.0 30.0 30.0 

unretained 70 70.0 70.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-60 above. Results 
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in Table 5-60 show that this student has a 30% (0.3) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 70% (0.7) chance of being 

dropped out of the university. The Figure 5-60 below is a visual representation of the Table 

5-60 above.   

 

 

Figure 5-60: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘engaged’, Academic progress is ‘slow’ and Attendance is less 

than 75%. His or her chance of being retained is 30%. The Figure 5-60 is a visual 

representation of  the Table 5-60 above. 

 

Table 5-61: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid Retained 20 20.0 20.0 20.0 

unretained 80 80.0 80.0 100.0 

Total 100 100.0 100.0  
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The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-61 above. Results 

in Table 5-61 show that this student has a 20% (0.2) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a 80% (0.8) chance of being 

dropped out of the university. The Figure 5-61 below is a visual representation of the Table 

5-61 above.   

 

 

Figure 5-61: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 

75% or above. His or her chance of being retained is 20%. The Figure 5-61 is a visual 

representation of the Table 5-61 above. 
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Table 5-62: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘normal’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 15 15.0 15.0 15.0 

unretained 85 85.0 85.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-62 above. Results 

in Table 5-62 show that this student has a 15% (0.15) chance of being retained therefore 

any student in this category is at risk of being dropped out of university. Since total 

probability is 100% (1.0), therefore any student in this category has a 85% (0.85) chance 

of being dropped out of the university. The Figure 5-62 below is a visual representation of 

the Table 5-62 above.   

 

Figure 5-62: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘normal’ and Attendance is 
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below 75%. His or her chance of being retained is 15%. The Figure 5-62 is a visual 

representation of the Table 5-62 above. 

 

Table 5-63: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is 75% or above. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-63 above. Results 

in Table 5-63 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-63 below is a visual representation of the Table 

5-63 above.   
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Figure 5-63: Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

75% or above. His or her chance of being retained is 5%. The Figure 5-63 is a visual 

representation of the Table 5-63 above. 

 

Table 5-64: Frequency table for the chance of a student being retained given: 

Change in circumstances is false, Mode of entry is through ‘DE’, Academic 

skills is poor, Academic engagement is ‘unengaged’, Academic progress is 

‘slow’ and Attendance is below 75%. 

 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid retained 5 5.0 5.0 5.0 

unretained 95 95.0 95.0 100.0 

Total 100 100.0 100.0  

 

The frequency table for the estimates of probabilities for the above conditional probability 

as elicited from the domain experts in this study is displayed in Table 5-64 above. Results 

in Table 5-64 show that this student has a 5% (0.05) chance of being retained therefore any 

student in this category is at risk of being dropped out of university. Since total probability 

is 100% (1.0), therefore any student in this category has a has a 95% (0.95) chance of being 

dropped out of the university. The Figure 5-64 below is a visual representation of the Table 

5-64 above. 
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Figure 5-64: A Bar chart representing the chance of a student being retained given: Change 

in circumstances is false, Mode of entry is through ‘DE’, Academic skills is poor, 

Academic engagement is ‘unengaged’, Academic progress is ‘slow’ and Attendance is 

below 75%. His or her chance of being retained is 5%. The Figure 5-64 is a visual 

representation of the Table 5-64 above. 
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