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Many sectors in aerial transportation use unmanned aircraft vehicles (UAVs) extensively. This becomes even 
more challenging in complex environments where not only it is required to avoid obstacles, but it also must be 
maintained for a prolonged period of time. This paper presents a novel approach to increase UAV autonomy 
through safe and efficient flight trajectory design. An optimization problem is formulated with external and 
internal safety constraints, and traversing collision free paths. The proposed work offers an energy efficient RRT 
algorithm, which is used to assess multiple trajectory alternatives. The simulation results cofirm the achieved 
performance in finding the optimal energy path while obeying to the safety constraint. The data and performance 
metrics, show the system operated in a safe and energy efficient manner. This work provides a unfied framework 
for UAV trajectory planning that guarantees a trade-off between safety and energy efficiency.

1. Introduction

Unmanned Aircraft Vehicles (UAVs) play a critical role in modern 
aerial transportation, offering versatile applications across industries 
such as logistics, surveillance, and disaster management. However, their 
operation in complex environments presents unique challenges, includ

ing the need to avoid obstacles and ensure prolonged, efficient opera

tion. These challenges are particularly pronounced in scenarios requir

ing both safety and energy efficiency. This paper focuses on addressing 
these issues by proposing a novel approach to UAV trajectory design 
that optimizes flight paths to achieve a balance between safety and en

ergy consumption. UAVs are also able to work where humans might 
be reluctant or even unable to go. Hence, they are breathing new life 
into many different forms of our everyday work. UAVs have been found 
particularly effective in facility inspection [1]; without UAVs, human 
inspectors may have to climb to great heights or use expensive equip

ment to assess the structural integrity of bridges, tall buildings, and other 
critical infrastructure. UAVs, being multi-faceted sensor platforms [2] 
fitted with thermal imaging cameras and GPS (Global positioning sys

tem) enable rapid searches for hunting persons in remote or disaster-hit 
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areas. These features significantly reduce response time and increase 
the likelihood of a successful rescue. Also UAVs that are used in aerial 
transportation are mainly highlighted with respect to its application as 
a means of transportation of medical devices, food supply and other 
necessary resources to remote locations [3]. The fact that these systems 
are designed and operated with a wide range of characteristics has also 
contributed to their versatility. Because they are able to take off and 
land vertically, hover in place and fly through narrow rooms [4]; which 
means, their low cost and ability to fit in diverse payloads makes them 
scalable and amenable to mass adoption and since then they are used 
in several application segments, right from agriculture to defense & lo

gistics to mining & monitoring the environment. They do however pose 
many technical challenges when trying to navigate UAVs through com

plex environments with a high level of clutter. The advanced navigation 
capability is one of the fundamental UAV requirements in such environ

ment [5]. Obstacle detection and avoidance is critical for safe navigation 
in autonomous agents, particularly in dynamic and unpredictable envi

ronments where the position and behavior of obstacles may change in 
the way that the agent could not have accounted for in advance. Au

tonomous vehicles use a combination of different classes of advanced 
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sensors such as LiDAR (Light Detection and Ranging) [6], ultrasonic sen

sors [7], and cameras [8], along with algorithms that help in obstacle 
detection and avoidance. Apart from planning the collision-free move

ment, UAVs need to go through the process of generating a feasible path 
and trajectory based on task performance requirements. Example of a 
use case could be structural inspections, where the UAV may need to 
hover as still as possible at certain angles and distances from the target 
to log detailed data [9]. Modern UAVs are characterized by advanced 
controls systems due to their challenge of complexity and uncertainty 
and adaptive systems being designed [10], which allow them to operate 
successfully in dynamic environments. Throttle settings, yaw, roll and 
pitch are three axes for which more advanced stabilization algorithms 
can respond to quick changes in inertia due to forces like turbulence, 
wind shear, etc. Drones that have a weather insulation casing and are 
coated with water-repellant offer relatively good operation in wet con

ditions as well. This adds a degree of redundancy to the motors as in 
multi-rotor drone, if one motor fails due to the mechanical or operat

ing condition, the UAV is still fit to fly and can complete the mission. 
From real-time weather sensors to predictive AI models [11], emerg

ing technologies are increasingly giving UAVs advanced environmental 
adaptability and allowing them to operate more safely and reliably in 
complex scenarios.

Aerial energy efficiency is definitely essential in the way of the UAV 
flight duration distance range and task adding success [12]. Most UAVs 
are battery-driven, and while such technology is already highly devel

oped, it can indeed pose a problem being constrained by the energy 
density achievable by commercial battery series. These limitations are 
problematic for long-duration flights or missions in computed cluttered 
environments where speed, altitude and trajectory have to be updated 
frequently to avoid hazards. These maneuvers result in a higher energy 
demand and a worse flight endurance and mission effectiveness of the 
UAV. In pursuit of this goal, researchers and engineers are develop

ing energy-e˙icient navigation patterns oriented on the particularities 
of UAV needs [13][14]. New Improved algorithms, encoded to discern 
the least-cost path, considering everything from wind conditions to hin

drances and elevations. UAVs are also designed for hovering maneu

vers to enable them to perform stationary operations like inspections or 
surveillance with the least amount of energy consumption [1]. The po

tential of energy harvesting techniques as an innovative way to increase 
UAV flight durations is mentioned in [15]. UAV frames can be embedded 
with solar panels which can be used to harvest solar energy when UAV 
needs to operate in day. For example, UAV energy harvesting methods 
involve the usage of piezoelectric materials embedded in UAV struc

tures [16] to scavenge energy from mechanical vibrations, regenerative 
braking, which transfers to the UAV during braking or descending, and 
others in the similar domains. Such improvements provide additional 
power supply and reduce reliance on batteries, thus extending mission 
duration where energy is a constraint. Battery technology improvements 
are an essential element of the solutions for UAV energy efficiency issues 
[17]. Modern lithium-ion and lithium-polymer batteries have higher en

ergy density, since this means longer flight time without backpacking 
weight. Next-generation battery chemistries (like solid-state batteries 
or lithium-sulfur batteries) are also studied in [18]. Moreover; hybrid 
power systems that integrate batteries with fuel cells or small inter

nal combustion engines are also being examined to provide increased 
endurance over 5 continuum for certain applications [19]. The use of 
lightweight materials has also helped in energy efficiency by lowering 
the weight of UAVs [20]. The composite materials being used exten

sively in UAV frame structures of many UAVs, Carbon fiber, advanced 
composite polymers and similar materials which are benficial in the 
sense that it allows to carry a heavier payload or energy store with

out a relatively high amount of energy consumption. These materials 
also help UAV’s aerodynamic design as they reduce the drag and thus 
increase energy efficiency further.

The development of autonomous capabilities has grown to be a major 
focus of UAV research, not least for the reasons that complex operations 

necessitate higher efficiency, reliability, and versatility [21]. These are 
UAVs that have software with AI (Artficial Intelligence) and ML (Ma

chine Learning) algorithms such as Support Vector Machines (SVM), 
Convolutional Neural Networks (CNN) and reinforcement learning to 
improve decision-making in dynamic environments [22][23][24][25]. 
Similarly, Swarm Intelligence Optimization methods, including Genetic 
Algorithms (GA) [26] and Squirrel Flying Optimization (SFO) [27] have 
demonstrated effectiveness in solving complex optimization problems. 
While these algorithms demonstrate remarkable performance across 
various domains, this work specifically focuses on an energy-e˙icient 
variant of the Rapidly-exploring Random Tree (RRT) algorithm, metic

ulously designed for UAV trajectory optimization. Unlike traditional ML 
techniques that often rely on extensive training datasets or swarm-based 
methods that can be computationally intensive, the proposed RRT algo

rithm operates with high computational efficiency and adaptability. It 
excels in dynamically generating collision-free paths in complex envi

ronments, integrating both internal (energy consumption) and external 
(obstacle avoidance) constraints in real time. These capabilities make 
the energy-e˙icient RRT algorithm particularly advantageous for UAV 
applications where rapid decision-making, constrained resources, and 
real-time adaptability are critical.

Various path planning algorithms have been investigated in the 
broader literature so that a UAV can avoid a crash in dynamic and 
cluttered environment quickly and safely. Aerospace mobility aids such 
algorithms for UAVs, as it allows to navigate in an environmental area 
that contains natural and artficial objects, complying with the limi

tations of their physical and operational capabilities. One of the most 
prominent among these techniques are grid-based techniques which 
divide the environment into discrete cells which only recalculate po

tential paths that would be feasible for the UAV between its initial 
and target points [28]. Grid-based approaches are effective for struc

tured environments, but can become computationally intensive in large

scale or extremely cluttered environments [29]. Sampling-based meth

ods (e.g., Rapidly-exploring Random Trees (RRT) [30][31], Probabilistic 
Roadmaps (PRM)) [32] are particularly advantageous, given their abil

ity to manage high dimensionality. These techniques essentially find 
paths by sampling random points in the environment, which results in 
a network of possible pathways that do not fatally collide. One example 
is RRT which rapidly explores the search space and works well for real

time cases whilst PRM focuses on covering the feasible paths which can 
be reused over several queries. A second type of advanced methodolo

gies for UAV trajectory planning is optimization-based algorithms [33], 
which use algorithms from Mixed-Integer Linear Programming (MILP). 
A mixture of features of these algorithms is often adopted to strike a bal

ance between computational efficiency and robustness. You could use 
contracting methods to generate a solution by way of sampling-based 
methods and subsequent optimization, better accuracy. In addition, be

cause of AI and machine learning-based technologies, UAV could not 
only realize environment elements and changes of the environment but 
also propose a new method of path planning with the help of each pre

vious path plan [34].

In dynamic environment avoiding obstacles, traditional reactive nav

igation strategies like Artficial Potential Field (APF) and Dynamic Win

dow Approach (DWA) have been used [35]. These techniques make it 
possible to modify flight paths in real time while still ensuring safe op

erations. While these methods have been effective, corollary problems 
such as local minima and computation overhead are still problematic 
[36], potentially necessitating the use of more sophisticated heuristics 
and machine learning. Furthermore, sensor fusion strategies to enhance 
situational understanding also form a cornerstone of UAV investigation 
[37], rendering them adept and functional within arduous environ

ments. Considering the strengths and weaknesses of various sensors, the 
use of a combination of LiDAR, cameras, ultrasonic sensors, infrared 
sensors, and IMU can enable UAVs to achieve a comprehensive and 
accurate perception of the environment. For example, LiDAR enables 
efficient three-dimensional mapping at high resolution based on dis
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tance measurement by laser pulse that equips UAVs to detect obstacles 
and create environment models in higher detail. An ultrasonic sensor 
can also be an alternative within the program which will be used to 
measure the distance accurately in nearby as well as in smoky/rainy 
conditions in which cameras can lose here visual input needed for ob

ject and terrain detection. Combining this data from various sensors 
allows to offset their individual strengths and weaknesses, ensuring that 
the environment is mapped simultaneously as a single environment 
model. LiDAR can enable precise obstacle detection in low light con

ditions where cameras might struggle [38]. On the other hand, when 
rflective surfaces cause problems for LiDAR, cameras and ultrasonic 
sensors can offer additional information. By combining all this hetero

geneous sensor data, the UAVs can undergo precise path planning [39], 
dynamic obstacle avoidance [40], and real-time decision-making [41], 
even in dense or unpredictable environments. While GPS is generally 
sufficient for navigation in open areas, the deployment of SLAM (Si

multaneous Localization and Mapping) algorithms [42][43] has greatly 
expanded the operations of UAVs in GPS-denied environments, like in

doors, underground, or in dense forests. Because, SLAM algorithms can 
simultaneously enable UAVs to build a map of an unknown environment 
while estimating their locations [44], making it possible to navigate au

tonomously in environments without or with unreliable GPS signals. 
Visual SLAM and LiDAR-based SLAM have proven effective, and the 
first uses only camera data to recognize landmarks, while the latter pro

vides accurate 3D maps. However, sensor fusion also enhances SLAM 
by integrating it with sensors to enable UAVs to be applied in multiple 
applications [45]. UAVs oufitted with these technologies can inspect 
machinery, check inventory, and fly in tight spaces in indoor industrial 
environments. In disaster response situations like collapsed buildings, 
they can generate detailed maps to direct rescue teams. Furthermore, 
developments in edge computing and AI have improved SLAM’s ability 
to process information in real-time, enabling UAVs to adapt to evolving 
environments and maintain situational awareness amid high-velocity 
flights.

While balanced representations are more amenable to energy con

servation, they still suffer from the limitations of conventional hybrid 
quantum-classical methods. Future lines of research are linked to the 
use of artficial intelligence for autonomous decision-making, and/or 
lightweight hardware to implement complex algorithms without over

loading the UAV.

1.1. Contributions

The following is a summary of this paper’s substantial achievements:

• Proposed an energy-e˙icient trajectory planning framework that 
significantly enhances UAV flight endurance by optimizing energy 
consumption during operation.

• Developed an optimization model incorporating internal and exter

nal safety constraints, ensuring collision-free paths while maintain

ing actuator performance limits.

• Introduced an improved RRT algorithm for effective obstacle avoid

ance in complex environments, validated through simulations 
across diverse scenarios.

The rest of the paper is as follows. The section 2 provides a detailed 
introduction and description of the proposed materials and methods. 
The problem formulation and presentation of different trajectory plan

ning methodologies is discussed and elaborated in section 3. Simulation 
and analysis is explained in the section 4 while the conclusions can be 
accessed in the section 5.

Fig. 1. Quadrotor UAV system model. 

2. Materials and methods

In this study, a widely recognized quadrotor UAV model is utilized 
and then characterized by four motors positioned at the extremities of 
a cross-shaped frame. The proposed system model is demonstrated in 
Fig. 1. The analysis begins with a simplfied deterministic model that 
serves as a foundation for understanding the more intricate and uncer

tain dynamics of real-world systems:

𝑎̈ = 𝑣1𝑎 −
𝑥1
𝑚 

𝑎̇; 𝜃̈ = 𝑣2 −
𝑑𝑥4
𝑦1

𝜃̇

𝑏̈ = 𝑣1𝑏 −
𝑥2
𝑚 

𝑏̇; 𝜙̈ = 𝑣3 −
𝑑𝑥5
𝑦2

𝜙̇

𝑐 = −𝑔 + 𝑣1(cos𝜙 cos𝜃) −
𝑥3
𝑚 

𝑐̇

𝜆̈ = 𝑣4 −
𝑑𝑘6
𝑦3

𝜆̇

(1)

Where: 
𝑣1𝑎 = 𝑣1(cos (𝜙) sin (𝜃) cos (𝜆) + sin (𝜙) sin (𝜆)); 
𝑣1𝑏 = 𝑣1(cos (𝜙) sin (𝜃) cos (𝜆) − sin (𝜙) cos (𝜆));

𝑎, 𝑏 and 𝑐 represent the coordinates of the quadrotor centre of gravity 
in the earth frame. The pitch, roll and yaw angles are represented by, 
𝜃,𝜙 and 𝜆 respectively. Here 𝑚 is the mass, and 𝑦𝑖 are the moments of 
inertia, where (𝑖 = 1,2,3) along the directions 𝑎, 𝑏 and 𝑐 respectively. 
The parameters with drag... 𝑥𝑖(1....6), where... 𝑑 describes the distance 
between the centre of gravity and each of the rotor. 𝑣1 is the applied 
linear acceleration to quadrotor that is applied in z-direction of frame 
of the body. 𝑣2, 𝑣3 and 𝑣4 are, the angular accelerations induced in 
the 𝜃, 𝜙 and 𝜆 directions respectively. The variable 𝑔 represents the 
acceleration due to gravity.

Although this representation of the UAV model is indeed a simplfied 
version, it remains sufficiently complex to pose significant challenges 
for practical implementation and analysis. Therefore, various simplfica

tion techniques are explored that will streamline our approach without 
compromising the robustness and effectiveness of the controller that is 
intended to implement. By assuming small angles i.e. 𝜃 and 𝜙 and a 
constant yaw angle 𝜆 = 0, the equation (1) can be rewritten as:

𝑎̈ = 𝑣1𝜃 −
𝑥1
𝑚 

𝑎̇; 𝜃̈ = 𝑣2 −
𝑑𝑥4
𝑦1

𝜃̇

𝑏̈ = 𝑣1𝜙−
𝑥2
𝑚 

𝑏̇; 𝜙̈ = 𝑣3 −
𝑑𝑥5
𝑦2

𝜙̇

𝑐 = −𝑔 + 𝑣1 −
𝑥3
𝑚 

𝑐̇

𝜆̈ = 𝑣4 −
𝑑𝑘6
𝑦3

𝜆̇

(2)
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If negligible drag coefficients at low speeds are considered:

𝑎̈ = 𝑣1𝜃; 𝜃̈ = 𝑣2

𝑏̈ = 𝑣1𝜙; 𝜙̈ = 𝑣3

𝑐 = −𝑔 + 𝑣1

𝜆̈ = 𝑣4

(3)

According to the above equations, it can be assumed that in the hov

ering condition, 𝑣1 ≈ 𝑔, such that:

𝑎̈ = 𝑔𝜃; 𝜃̈ = 𝑣2

𝑏̈ = −𝑔𝜙; 𝜙̈ = 𝑣3

𝑐 = −𝑔 + 𝑣1

𝜆̈ = 𝑣4

(4)

So the flatness-based trajectory planning problem is basically amount 
of thrust that need to be applied to first order trajectory. This char

acteristic is important for giving the quadrotor accurate speed on the 
intended trajectory. But the basic model makes it very difficult to apply 
this model for these purposes, because the computations it requires are 
quite heavy, and can be time-consuming making real-time applications 
hard. In order to ease these difficulties, a number of simplfications have 
been introduced that have resulted in a model that is significantly less 
complicated to work within that is both computationally efficient and 
capable of achieving the control objectives.

Before continuing with the detailed exposition of the control strategy 
that is to be applied, it is important to first examine the relationship 
between the quadrotor accelerations and the thrusts produced by its 
rotors. Grasping this relationship is crucial for creating a stout control 
mechanism that can adapt to changing flight conditions and trajectory 
needs. Therefore, the following relation is obtained:

⎛⎜⎜⎜⎝
𝑣1
𝑣2
𝑣3
𝑣4

⎞⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 
𝑚

1 
𝑚

1 
𝑚

1 
𝑚

−𝑑
𝑦1

−𝑑
𝑦1

𝑑

𝑦1

𝑑

𝑦1

−𝑑
𝑦2

𝑑

𝑦2

𝑑

𝑦2

−𝑑
𝑦2

𝑇

𝑦3

−𝑇
𝑦3

𝑇

𝑦3

−𝑇
𝑦3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎝
𝐺1
𝐺2
𝐺3
𝐺4

⎞⎟⎟⎟⎠
(5)

Where 𝐺𝑖(𝑖 = 1, ...4) is the thrust generated by i-th rotor and T is the 
thrust-to-moment scaling factor. To enhance the clarity and simplicity 
of the problem, it is essential to normalize the vectors within this ma

trix. This process involves dividing each component of the vectors by 
their respective maximum values, resulting in dimensionless numbers. 
By doing so, each component is transformed to a scale between 0 and 
1, thereby facilitating a more straightforward analysis and solution of 
the problem. Let’s assume that 𝐺1max =𝐺2max =𝐺3max =𝐺4max =𝐺max, 
then the maximum value of the input 𝑣𝑖 is mentioned in the following 
equation:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝑣1max =
4 
𝑚
𝐺max;

𝑣2max =
2𝑑
𝑦1

𝐺max;

𝑣3max =
2𝑑
𝑦2

𝐺max;

𝑣4max =
2𝑇
𝑦3

𝐺max;

(6)

Now the normalized relation is:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑣1
𝑣1max

𝑣2
𝑣2max

𝑣3
𝑣3max

𝑣4
𝑣4max

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

+1
4 + 1

4 + 1
4 + 1

4

− 1
2 − 1

2 + 1
2 + 1

2

− 1
2 + 1

2 + 1
2 − 1

2

+ 1
2 − 1

2 + 1
2 − 1

2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎝
𝐺1
𝐺2
𝐺3
𝐺4

⎞⎟⎟⎟⎠
(7)

This normalization process provided the big advantage of removing 
all physical parameters from the expression, embedding a clear sepa

ration in the analysis and simplifying the mathematical structure. This 
allowed to look at the system itself without getting distracted by con

tinuously dealing with units. This contributes to evolution of equations 
and facilitates compared and interpretation of results in various cases 
and conditions, thus arriving to a universal interpretation of the system 
behavior.

3. Problem formulation

3.1. Flatness-based control

But there are going to have many different flavors of the core idea 
(control inputs as functions of the trajectory we want our system to 
track) for flatness based trajectory planning. What can be reconstructed, 
that is sufficiently unique of the outputs, within the scope of the con

trol problem that can be engineered, and how it can be treated as the 
flat outputs of the system? The simplest definition of the flatness prop

erty means that all the system’s states and inputs can be expressed as 
a dynamic output plus its derivatives for a specific dynamical system. 
Therefore, the trajectory planning and control design is greatly allevi

ated because the complicated dynamics is transformed into simple one.

𝑎̇ = 𝑓 (𝑎, 𝑣); 𝑏 = ℎ(𝑎); (8)

Where 𝑎 ∈ 𝑅𝑛 and 𝑣 ∈ 𝑅𝑚, is flat if and only if there exists vari

ables 𝐹 ∈ 𝑅, which are called the flat outputs. This control approach 
is fundamental for the system’s practical implementation: in fact, the 
parametrization of the control inputs 𝑣 in terms of the flat outputs 𝐹
has a pivotal role in the trajectory planning problem, where the nominal 
control inputs that will be applied during the mission can be described 
as a function of the desired trajectories. In our case, the flat outputs that 
we have selected are:

𝐹1 = 𝑐;𝐹2 = 𝑎;𝐹3 = 𝑏;𝐹4 = 𝜆(= 0 as assumed in model simplfica

tion); 

From these assumptions, following equation shows the parametriza

tion of the control inputs and 𝜃 and 𝜙 in functions of the flat outputs:

𝜃 =
cos𝐹4

(
𝐹2 +

𝑥1
𝑚 𝐹̇2

)
+ sin𝐹4

(
𝐹3 +

𝑥2
𝑚 𝐹̇3

)
𝐹1 +

𝑥3
𝑚 𝐹̇1 + 𝑔

;

𝜙 =
sin𝐹4

(
𝐹2 +

𝑥1
𝑚 𝐹̇2

)
− cos𝐹4

(
𝐹3 +

𝑥2
𝑚 𝐹̇3

)
𝐹1 +

𝑥3
𝑚 𝐹̇1 + 𝑔

;

(9)

To finalize the flatness-based control algorithm, it only remains to 
select the reference trajectories 𝐹 ∗

𝑖
. To get smooth control inputs, the 

degree 5 Bezier polynomial function is used for 𝐹1, and 𝐹4, and degree 
9 for 𝐹2 and 𝐹3, so that the reference trajectories are:

𝐹 ∗
𝑖
= 𝑓5(𝑡) = 𝑎𝑖5𝑡

5 + 𝑎𝑖4𝑡
4 + 𝑎𝑖3𝑡

3 + 𝑎𝑖2𝑡
2 + 𝑎𝑖1𝑡+ 𝑎0(𝑖 = 1,4);

𝐹 ∗
𝑖
= 𝑓4(𝑡) = 𝑎𝑖9𝑡

9 + 𝑎𝑖8𝑡
8 + 𝑎𝑖7𝑡

7 + 𝑎𝑖6𝑡
6 + 𝑎𝑖5𝑡

5+

𝑎𝑖4𝑡
4 + 𝑎𝑖3𝑡

3 + 𝑎𝑖2𝑡
2 + 𝑎𝑖1𝑡+ 𝑎0(𝑖 = 2,3);

(10)
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where, 𝑡 is the time and 𝑎𝑖 ’s are the constant coefficients. This type 
of control approach has been chosen to allow for the possibility to re

verse design the parameters that determine the desired trajectory so 
that actuator constraints are not violated. The reason Bezier Polynomials 
are selected, since they provide a simple way of computing the control 
inputs to be applied along the trajectory. Indeed, these mentioned tra

jectory planning features in this paragraph will become clearer in the 
next sections, specially when there is a need to deal with the implemen

tation. This phenomenon is referred as ``internal safety''.

3.2. Minimal energy trajectory planning (METP)

The three main constraints of this trajectory planning problem, cov

ered in previous sections here, are: internal safety, external safety and 
minimum-energy. In the next paragraphs, it can also be seen that the re

alization of the third element is actually inherent in the overall control 
methodology. Indeed, as the implementation begins with the definition 
of a system capable of performing a trajectory with minimal energetic 
expenditure, it is imperative to formalize the problem in mathematical 
terms, essentially as a cost function.

𝑇 ∗
1 =

𝑣∗1
𝑣1max

− 1
2

𝑣∗2
𝑣2max

− 1
2

𝑣∗3
𝑣3max

+ 1
2

𝑣∗4
𝑣4max

;

𝑇 ∗
2 =

𝑣∗1
𝑣1max

− 1
2

𝑣∗2
𝑣2max

+ 1
2

𝑣∗3
𝑣3max

− 1
2

𝑣∗4
𝑣4max

;

𝑇 ∗
3 =

𝑣∗1
𝑣1max

+ 1
2

𝑣∗2
𝑣2max

+ 1
2

𝑣∗3
𝑣3max

+ 1
2

𝑣∗4
𝑣4max

;

𝑇 ∗
4 =

𝑣∗1
𝑣1max

+ 1
2

𝑣∗2
𝑣2max

− 1
2

𝑣∗3
𝑣3max

− 1
2

𝑣∗4
𝑣4max

;

(11)

Where, 𝑢𝑖max
are constants and 𝑢∗

𝑖
are the nominal control inputs that 

are expressed as:

𝑣∗1 = 𝐹 ∗
1 + 𝑔; 𝑣∗2 =

1 
𝑔
𝐹 4∗
2 ; 𝑣∗3 = − 1 

𝑔
𝐹3

4∗; 𝑣∗4 = 𝐹 ∗
4

3.2.1. METP-internal safety

The optimization problem is still not dfined completely: in fact, the 
𝐹 ∗
𝑖

prfile can be adjusted to guide the system from an initial to a fi

nal position, without violating the actuator constraints. That is basically 
what is referred to as ``Internal Safety''. In fact, the actuator constraints 
allow to reformulate the optimization problem as follows:{

Minimize 𝐸(𝑡𝑓 ) −𝐸(𝑡0)
Subject to 0 ≤𝐺∗

𝑖
≤ 1 (𝑖 = 1,… ,4) (12)

The nominal thrusts are in function of time t, thus solving the prob

lem requires using calculus of variations which may impose heavy calcu

lations. This problem can be overcome by considering only the extrema 
of the nominal thrusts, such that the control problem becomes:

⎧⎪⎨⎪⎩
Minimize 𝐸(𝑡𝑓 ) −𝐸(𝑡0)
Subject to 0 ≤𝐺𝑖

∗
Ex

≤ 1 (𝑖 = 1,… ,4)
0 ≤𝐺∗

𝑖
(𝑡0) ≤ 1

0 ≤𝐺∗
𝑖
(𝑡𝑓 ) ≤ 1

(13)

where it is evident that the last two rows of the constraints indicate the 
initial and final conditions to be applied to the thrusts values, whereas, 
𝐺𝑖

∗
Ex

indicates the extrema of 𝐺𝑖
∗. The extrema are in function of initial 

and final time (the only unknown is the final time). They can be written 
as 𝐺𝑖

∗
Ex

= 𝐺𝑖
∗(𝑐𝑖∗), where 𝑐𝑖∗ are the critical points. These latter are 

the solutions of the derivative of 𝐺𝑖
∗ with respect to time equalized to 

zero. From this approach, 𝐺𝑖
∗
min can be dfined and 𝐺𝑖

∗
max as the global 

minima and global maxima such that:

𝐺𝑖
∗
min ≤𝐺∗

𝑖
≤𝐺𝑖

∗
max ∀𝑡 ∈ [𝑡0, 𝑡𝑓 ] (14)

It demonstrates that this approach leads to a solution of the control 
problem as in the first formulation but providing much less computa

tions. It is necessary to highlight that the derivative of 𝐺𝑖
∗ with respect 

to time equal to zero has a degree not less than five. This way, 𝐺𝑖
∗ is a 

polynomial equation of degree five, and then its derivative has degree 
four and it can be used to solve the optimization problem. It is impor

tant to highlight the fact that this solution allows to reduce the weight 
of calculations such that the planning can be also realized on real time 
on board implementation. In fact, it is sufficient to plug the initial and 
final conditions to get the solution 𝑡𝑓 .

3.3. METP-external safety

The optimization control problem as described so far can perform 
quite a lot, but just if the quadrotor moves through free space. As a mat

ter of fact, this solution does not even provide any algorithms for the ob

stacle avoidance if the cofiguration space is also occupied by obstacles. 
In this work, the implementation of algorithm EA-RRT (Energy-Aware 
Rapidly-exploring Random Tree) is proposed, which enables to avoid 
misses and collision during the mission. The classical enhanced form of 
the RRT is suggested and there is no need to consider just a single last 
path that it supplies. Indeed, since minimum energy consumption is im

portant in this task so different paths are explored to decide what is the 
minimum energy path. None of this test can be made prior to the execu

tion of the RRT algorithm, since this algorithm will return the 3D points 
the are used to generate the final trajectory, hence it is clear that it is 
possible to calculate the energy spent on the mission only after we know 
the points to form the path. Algorithm 1 explains the proposed EA-RRT 
algorithm.

It is important to note that the robot avoidance algorithm that is 
used most on the move is RRT. This is a probabilistic method that ex

amines this cofiguration space in the event the robot must move, and 
then gives the best final path from the give start to the final position. 
The algorithm does not construct a roadmap of the entire free cofig

uration space, as in PRM (Probabilistic Roadmap Method), but only a 
partial representation of the relevant free cofiguration space that can 
contribute to solving a given problem. With this method it is possible 
to generate several potential trajectories from the position of the UAV 
to the destination point designated for the mission. In addition, a spline 
method was used and added into the algorithm to produce one more 
smoother route. It was implemented to provide two distinct results to 
the trajectory planning problem, such that the shortest and most smooth 
one can be compared to other approach. So to make it possible to com

pare the energy that would be consumed travelling along both the paths 
and then to select the best one, as described above.

Algorithm 1 Energy-Aware RRT (EA-RRT).

1: Input: Start position 𝑠𝑡𝑎𝑟𝑡, Goal position 𝑔𝑜𝑎𝑙, Step size 𝛿
2: Output: Path with minimum energy consumption

3: Initialize:

4: 𝑇 ← {𝑠𝑡𝑎𝑟𝑡} ⊳ Initialize tree with the starting point

5: 𝑝𝑎𝑡ℎ𝑠← ∅ ⊳ List to store all possible paths

6: while Not ReachedGoal(𝑇 , 𝑔𝑜𝑎𝑙) do

7: 𝑞rand ← RandomSample(CofigurationSpace()) ⊳ Sample a random 
point

8: 𝑞near ← NearestNode(𝑇 , 𝑞rand) ⊳ Find the nearest node in 𝑇
9: 𝑞new ← NewCofiguration(𝑞near, 𝑞rand, 𝛿) ⊳ Generate a new point

10: if CollisionFree(𝑞near, 𝑞new) then

11: 𝑇 ← 𝑇 ∪ {𝑞new} ⊳ Expand the tree

12: if PathToGoal(𝑞new, 𝑔𝑜𝑎𝑙) then

13: 𝑝𝑎𝑡ℎ𝑠← 𝑝𝑎𝑡ℎ𝑠∪ GetPath(𝑇 , 𝑞new, 𝑔𝑜𝑎𝑙) ⊳ Store the path

14: end if

15: end if

16: end while

17: 𝑒𝑛𝑒𝑟𝑔𝑦𝐶𝑜𝑠𝑡← Map(𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐸𝑛𝑒𝑟𝑔𝑦, 𝑝𝑎𝑡ℎ𝑠) ⊳ Compute energy 
consumption for each path

18: 𝑚𝑖𝑛𝐸𝑛𝑒𝑟𝑔𝑦𝑃𝑎𝑡ℎ← 𝑝𝑎𝑡ℎ𝑠[argmin(𝑒𝑛𝑒𝑟𝑔𝑦𝐶𝑜𝑠𝑡)] ⊳ Select the path with 
minimum energy

19: Return: 𝑚𝑖𝑛𝐸𝑛𝑒𝑟𝑔𝑦𝑃𝑎𝑡ℎ
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4. Simulation and analysis

In the implementation setup, it is the detailed demonstration of the 
proposed work is described and how the core concept of the suggested 
model is developed. To recap, generating a lifecycle path for the quadro

tor is aimed to traverse from a start position to a target position, avoiding 
physical obstacles, whilst minimizing energy consumption, as per our 
operational definitions in previous sections of the paper. This main goal 
can, as suggested before splitting into three sub-goals and each of this 
must have a specific implementation.

• EA-RRT Implementation: Firstly, the proposed EA-RRT algorithm 
allows obtaining a rough safe path among the obstacles, simply 
consisting of points connected by segments. We use the connect

ing points between two segments as waypoints for our problem. In 
fact, this phase is only required to generate a collision-free path, 
but it does not provide any trajectory.

• Energy Optimization: After generating the path, for each subse

quent pair of points, the optimization problem proposed in section 2
is adopted in order to compute the best time that minimizes energy 
consumption during the mission.

• Building Final Trajectory: Finally, all the previous solutions are 
combined by using the generated array of execution times given for 
all pairs of points to compute the final minimal energy trajectory.

4.1. No obstacle scenario

The first proposed scenario is the base scenario that is available to 
the quadrotor. In fact, here, a free environment is considered, since the 
quadrotor is always beginning from some position and just need to reach 
an assigned final position. This is a special case, as in this special case 
a portion of the algorithm can be completely omitted: If a free-collision 
path is covered, using the RRT algorithm as an external safety portion 
of the overall solution does not need to be covered, as there would be 
no collision possible. This is removed from the part of algorithm which 
takes away computational weight and it can be interpreted in terms of 
execution time.

In Fig. 2, the optimization execution spikes are relatively smaller, 
which indicates that computation does not change with complexity of 
trajectories. In acceleration graph, both trajectory time and trajectory 
energy are quite aligned to each other which brings a strong relationship 
of acceleration and energy consumption. For the velocity, the compu

tational overhead remains relatively constant, indicating the stability 
of the optimized performance regardless of the flight patterns of UAVs. 
Fig. 2 provides some further evidence that the optimization algorithm 
prioritizes energy consumption with high importance and indicates this 
is corroborated with trajectories in their synchronized energy and tra

jectory prfiles.

Fig. 3 depicts the normalized thrust control by the no-obstacle de

sign problem as a function of time, demonstrating the reduced thrust 
as a result of the optimization and the trade-off between the trajectory 
performance and energy efficiency. Thrust oscillation is normalized in 
the range of [0.2, 0.8] along the leg, revealing system adaptability to 
environmental and resource limitations, and the energy and trajectory 
scoring factors remain highly correlated with execution times reveal

ing effective computation. The optimization execution time is consistent 
throughout, demonstrating the algorithm’s ability to limit execution 
time even under differing thrust demands. The results indicate the ef

fectiveness of trajectory planning for simultaneously ensuring safe and 
energy-e˙icient UAV performance.

In addition, it can be observed that, given a trajectory, the trajectory 
execution time and total energy used are consistent, which demonstrates 
that the algorithm could minimize energy usage while maintaining the 
required flight time and safety. Fig. 3 shows the optimal path found 

Fig. 2. No-obstacles scenario - acceleration and velocity results. 

Fig. 3. No-obstacles scenario - normalized thrusts. 
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Fig. 4. One-obstacle scenario - acceleration and velocity results. 

by the optimization algorithm to find a balance between the multiple 
objectives incorporated within our model combining energy efficiency, 
real-time computations feasibility, and operational safety, therefore, 
it is a robust solution for UAV trajectory planning on cloud environ

ments.

4.2. One-obstacle scenario

In this section, the measurements from the second scenario, charac

terized by the presence of one obstacle, are reviewed based on simula

tion results. As there was only one trajectory planning in the no-obstacle 
situation, so in that empty environment it was very obvious that the 
trajectory is both minimum time and minimum energy trajectory. In 
one-obstacle case, however, one can have the RRT algorithm that will 
generate a smooth trajectory.

In Fig. 4, the acceleration prfile shows clear variations compared to 
the no-obstacle case. These deviation imply the UAV in actively rolling 
to avoid the obstacle, means that the control forces required are large. 
With regard to those parameters, the time of optimization execution 
keeps a more stable prfile and is smoother than the more fluctuating 
prfiles of total time of the trajectory and total energy performed. These 
consistency highlight the optimization algorithm’s attempt to maintain 

Fig. 5. One-obstacles scenario - normalized thrusts. 

computational stability amidst the environmental perturbations intro

duced by the obstacle. The insight of total energy employed curve 
indicates that much more energy is expended in maneuvering modes, 
particularly at the avoidance stages [10-12] seconds. This means higher 
thrust requirements to perform rapid acceleration or turnaround. How

ever, unlike the position plot, the velocity prfile indicates significant 
oscillation away from steady flight, with peaks reaching up to almost 9 
m/s at [2-3] seconds and again at [10-11] seconds. In this case again, 
we can see the execution time, which, for this example, is once again 
a smoother curve of execution time, showing that the optimization al

gorithm is doing robust trajectory planning. Real trajectory and energy 
prfiles diverge, particularly when high velocities are reached, reveal

ing the extra energy and control changes needed.

Fig. 5 shows the normalized thrust graph for the continuous mod

ulation for one-obstacle case. This graph shows the tradeoff between 
thrust modulation, energy consumption, and trajectory time. UAV ac

complishes its mission goals without compromising on these coflicting 
parameters. The optimization algorithm put forward in this paper is 
executed in discrete time, hence maintaining a trade-off between com

putation load and real-time responsive. Somewhat sinusoidal, ``detec

tion and avoidance'' behavior implies that there are adaptive control 
systems (if they exist), adapted to external stimuli, to this one obsta

cle.

4.3. Three-obstacle scenario

Finally, the three-obstacles scenario is discussed in this section. This 
scenario serves as the primary test bench for demonstrating the effec

tiveness of the proposed approach. Fig. 6 shows the acceleration and 
velocity results in the three-obstacle case. The acceleration and velocity 
prfiles show the UAV dynamics. Each metric shows oscillatory behav

ior as the UAV must constantly adjust its motion to avoid obstacles. 
Acceleration peaks occur with fast changes of velocity, especially near 
critical places within the trajectory they hit an obstacle. The optimiza

tion curve emerges more frequently in acceleration activity with high 
activity levels, emphasizing the role of optimization in long-lasting crit

ical maneuvers. There are spikes in velocity at 5 seconds and 12 seconds. 
These could be when the UAV accelerates to avoid an obstacle or recov

ers from deceleration caused by previous maneuvers. Although these 
maneuvers and corrections are important for safe navigation, they de

mand more energy consumption, as understood from the dependency 
of energy usage on both velocity and acceleration magnitudes. Opti

mization execution time refers to the instances in which the control 
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Fig. 6. Three-obstacle scenario - acceleration and velocity results. 

algorithm is engaged in a recalculate operation for UAV trajectory. The 
phases where the motion is greatly adjusted match the specific time ad

justability of the optimization strategy used. This shows a good trade-off 
between trajectory constraints, energy consumption and collision avoid

ance.

Fig. 7 shows the normalized thrust prfile of a UAV flying through a 
3-obstacle scenario. It details how the thrust of the UAV is dynamically 
modulated, achieving success in avoiding the obstacle while respecting 
the constraints of the mission. The thrust varies along the trajectory, re

flecting the UAV’s need to adapt constantly to changing environmental 
and obstacle conditions. The UAV demonstrates periodic thrust modu

lation, exhibiting alternating phases of acceleration (increased thrust) 
followed by deceleration (decreased thrust) as the UAV moves through 
and around obstacles. Numerous spikes and dips in thrust can be seen 
at various time intervals [5, (9-10)] seconds and near 15 seconds, in

dicating periods of high activity (obstacle avoidance, trajectory correc

tion, etc.). This is particularly significant as we see optimization inter

vals quite frequently throughout the orbit, particularly during intervals 
which experience increased thrust oscillations, proving that real time 
capability is an essential task to reliably promote safe navigation. Addi

tionally, the execution of the optimization, indicated by the blue dotted 
line, correlates with specific times of thrust activity, demonstrating the 
real-time adaptive nature of the UAV’s control system. The interplay 

Fig. 7. Three-obstacles scenario - normalized thrusts. 

between thrust and energy consumption reveals the energy-intensive 
nature of quick thrust changes, which calls for careful control meth

ods.

5. Conclusion

Energy consumption rates directly ifluence the effective duration 
of UAVs’ battery life and thus limit UAVs’ operational range. Short UAV 
Flight endurance, which can be as high as 15-30 minutes, is among 
its most significant drawbacks. The literature offers a number of ap

proaches to tackle this issue, with each approach prioritizing the opti

mization of differing parameters with respect to UAV performance. In 
this paper, the problem is explained the problem through another algo

rithmic way of motion planning taking into priority the energy use of the 
UAVs to elongate their life. Here, a safe and energy-e˙icient trajectory 
planning method is developed, which generates collision-free plans that 
move from a specfied initial state toward a desired terminal state in an 
energy-conserving way during the hop. Central to this strategy was the 
formulation of an optimization problem seeking to minimize the energy 
expenditure over the trajectory. Herein, the internal and external safety 
is detailed which, once implemented was in the control system enabling 
to prevent actuator saturation and hence an additional safety measure 
to reach through constrained environment. It used an improved RRT 
algorithm (Rapidly-exploring Random Tree) because it checked many 
possible paths before it started moving straight on a path. This allowed 
to determine whether the minimum energy pathway coincided with that 
of the shortest path. To create such a solution, the theoretical foundation 
of the proposed work is dfined as well as its most salient character

istics. Following the conceptual underpinnings, extensive simulations 
were performed under diverse conditions to illustrate the effectiveness 
and robustness of our algorithm. These simulations were a ``calibra

tion test'' where we varied combinations of parameters in search of top 
cofigurations that yield the best results. In the second step, to reduce 
energy, fmincon function in MATLAB was called to solve the optimiza

tion problem in trajectory rfinement.

The simulation studies demonstrated with many obstacles that the 
algorithm will learn a minimum energy path from one target location to 
another. In addition, UAV performance metrics were quantfied and ex

plored such as thrust, speed and acceleration. These results cofirmed 
that control system could plan energy-e˙icient paths, while ensuring 
safety in presence of adversarial scenarios. An even more complex test 
case presented three varying barriers to avoid, this resulted in several 
pat-finding costly actions to be done, but ultimately was successful in 
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the fact that the platform was able to determine a position that would 
not lead to a collision for all of its mission criteria while ensure the path 
taken would stay within the actuator energy draw parameters. While 
the results were promising and demonstrated the effectiveness of the 
approach, the areas for future work were also identfied. Apart from the 
mentioned fact, it was discovered that the computation time of the sys

tem is actually not that small, whereby the algorithm may not be run in 
real time. This could help to enhance the speed in calculations, for exam

ple, for iterations by considering to either try other algorithms instead 
of fmincon function or tune the parameters of fmincon function itself 
to make it work faster. This optimization would suit online applications 
very well and where performance needs to be derived from real-time. 
In this work, it is aimed to create a control system that can be used 
to solve a multitude of real world problems related to UAV trajectory 
planning and we will test our control system under multiple conditions. 
As a first step towards this goal, by analyzing trajectory optimization 
tools in a safe and energy-e˙icient manner, stronger foundations for fu

ture works considering faster but more complex algorithms are now at 
hand. Subsequent iterations of this work will seek to optimize the al

gorithm in a manner that accounts for real-time processing constraints 
with significance placed on safety, wherein high energy conservation is 
imperative, to allow for offline scenarios and real-time UAV incorpora

tion.
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