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Abstract
This paper presents an audio system originally developed by the authors as a multiplayer, audiovisual instrument-environment,
here repurposed as ViGA, a real-time visualiser for spatialised game audio. ViGA translates directional and environmental
audio cues into dynamic visual forms, offering players, spectators, and audiences an intuitive and ambient graphical repre-
sentation of in-game sound, and, by extension, the emergent rhythms of gameplay. Drawing on influences from video game
visualisation, audiovisual synthesis, historical colour organs, visual music, music visualisers, and ambient display design, the
system situates itself at the intersection of creative computing and real-time telemetry rendering. In this paper we outline the
design rationale and technical architecture of the system, including its data mapping, visual language, and rendering strategies.
We then present early use cases of ViGA though the video game Counter-Strike II, highlighting its potential to enhance spatial
comprehension, engagement, and aesthetic experience.

CCS Concepts
• Human-centered computing → Visualisation theory, concepts and paradigms; Interaction design;

1. Introduction

This paper introduces ViGA, a system for the visualisation of video
game soundscapes in a secondary, ambient display. Operating out-
side the centre of attention, ViGA provides spectators with supple-
mentary, moment-to-moment, spatialised visual information about
auditory events that are directly linked to key gameplay and its
comprehension. In addition to these informational qualities, the for-
mal properties of the visual (colour, shape, position) support the de-
velopment of synchresis to help foster deeper emotional response
and immersion.

Over the past two decades, video games have undergone a trans-
formation from a largely solitary or co-located multiplayer activity
to one of live spectatorship. This shift is closely intertwined with
the emergence of increasingly participatory digital culture. Dedi-
cated game streaming services such as Twitch† have enabled play-
ers to broadcast gameplay to spectators in real-time whilst also pro-
viding integrated and monetisation facilities. In parallel to casual
streaming, the popularity of professional eSports has continued to
grow, and numerous games have well-established and well-funded
competitions attracting large audiences online and in-person. Spec-
tator motivations, including fan interaction and experience, are sur-
veyed by Cauteruccio and Kou [CK23]. In particular, the ViGA

† https://twitch.tv/

system aims to address the limitation that eSports events typically
offer only a single perspective on the main game, thereby inhibit-
ing the potential for richer spectator experiences that can arise from
multiple perspectives or secondary experiences beyond basic social
interaction and discussion.

The rest of this paper is organised as follows. After this intro-
duction, we provide an overview of key approaches to audio visu-
alisation and audiovisual translation in video games and wider art,
technological and music experiences. This is followed by a theory
overview underpinning the translation and fusion of the audiovi-
sual relationship and how this is implemented in our foundational
prior multiplayer instrument-environment, and its subsequent iter-
ation and further development for this project, ViGA. The work
concludes with a discussion of the implementation of ViGA and an
outline of future research possibilities.

2. Background and Related Work

2.1. Video Game Visualisation

Most games rely on high amounts of visual data to both construct
the space of the gameplay and to create useable information for the
player. There are a variety of ways to present in game information
with the term interface referring to hardware for implementing the
game through to the user interface (UI) or player character [SN06].
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The use of heads up display (HUD) in game offers the player direct
play information and can be diegetic or non-diegetic depending on
UI integration and application. In terms of design, considerations
of player need versus visible space in game defines the placement
of this content and can be linked to genre and game style.

2.2. Voltage Control and Audiovisual Synthesis

The implications of voltage control, first presented by Robert Moog
[Moo65], are that a standardised signal range can enable any mod-
ule in a multi-module audio synthesizer to act upon or control any
other. Similar ideas were developed contemporaneously by Don-
ald Buchla and presented in his System 100 Electronic Music Box
[Ber08]. However, while Buchla’s approach separated control and
audio signals, the Moog system treated these interchangeably.

After foundational technical work in the area of analogue video
synthesis by Harrison III and Slater, amongst others [HHJ14], by
the early 1970s, several video synthesizers carried forward the
Moog-derived idea of standardised signals, meaning that any video
module’s output could control any other module’s input via volt-
age. [HHJ14,VW∗08]. Moreover, with both audio and image trans-
formed into electrical signals, sound could be readily translated into
image, and visuals could be generated by sound [Fur83]. Transla-
tion between the domains was explored by artists including Steina
and Woody Vasulka and Nam June Paik [Fur83,YY20]. Today, sim-
ilar ideas are incorporated into the design of LZX Industries’ 2022
modular video synthesizer systems.

2.3. Colour Organs and Visual Music

The connection between sound and vision has long been central to
both the psychology of sound and the socio-cultural associations
between hue and pitch in musical contexts [PS66, Kan12]. This in-
terplay is further explored in sound design through the concept of
synchresis—the perceived fusion of auditory and visual elements
into a unified experience [Chi94]. As Walker and Nees [WN11] in-
dicate there is a taxonomy of the application of sonification and au-
ditory displays the most recent being art and entertainment. Colour
relating to frequency from low to high (paired with the established
colour spectrum) and scale relating to amplitude are basic param-
eters which allow for easy decoding by a player when paired with
synchronicity of appearance and movement.

2.4. Music Visualisers

Music visualisation is characterised by the real-time generation
of images to accompany music to enhance audience experience
[GCOB21]. While there is a rich history of music visualisation
(including live performance) predating the computer-era, the Atari
Video Music is acknowledged as the first commercially available
electronic music visualiser. Designed by Robert Brown [Bro78],
it presented a “visual color display of objects on an unaltered TV
receiver which are directly associated with the music on an audio
source.”

A very substantial number of visualisation software and exten-
sions for home consoles and personal computers have followed, but

the work of Jeff Minter, founder of Llamasoft, provides several ex-
amples of music visualisers across multiple generations of home
consoles. These include Psychedelia for the Commodore 64 and
the related Colourspace for Atari 8-bit computers, the Virtual Light
Machine for the Atari Jaguar CD add-on, and the Neon Visualiser
for the Xbox 360 [Bel19, Dig24].

2.5. Ambient Displays

Building on Weiser and Browns’ [WB97] vision of calm tech-
nology and labelled a sub-class of Ubicomp by Shelton et al.
[SNTE21] ambient displays are described by [MDH∗03] as visu-
ally appealing representations of information intended to operate
on the periphery of user attention. Since 1996, a significant number
of displays have attempted to present information so it may be pro-
cessed in the background of awareness. For example, Shelton and
Nesbitt [SN20] provide a systematic review of the high-level design
features present in 459 ambient displays as reported in 410 publi-
cations over a twenty-year period. A feature Shelton and Nesbitt
note is they should be “designed to seamlessly fit into their envi-
ronment and should not interrupt an individual from their primary
task” [SN16].

3. Theoretical Underpinnings of the System

3.1. Game Sound

The concerted study of game sound has a relatively brief his-
tory [Col08]. In his Acoustic Ecology of the First Person Shooter,
Grimshaw [Gri07] observes that one early theorisation of game
sound, developed by Stockburger [Sto03], has focused on the dif-
ferent types of sounds (categorised according to in-game sound
source and organisation at a game code level) that constitute a video
game soundscape. Another approach, Grimshaw [Gri07] notes, fo-
cuses on the auditory perception of the player-listener. Its origins
are in the electroacoustic theories of Pierre Schaeffer, specifically
acousmatic experience, whereby the source of a sound is unseen
and thus appreciated for its abstract qualities.

Schaefferian ideas were subsequently applied to a film sound
context and extended by Michel Chion [Chi94] in the influential
Audio-Vision: Sound on Screen. Chion added new categories of
sound such as ambient sound (territory sound), internal sound, and
on-the-air sound, the latter to address some of the conceptual diffi-
culties/instabilities introduced by technology. Chion also proposed
three listening modes: causal (related to the source of a sound),
semantic (related to the meaning of a sound), and reduced (re-
lated to the abstract properties of the sound itself). Both sets of
ideas were further developed by Grimshaw’s [Gri07] conceptual
framework for the analysis of first person shooter (FPS) sound.
Whereas Chion’s concept of ambient sound (territory sound) con-
cerns sound “whose pervasive presence gives definition to a space,
e.g., bird songs, churchbells”, Grimshaw outlines a navigational
mode of listening in which players leverage auditory cues within
the game soundscape (a term itself derived from [Sch93]) to orient
themselves and navigate effectively through the game world. At the
same time, Grimshaw [Gri07] recognises that these cues are only
part of the picture. More specifically, they are posited to be part
of an ever-changing acoustic ecology resulting from the constantly
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evolving interactions and relationships between players, and play-
ers and the soundscape.

Not only is this acoustic ecology complex and continually in
flux, it is also potentially challenging for those removed from the
gameplay to analyse. As a result, external observers often have
an intrinsically different perspective on player intention and input
gesture. This notion is also recognised in other live contexts, no-
tably popular music and laptop music performance [Cas03, Bro78,
Wai19].

3.2. Audiovisual Mapping

Mapping relates to the relationship between the input to a system
and the output of that system. In the case of digital systems this
relationship must be explicitly designed. The shape of this connec-
tion can be essentially any imagined by the designer, but [FGM02]
identify three basic mapping types:

• One-to-One: one output parameter is driven by one input param-
eter

• One-to-Many: one input parameter influences multiple output
parameters

• Many-to-One: one output parameter is driven by multiple input
parameters

Through combination, many-to-many mappings can be formed.
In an instrument context, [HK00] note that these may prove more
satisfactory for player and audience alike after an initial period of
learning.

Arfib et al. [ACKV02] introduce two further dichotomies. An
“explicit” mapping clearly defines the relationship between input
and output, whereas an “implicit” mapping functions effectively as
a black box in that its behavioural rules can be broadly described,
but precise values are unknown. A “static” mapping remains fixed
and therefore will not adapt to or learn from input data, while a
“dynamic” mapping can evolve or change over time.

Of those audiovisual compositional methods either detailed by
the artist or scrutable by analysis, notable strategies include di-
rect translation [WG16], sensory substitution [SS15], metaphori-
cal interpretation [Cal12], the amplification of glitches or other er-
rors [Tun12], and the use of algorithmic systems to generate sound
and image concurrently [All16].

Three specific audiovisual mappings are detailed as part of work
by Taylor et al. [TBT06]. These can be summarised as vocal tim-
bre, melodic information, and vocal dynamics respectively visu-
alised through a responsive video, the reactions of a virtual char-
acter, and the properties of an immersive virtual space. However,
Callear [Cal12] notes that despite the sustained presence of sound-
image practices in the twentieth century, this kind of explicit and
detailed presentation of compositional methods has remained rel-
atively rare. Perhaps this is related, at least in part, to what Chion
[Chi94] terms “added value”, or how sound affects the perception
of an image to create “the definite [incorrect] impression that this
information or expression ‘naturally’ comes from what is seen, and
is already contained in the image itself.” A related issue is identi-
fied by Grierson [Gri18], who notes that audiovisual art continues
to be “misunderstood and poorly characterised,” and that artists

frequently approach it as a subfield. Thus, he contends, rather than
explicitly consider and detail all audiovisual aspects, these artists
tend to concentrate only on elements that are considered relevant
within their main discipline.

There may also be more pragmatic reasons for this limited
discussion. For instance, Ikeshiro [Ike13] offers a reminder that
many acclaimed audiovisual works feature surprisingly simple au-
diovisual relationships. Carsten Nicolai’s spray [Nic05] and Ry-
oji Ikeda’s datamatics [Ike06], he notes, are based entirely on the
close synchronisation of onset and panning, and onset only, respec-
tively. This close synchronisation is central to what Chion [Chi94]
terms synchresis, or the “spontaneous and irresistible mental fu-
sion, completely free of any logic, that happens between a sound
and a visual when these occur at exactly the same time.” It is a
main reason why flat, screen-based images appear to have more
depth when sound is added, and, more specifically, why footfalls
that land exactly on the beat of superimposed music feel more en-
ergetic and propulsive.

4. Technical Overview of the System

The precursor to this system is TYG, a local multiplayer digital mu-
sical instrument-environment [PD24, DPH24]. The system’s flex-
ible, modular architecture allows it to support a broad spectrum
of game audio research applications. Additionally, this system fea-
tures two modes: composition (setup) mode and a real-time perfor-
mance mode. In composition (setup) mode a graphical user inter-
face (GUI) enables players to assign fundamental musical param-
eters to up to five coloured spheres for subsequent use in perfor-
mance mode. For this paper, TYG’s coloured sphere concept has
been extended into the audio-driven visualisation system ViGA.

4.1. ViGA as an Audio-Visual System

ViGA has been designed to enhance core gameplay, help make
sense of a video game’s complex and shifting acoustic ecology,
and offer the potential for expansion into a meta-game experience.
ViGA’s primary visualisation component is a modified version of
the TYG sphere, which the system uses to visualise sound through
two main mapping aspects. This mapping is a basic spectrum align-
ment that maps low to high audio frequencies (specifically the spec-
tral centre) to a corresponding colour gradient from red to violet.
This approach is based on Scriabin’s synesthetic perception of note-
to-colour relationships and reduces the palette to seven colours for
simplicity. [Pea85]. Despite some previous work, there remains no
definitive relationship of colour to audio and so a simplified ap-
proach such as ROYGBIV to frequency range, low to high, offers a
non-complex approach. This semiotic foundation supports the syn-
chretic integration of audio and visual elements, enabling intuitive
interpretation by the viewer.

The second mapping aspect determines the other formal (phys-
ical) properties of the visual objects and their position on screen.
Spheres are spawned and their size and shape, X position, and Y po-
sition are dynamically manipulated to convey, amplitude, panning
(stereo image), and spectra (coupled to colour) of discrete sound
objects Figure 1. Sphere spawning is extracted from the real-time
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game soundscape via a simple onset detector that blocks exces-
sively rapid or repeated triggering. This enables the reliable han-
dling and visual representation of polyphony, or instances where
multiple sound objects occur simultaneously.

Figure 1: Implemented mapping: sphere colour reflects frequency;
size and shape reflect amplitude.

As work in progress, the ViGA system has to date primarily used
audio from the tactical shooter Counter Strike II, developed and
published by Valve [Val23]. This title was selected for reasons in-
cluding the complexity of its soundscape, its extensive audio op-
tions, and that it can be played without monetary cost. However,
the system is generally applicable, and can be used to visualise any
game audio.

5. Conclusion

With ViGA, the authors present a novel model for augmenting
video game experiences through audiovisual abstraction, specifi-
cally by rendering spatial and dynamic audio cues as a secondary,
ambient visualisation layer. By placing the audio information in
a secondary non-invasive HUD, the information is generated by
diegetic audio but visualised as non-diegetic visual representation.
In removing the ViGA information from the game the approach
follows traditional approaches to HUD implementations. In this
case not interfering with gameplay or the visual of the playable
area but augmenting for and providing secondary visual commen-
tary. This approach has value in spectator contexts. ViGA offers
an ambient and affective visual engagement device that can high-
light rhythm, polyphony, tension, and directionality in a way that
complements analytical data with emotional resonance. Its audio-
visual translation allows for rich perceptual fusion between visual
and auditory stimulus. The aesthetic qualities of the ViGA display
also suggest potential uses in branding, broadcast enhancement,
or installation-based performance. By adopting implicit, dynamic
mappings, ViGA encourages a relationship between input and out-
put that improves over time. This echoes practices in both musi-
cal improvisation and artistic data visualisation, where understand-
ing is constructed through ongoing exposure and interaction. ViGA
contributes to the expanding field of ambient and peripheral display
technologies that aim to enrich experiences without demanding full
attention.

6. Future Work

6.1. Expanded Visual Language

Further development will focus on extending the expressive ca-
pacity of ViGA’s visual output. While the current system employs
spectrum-based colour mappings and basic shape modulation, fu-
ture iterations will explore additional parameters to increase the
information bandwidth.

6.2. Dynamic Audio Broadcast Enhancement

ViGA has strong potential in scenarios where sound is present but
visual information is limited or absent. One clear application is the
augmentation of voice-only or audio-dominant environments such
as online meetings, radio plays, or live-streamed commentary. In
online meetings in particular, the absence of camera feeds is of-
ten cited as reducing engagement compared to video-enabled ses-
sions. By introducing a generative visualisation layer, driven by
tonal qualities, rhythm, and spatial dynamics in audio, ViGA can
provide an ambient visual presence for otherwise invisible conver-
sations or performances. This presents an exciting opportunity to
add visual richness to communication contexts traditionally reliant
on sound alone.

6.3. Asymmetric Gaming Applications

A further area of exploration is the use of ViGA in asymmetric
gaming contexts. Here, some participants engage directly with the
core (source) gameplay, while others interact with ViGA itself as
an auxiliary game layer or creative tool. In this configuration, ViGA
becomes both a spectator enhancement and a participatory system,
inviting new forms of creative agency and layered gameplay.
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